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Abstract

We prove the Johnson-Lindenstrauss property for matrices ΦDξ where Φ has the restricted
isometry property and Dξ is a diagonal matrix containing the entries of a Kronecker product
ξ = ξ(1)⊗· · ·⊗ξ(d) of d independent Rademacher vectors. Such embeddings have been proposed
in recent works for a number of applications concerning compression of tensor structured data,
including the oblivious sketching procedure by Ahle et al. for approximate tensor computations.
For preserving the norms of p points simultaneously, our result requires Φ to have the restricted
isometry property for sparsity C(d)(log p)d. In the case of subsampled Hadamard matrices,
this can improve the dependence of the embedding dimension on p to (log p)d while the best
previously known result required (log p)d+1. That is, for the case of d = 2 at the core of the
oblivious sketching procedure by Ahle et al., the scaling improves from cubic to quadratic. We
provide a counterexample to prove that the scaling established in our result is optimal under
mild assumptions.

1 Introduction

Johnson-Lindenstrauss (JL) embeddings, first discovered in [22] and subsequently re-introduced in
distributional form [18, 26, 8, 1, 16], provide a random embedding of finitely many points into a
lower-dimensional vector space while preserving the structure of these points, i.e. their pairwise
Euclidean distances. This property has been proven to be useful for reducing the complexity of
algorithms in many fields, such as numerical linear algebra or machine learning.

In particular, the technique of sketching – for which [33] provides a detailed overview – uses
dimension reduction transforms such as JL embeddings to reduce the complexity of problems in
numerical linear algebra. For example, instead of solving the classical linear regression problem
minx ‖Ax − b‖22, one can apply a Johnson-Lindenstrauss embedding Φ to b and the columns of A
which leads to a smaller-dimensional problem minx ‖ΦAx − Φb‖22 which can often be solved more
efficiently. The Johnson-Lindenstrauss assumption is a simple sufficient condition under which the
solution of the reduced problem is guaranteed to yield a good approximation to the original problem
[29].

In response to the driving application of improving algorithmic complexity of sketched lin-
ear algebra problems at massive scale, a line of research on fast Johnson-Lindenstrauss embed-
dings emerged, concerning the construction and analysis of random matrices Φ with the Johnson-
Lindenstrauss property and which also have structure allowing for fast matrix-vector multliplica-
tion. This analysis was initiated with the fast JL transform introduced in [4], in the form of a
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randomly row-subsampled discrete Hadamard matrix with randomized column signs. This con-
struction was later improved and refined in [32, 5], and ultimately sharpened to the best-known
embedding power in [23] by establishing a near-equivalence between the Johnson-Lindenstrauss
embedding property and a deterministic restricted isometry property [23]. Recently, this line of
work found new energy following the work [12] which proposed the use of a row-subsampled discrete
Hadamard matrix with column signs randomized according to a Kronecker-structured Rademacher
vector, and conjectured that such an embedding satisfies the Johnson-Lindenstrauss property. The
Kronecker structure allows for even faster matrix-vector multiplication when applied to data points
with Kronecker structure themselves, as arise naturally when dealing with multidimensional data
arrays (see, for example, applications to kernel methods with polynomial sketching [2], and solv-
ing least squares problems with tensor structure [21, 20]). Indeed, suppose we want to embed

a data point x = x(1) ⊗ · · · ⊗ x(d) ∈ R
nd

= R
N which is a Kronecker product of d data vec-

tors, each of dimension n. If the embedding matrix Φ ∈ R
m×N itself has Kronecker structure

Φ = Φ(1) ⊗ · · · ⊗Φ(d) where the dimensions of the factors of Φ correspond to the factor dimensions
of x, then the matrix-vector multiplication Φx can be factored as Φx = (Φ(1)x(1))⊗· · ·⊗ (Φ(d)x(d)),
and can be computed factor by factor, without constructing x explicitly. Because the Kronecker
product of discrete Hadamard matrices is itself a discrete Hadamard matrix, embedding matrices
in the form of discrete Hadamard matrices with Kronecker-structured random column signs fall
within this framework, and it is natural to study the embedding power of such transforms. In
this paper, we improve, simplify, and generalize the current embedding results for the Kronecker
Johnson-Lindenstrauss embedding [21, 2, 27, 20] by generalizing an approach from [23] on near-
equivalence between Johnson-Lindenstrauss property and the restricted isometry property to JL
embeddings with Kronecker structure to higher-degree tensor embeddings.

1.1 Background and prior work

Recall the distributional version of the JL Lemma: for any ǫ > 0 and η < 1/2 and positive integer
N , there exists a distribution over R

m×N such that for a fixed unit-length vector x ∈ R
N and for

a random matrix Φ drawn from this distribution with m = O(ǫ−2 log(1/η)),

P(
∣

∣‖Φx‖22 − 1
∣

∣ > ǫ) < η. (1)

The dependence m = O(ǫ−2 log(1/η)), as achieved by (properly normalized) random matrices with
independent and identically distributed subgaussian entries [16], is tight, as shown recently in [24]
improving on a previous (nearly-tight) lower bound [6].

For a given Φ : RN → R
m generated as such, computing the matrix-vector product x → Φx

has time complexity O(mN). The fast Johnson-Lindenstrauss as introduced in [4] and improved
in [5, 23], is constructed by randomly flipping the column signs of a random subset of m rows from
the N × N Discrete Fourier (or Discrete Hadamard) Transform. Exploiting the FFT algorithm,
the fast JLT computes a matrix-vector product in time O(N log(N)). The trade-off for this time
savings is that the fast JLT has reduced embedding power m = O(ǫ−2 log(1/η) log3(N)).

More recently, the Kronecker fast JL transform (KFJLT) was proposed in [12], to further im-
prove the algorithmic complexity of the fast JL embedding in applications to Kronecker-structured
data.

Such a construction has found applications as a key ingredient of the oblivious sketching proce-
dure [2], a multiscale construction for dimension reduction appplicable for subspace embeddings and
approximate matrix multiplication. A central idea of this construction is the repeated application
of the Kronecker FJLT of order d = 2.
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The KFJLT of order d acts on a Kronecker-structured vector x = x(1)⊗· · ·⊗x(d) ∈ R
n1...nd = R

N

as follows: For fixed diagonal matrices with i.i.d. Rademacher random variables D(1), . . . ,D(d) of
dimensions n1, . . . , nd respectively, and for a random subset Ω ⊂ [N ] of size |Ω| = m:

1. Randomly flip signs of the entries in each vector factor according to x(k) → D(k)x
(k) =: z(k);

2. Compute the DFTs of each factor y(k) = Hnk
z(k), where Hn is the n × n DFT matrix

(normalized to be a unitary transform).

3. Compress y = y(1) ⊗ · · · ⊗ y(d) ∈ C
N to yΩ ∈ C

m, where yΩ consists of the entries in y
restricted to the subset S

4. Rescale yΩ by
√

N/m.

The Kronecker JL transform extends to a well-defined linear map for any input x ∈ R
N , taking the

form of a matrix which can be expressed as the product of three matrix types:

√

N

m
· PΩ ·H ·Dξ ∈ R

m×N (2)

where Dξ is the N ×N diagonal matrix with diagonal vector ξ = ξ1 ⊗ ξ2 ⊗ · · · ⊗ ξd the Kronecker
product of n1, . . . , nd-dimensional Rademacher vectors, H = Hn1 ⊗ · · · ⊗ Hnd

is the Kronecker
product of orthonormal DFTs (or, more generally, of bounded orthogonal matrices, including DFTs,
Hadamard, etc .... ), and PΩ : RN → R

m denotes the projection matrix onto the coordinate subset
Ω. Our results hold for more general constructions of Kronecker products of matrix factors satisfying
the restricted isometry property, after randomizing their column signs.

In the special case d = 1, the Kronecker FJLT reduces to the standard FJLT as considered in
[23]. However, when the input vector has Kronecker structure so that the mapping can be applied
separately to the matrix-vector factors, the complexity of computing a KJLT transform matrix-
vector product improves to O(n1 log(n1) + . . . nd log(nd) + md). The price that is paid is that the
embedding power (that is, the minimal scaling of the embedding dimension in m necessary for the
distributional JL (1)) is weakened by the reduced randomness in ξ. For a numerical demonstration
of the suboptimal scaling, we refer the reader to [21]. A general theoretical lower bound was, to
our knowledge, not available before this paper; lower bounds for related but somewhat different
constructions were shown in [2].

At the same, a number of works have investigated sufficient conditions on the embedding di-
mension to ensure that the map given by (2) satisfies the distributional JL property (1). The
papers [2, 27] show that for (2) based on the Hadamard transform, a sufficient condition is given
by m = Cd · 1

ǫ2 log(1/η)d+1, up to logarithmic factors in log(1/η), 1/ǫ, and N . While the analysis in
[27] is restricted to vectors with a Kronecker structure, the generalization of [2] applies to arbitrary
vectors.

On the other hand, the paper [21] used the near-equivalence between JL embedding and re-
stricted isometry property from [23] to provide the sufficient condition m = Cd

1
ǫ2

(log(1/η))2d−1 for
any subsampled bounded orthonormal transform, thus including but not limited to constructions
based on Hadamard transform.

To put these two results into perspective, we remind the reader that the tensor degree d is
typically small – recall that the oblivious sketching procedure of [2] only uses the case d = 2, where
the two conditions basically agree. Hence also for our results, we will pay special attention to
optimizing the dependence for small values of d.
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1.2 Contributions of this work

In this work, we improve the existing bounds on the embedding dimension for the general Kronecker
FJLT to m = Cd

1
ǫ2

(log(1/η))d, up to logarithmic factors in log(1/η), 1/ǫ, and in N , improving the
results in [2] by a factor of log(1/η). In particular, for the case of d = 2 at the core of the oblivious
sketching procedure [2], our results improve the scaling of the embedding dimension in log( 1η ) from
cubic to quadratic.

We additionally prove that this embedding result is optimal in the η dependence by providing
a lower bound of m = Θ((log(1/η))d) in Section 5. We achieve the optimal bounds by generalizing
the near-equivalence between the JL property and the restricted isometry property of [23] to higher-
order tensors, in a sharper way than what was shown in [21], by carefully using a higher-dimensional
analog of the Hanson-Wright inequality for random tensors.

We state our main results in Section 2. Then we summarize the required existing tools and
describe the main idea behind our proof in Section 3 without covering technical details. The full
proof including all technical steps is then given in Section 4. Then in Section 5, we show the
aforementioned optimality of our result and then conclude by discussing the implications of our
work in Section 6.

1.3 Related work

Tensor Johnson-Lindenstrauss constructions have become a recent topic of study, even beyond the
concrete construction of (2).

Tensor JL embeddings based on sparse matrix structure have been studied in the context of
vectors with Kronecker structure, based on the count sketch technique [14], which has been ex-
tended to the tensorized version known as tensor sketch in [28]. Applications to problems including
subspace embeddings and approximate matrix multiplication are presented in [9]. However, these
methods have a worse dependence on the failure probability compared to Kronecker FJLT.

The paper [20] derived fast tensor embeddings for subspaces. The paper [30] proposed tensor
random projections as matrices whose rows are i.i.d. Kronecker products of independent Gaussian
vectors, and proved embedding properties for such constructions for Kronecker products of order
d = 2. The paper [2] extended the analysis beyond d = 2, and [15] further refined and extended
these results in the context of sketching constrained least squares problems.

1.4 Notation

IdN ∈ R
N×N is the identity matrix. We denote H ∈ R

N×N for the normalized Hadamard matrix
where N is a power of 2. This is obtained recursively as Hlog2N by H0 = (1) and Hk+1 =

1√
2

(

Hk Hk

Hk −Hk

)

such that H is orthogonal, i.e., HTH = IdN .

For an R-valued random variable X, we define ‖X‖Lp := (E|X|p)
1
p . We define the subgaussian

norm ‖X‖ψ2 := supp≥1 ‖X‖Lp/
√
p. For a random vector Y ∈ R

N , we define the subgaussian norm

‖Y ‖ψ2 := supv∈RN ,‖v‖2=1 ‖〈v, Y 〉‖Lp . We call Y isotropic if EY Y T = IdN .

A random vector with independent entries which are ±1 with probability 1
2 each, is called a

Rademacher vector.
We say that a matrix Φ ∈ R

m×N satisfies the (s, δ)-restricted isometry property (RIP) if (1 −
δ)‖x‖22 ≤ ‖Φx‖22 ≤ (1 + δ)‖x‖22 holds for all s-sparse x ∈ R

N , i.e., all x with at most s non-zero
entries.

For a subset S ⊂ [d], we denote Sc := [d]\S.
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To formulate the main proof, we will need some additional notation for handling higher order
arrays which will be introduced in Section 4.2.

2 Main result

Definition 2.1. For ǫ, η > 0, a random matrix A ∈ R
m×N satisfies the (ǫ, η) distributional

Johnson-Lindenstrauss property if for all x ∈ R
N with ‖x‖2 = 1,

P
(∣

∣‖Ax‖22 − 1
∣

∣ > ǫ‖x‖22
)

≤ η.

Remark 2.2. If A ∈ R
m×N has the (ǫ, η̃

p(p−1)) distributional Johnson-Lindenstrauss property, then

for any set E ⊂ R
N with |E| = p elements, by a union bound we obtain

P
(

∃x, y ∈ E :
∣

∣‖Ax−Ay‖22 − ‖x− y‖22
∣

∣ > ǫ‖x− y‖22
)

≤
∑

x,y∈E
x 6=y

P

(∣

∣

∣

∣

‖A x− y

‖x− y‖2
‖22 − 1

∣

∣

∣

∣

> ǫ

)

≤ |E|(|E| − 1) · η̃

p(p− 1)
= η̃.

So with a probability of at least 1 − η̃, it holds that

∀x, y ∈ E :
∣

∣‖Ax−Ay‖22 − ‖x− y‖22
∣

∣ ≤ ǫ‖x− y‖22.

Then A preserves all pairwise distances in the set E up to a factor of 1 ± ǫ.

Theorem 2.3. For d ≥ 1, let n1, . . . , nd be dimensions such that N = n1 . . . nd. Let 0 < ǫ, η < 1
and Φ ∈ R

m×N be a matrix satisfying the (2sd, δ)-RIP for s ≥ log 1
η + 2 and δ ≤ C(d)ǫ where C(d)

is a constant that only depends on d.
Let ξ(1) ∈ {±1}n1 , . . . , ξ(d) ∈ {±1}nd be independent Rademacher vectors and ξ := ξ(1) ⊗ · · · ⊗

ξ(d) ∈ R
N . Define A := ΦDξ ∈ R

m×N where Dξ is a diagonal matrix with the entries of ξ on its
diagonal.

Then A satisfies the (ǫ, η) distributional Johnson-Lindenstrauss property.

Using the result by Haviv and Regev about the RIP [19], we obtain the following result for such
embeddings using subsampled bounded orthonormal matrices as Φ such as a subsampled Kronecker
product of d Hadamard matrices.

Corollary 2.4. Let n1, . . . , nd, N, ǫ, η, ξ be as in Theorem 2.3, ν ∈ (0, 1), Φ =
√

N
mPΩF ∈ R

m×N

where PΩ ∈ R
m×N represents uniform independent subsampling of rows with replacement and

F ∈ R
N×N is a unitary matrix with entries bounded by D√

N
in absolute value.

If N ≥ 1

(ν)C1d log log( 1ν )
and

m ≥ C(d)D2ǫ−2

(

log
1

η

)d(

log
C(d)

ǫ

)2

logN

(

log
C(d) log 1

η

ǫ

)2

,

then with probability ≥ 1 − ν (with respect to PΩ), we obtain a matrix Φ such that ΦDξ satisfies
the (ǫ, η) distributional Johnson-Lindenstrauss property (with respect to the probability in ξ).

C1 is an absolute constant and C(d) only depends on d.
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Remark 2.5. For norm preservation of p points simultaneously through a union bound, an (ǫ, cp)
distributional Johnson-Lindenstrauss property is required for a constant c ∈ (0, 1). The RIP is a
property that holds uniformly for all sparse vectors such that in Corollary 2.4, no union bound over
the probability in PΩ is required and ν can be chosen to be constant and especially independent of
p.

So even though the lower bound on N in Corollary 2.4 implies logN & log 1
ν in the formula for

the lower bond on m, the dependence of m on p will only be m & (log p)d.

3 Preliminaries and proof overview

In this section, we provide the required probabilistic tools and give an overview of the proof.
[23] provides a proof for the d = 1 case based on a union bound and the Hanson-Wright

inequality. This method is generalized to higher d in [21] by successively applying the Hanson-
Wright inequality.

The Hanson-Wright inequality has also been generalized to chaos of higher order in [7] for a
Gaussian chaos. To state this bound, we introduce the following notation. Let B ∈ R

n1×···×nd and
denote S(d, κ) for the set of all partitions of [d] into κ nonempty disjoint sets. The entries in B are
indexed by indices in J := [n1] × · · · × [nd]. For an index i ∈ J and S ⊂ [d], define iS := (ij)j∈S .
For (I1, . . . , Iκ) ∈ S(n, κ), define

‖B‖I1,...,Iκ := sup

{

∑

i∈J
Biα

(1)
iI1

. . . α
(d)
iIκ

| ‖α(1)‖2 = · · · = ‖α(d)‖2 = 1

}

. (3)

The result considers the case in which n1 = n2 = · · · = nd. However, this is not an essential
restriction since in the case of varying dimensions, B can be extended by 0 entries to an array with
maxk∈[d] nk dimensions along every axis. Then the following moment bounds are given in Theorem
1 of [25].

Theorem 3.1 (Theorem 1 in [25]). Let B ∈ R
n1×···×nd and let g(1) ∈ R

n1 , . . . , g(d) ∈ R
nd be

independent standard normal vectors. Define

X :=
∑

i1∈[n1],...,id∈[nd]

Bi1,...,idg
(1)
i1

. . . g
(d)
id

.

Then for any p ≥ 2,

‖X‖Lp ≤ C(d)

d
∑

κ=1

pκ/2
∑

(I1,...,Iκ)∈S(d,κ)
‖B‖I1,...,Ik .

where C(d) is a constant that only depends on d.

Note that in the case d = 2, only the two norms ‖ · ‖{1,2} and ‖ · ‖{1},{2} are involved which are
equal to the Frobenius and spectral norm of a matrix, respectively. Then the bound in Theorem
3.1 corresponds to the one in the classical Hanson-Wright inequality.

In our setting, we need to control analogous expressions with Rademacher variables instead of
Gaussian ones. However, the above result can be generalized to subgaussian random vectors, for
example by repeated application of Lemma 3.9 in [11] which compares the subgaussian chaos to
the Gaussian one. Together with Theorem 3.1 this yields the following statement.
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Theorem 3.2. Let n ∈ N
d, B ∈ R

n, p ≥ 2.
Let S(κ, d) denote the set of partitions of [d] into κ nonempty disjoint subsets. Define

mp(B) :=

d
∑

κ=1

pκ/2
∑

(I1,...,Iκ)∈S(k,d)
‖B‖I1,...,Iκ .

Consider independent, mean 0, isotropic vectors X(1) ∈ R
n1 , . . . ,X(d) ∈ R

nd with subgaussian
norm bounded by L ≥ 1. Then

∥

∥

∥

∥

∥

∥

∑

i1∈[n1],...,id∈[nd]

Bi1,...,idX
(1)
i1

. . . X
(d)
id

∥

∥

∥

∥

∥

∥

Lp

≤ C(d)Ldmp(B),

where C(d) > 0 is a constant that only depends on d.

Note that in the scenario considered in this work, we will consider such chaos expressions in
which there are d pairs of equal vectors which is not exactly the same as in Theorem 3.2. However,
it is possible to reduce the problem in this work to the setting of Theorem 3.2 using a decoupling
method. Such a decoupling method has been studied in the same work [11] and it will be discussed
in Section 4.3 together with its application in this work.

Similarly to what is done in [25], also the moment bound in Theorem 3.2 can be translated
into a tail bound. The following auxiliary result states a general relation between moment and tail
bounds.

Lemma 3.3 (Lemma 3.8 in [11]). Let T be a finite set and X an R valued random variable such
that for all p ≥ p0 ≥ 0,

‖X‖Lp ≤
d
∑

k=1

min
l∈T

pek,lγk,l

for values γk,l > 0.
Then for all t > 0,

P(|X| > t) ≤ ep0 exp

(

− min
k∈[d]

max
l∈T

(

t

edγk,l

)
1

ek,l

)

.

We make use of the restricted isometry through the following lemma which is used in the proof
of Lemma 4.1. For a more general overview of the restricted isometry property and similar tools,
see Chapter 6 in [17].

Lemma 3.4. Let Φ ∈ R
m×N have the (2s, δ)-RIP. Then for any S, T ⊂ [N ] of size |S| = |T | = s,

the submatrix B = (Φ∗Φ − IdN )S,T satisfies ‖B‖2→2 ≤ δ.

Proof. Let x, y ∈ R
N such that supp(x) = S, supp(y) = T and ‖x‖2 = ‖y‖2 = 1. Then by the

polarization identity and the RIP

|x∗SByT | = |x∗Φ∗Φy − x∗y|

=
1

4

∣

∣‖Φ(x + y)‖22 − ‖Φ(x− y)‖22 − ‖x + y‖22 + ‖x− y‖22
∣

∣

≤ δ

4

(

‖x + y‖22 + ‖x− y‖22
)

=
δ

4

(

2‖x‖22 + 2‖y‖22
)

= δ.

7



3.1 Proof overview

In this section we will give an overview and intuition for the proof of the main result, Theorem 2.3.
The complete technical proof can be found in Section 4. We will also point out the analogous steps
in the order 1 case as in [23].

Since A is a linear map, we can assume ‖x‖2 = 1 and it is sufficient to prove
∣

∣‖Ax‖22 − 1
∣

∣ ≤ ǫ
with probability ≥ 1−η for each such x to show the distributional Johnson-Lindenstrauss property.

The key to the proof is relating the norm ‖Ax‖22 to a Rademacher chaos. In the case d = 1, we
obtain

‖Ax‖22 =

m
∑

j=1

(

N
∑

k=1

Φj,kξkxk

)2

=

m
∑

j=1

N
∑

k,l=1

Φj,kΦj,lξkξlxkxl =

N
∑

k,l=1

ξkξlBk,l

where Bk,l :=
∑m

j=1 Φj,kΦj,lxkxl (B ∈ R
N×N ). This is a Rademacher chaos of order 2 and can be

controlled with the Hanson-Wright inequality which is done in [23].
In the general case, let L : [n1] × · · · × [nd] → [N ] be the function that maps a tuple of indices

of ξ(1), . . . , ξ(d) to the corresponding index in ξ(1) ⊗ · · · ⊗ ξ(d). Then

‖Ax‖22 =

m
∑

j=1





∑

k∈[n1]×···×[nd]

Φj,L(k)ξ
(1)
k1

. . . ξ
(d)
kd

xL(k)





2

=
∑

k,k′∈[n1]×···×[nd]

ξ
(1)
k1

. . . ξ
(d)
kd

ξ
(1)
k′
1
. . . ξ

(d)
k′
d
xL(k)xL(k′)

m
∑

j=1

Φj,L(k)Φj,L(k′)

=
∑

k,k′∈[n1]×···×[nd]

ξ
(1)
k1

. . . ξ
(d)
kd

ξ
(1)
k′
1
. . . ξ

(d)
k′
d
Bk,k′ (4)

for a corresponding array B ∈ R
n1×···×nd×n1×···×nd . This is a Rademacher chaos of order 2d and

with some adaptions, it can be controlled with Theorem 3.2.
The difference between (4) and the expression controlled in Theorem 3.2 is that in the former

one, each ξ(j) appears twice, while in the latter one, all the involved random vectors have to be
independent. This can be overcome using a decoupling technique. For the order 2 chaos, the
classical decoupling lemma ensures that instead of

∑N
k,l=1 ξkξlBk,l, controlling the decoupled chaos

∑N
k,l=1 ξkξ

′
lBk,l is sufficient where ξ′ is an independent copy of ξ. This step only deteriorates the final

result by a constant factor. An analogous result can be shown for the general order 2d chaos as in
(4) such that we can replace the second appearance of every Rademacher vector by an independent
copy and then Theorem 3.2 can be applied. The detailed statements of this step will be given in
Section 4.3.

A crucial step to control ‖Ax‖22 in [23] for d = 1 is the separation of the largest entries of x (in
absolute value), i.e., x = x(1) + x(♭) where x(1) contains the largest s ∼ log(p) entries in absolute
value and x(♭) the remaining ones. Then

‖Ax‖22 = 〈A(x(1) + x(♭)), A(x(1) + x(♭))〉
= ‖Ax(1)‖22 + 2〈Ax(1), Ax(♭)〉 + ‖Ax(♭)‖22. (5)

The first term on the right hand side, ‖Ax(1)‖22 lies within (1 ± ǫ)‖x‖22 by the RIP, for the second

8



term we obtain

|〈Ax(1), Ax(♭)〉| =

∣

∣

∣

∣

∣

∣

∣

∣

∣

∑

k∈supp(x(1))
l∈supp(x(♭))

ξkξlBk,l

∣

∣

∣

∣

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

∣

∑

l∈supp(x(♭))
ξlal

∣

∣

∣

∣

∣

∣

for al :=
∑

k∈supp(x(1)) ξkBk,l. Note that (ξl)l∈supp(x(♭)) and (ξk)k∈supp(x(1)) are independent. By

conditioning on (ξk)k∈supp(x(1)) (and thus (al)l∈supp(x(♭))), the expression
∑

l∈supp(x(♭)) ξlal becomes

a Rademacher chaos of order 1 and can be controlled with Hoeffding’s inequality which corresponds
to the general Rademacher chaos concentration inequality for order 1.

The third term in (5) then can be controlled using the Hanson-Wright inequality while the
corresponding bound in [23] requires the largest s entries to be considered separately.

Thus, the analysis of the first two terms in (5) uses specific properties of Rademacher vectors
while the analysis of the third term could be done for a Gaussian vector in essentially the same way.
This is indeed necessary since the Johnson-Lindenstrauss property of PΩHDξ would not hold if we
replaced the vector ξ with a Gaussian vector g: Considering the set E = {e1, . . . , eN} of all canonical
basis vectors, ‖PΩHDgek‖2 = gk for 1 ≤ k ≤ N and thus Emaxk∈[N ] ‖PΩHDgek‖2 ∼

√

log(N),
i.e., for large N , we cannot expect all ‖PΩHDgek‖2 to be in the range of 1 ± ǫ.

For the case of general d, a data point is a multidimensional array x ∈ R
n1×···×nd and analogously

to the separation of the largest s entries in the previous case, we will separate the largest entries for
every possible combination of the d axes. Specifically, for any subset S ⊂ [d], we define the array
x(S) in such a way that for each fixed value of (ik)k∈Sc , we pick the s|S| values of (ik)k∈S with the

largest |xi1,...,id|. For these indices i, x
(S)
i = xi and otherwise x

(S)
i = 0.

For the simplest case d = 1, this leads to the following result:

• x(∅) is the complete array x.

• x({1}) contains the largest s1 entries of the entire array.

In an additional step, we set more entries to 0 in such a way that every non-zero entry of
x is contained in x(S) for at most (and thus precisely) one S, specifically such an S of maximal
cardinality is chosen. In the case of d = 1, this means that all the non-zero entries of x({1}) are
removed from x(∅) (set to 0) and this exactly corresponds to the split of x = x(1) +x(♭) as described
above.

In the case d = 2, x can be regarded as a matrix with rows and columns and one obtains the
following arrays (before removing more entries as described above):

• x(∅) is the complete array x.

• x({1}) contains the largest s entries of every column.

• x({2}) contains the largest s entries of every row.

• x({1,2}) contains the largest s2 entries of the entire array.

And this principle can be generalized to arbitrary orders d. With the aforementioned modifi-
cation such that every entry is just contained in one x(S), it holds that

x =
∑

S⊂[d]

x(S).
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With vec : Rn1×···×nd → R
N being the function that maps a multidimensional array to a vector,

the norm of interest is

‖A vec(x)‖22 = 〈A vec(x), A vec(x)〉 =
∑

S,T⊂[d]

〈A vec(x(S)), A vec(x(T ))〉.

The approach is to control 〈A vec(x(S)), A vec(x(T ))〉 by conditioning on the values of the Rademacher
vectors associated to the axes in S on the left hand side of the inner product and along the axes in
J on the right hand side. Then this becomes a Rademacher chaos of order 2d − |S| − |T | and this
can be controlled using Theorem 3.2. By adding up the Lp norms for the deviations of all these
inner products from their expectation over S and T , we obtain an upper bound for the Lp norm of
the deviation of the entire norm ‖A vec(x)‖22 as desired.

[d] :

[2d]\d :

S

T

Ī

Ī ′

J̄

Figure 1: A sketch showing an example of the sets Ī , Ī ′, J̄ : The axes (black dots) are divided into
[d] and [2d]\[d] (horizontal line) depending on whether they arise on the left or right hand side of
the inner product. The partition Ī1, . . . , Īκ of [2d]\(S ∪ T + d) is shown by the gray dashed lines.
The partition sets which only intersect one of [d] or [2d]\[d] are joined to Ī and Ī ′ respectively. The
remaining partition sets intersect both sides and are joined to J̄ .

So for any S, T ⊂ [d], we need to control the ‖ · ‖Ī1,...,Īκ norm of the array corresponding to the
chaos of order 2d−|S|− |T | where Ī1, . . . , Īκ is an arbitrary partition of the indices (Sc)∪ (T c + d).
Now among the sets Ī1, . . . , Īκ, we distinguish three types: Those which ones are contained in [d],
the ones contained in [2d]\[d], and those which intersect both these sets. For each type, we form
the union of the corresponding sets and obtain the sets Ī, Ī ′ and J̄ respectively (see Figure 3.1 for
an example). By the definition of the norms in (3), such a norm cannot become smaller by joining
some of the partition sets and thus

‖ · ‖Ī1,...,Īκ ≤ ‖ · ‖Ī ,Ī′,J̄

and it is sufficient to find a suitable upper bound on the norm on the right hand side.
So we can rearrange x(S) as an array (xj,k,l)j,k,l of order 3 according to the partition of [d] into S,

Ī and the remaining axes. In an analogous way, x(T ) can be rearranged to (yj′,k′,l′)j′,k′,l′ according
to T , Ī ′ − d and the remaining axes. Now rearrange Φ∗Φ to (Bj,k,l,j′,k′,l′)j,k,l,j′,k′,l′ according to the
arrangement of x(S) and x(T ) to three axes each. We also rearrange

⊗

r∈S ξ
(r) as (ξj)j and define

(ξ′j′)j′ analogously. Then the ‖ · ‖Ī ,Ī′,J̄ norm of interest is

sup
‖α‖2=‖α′‖2=‖β‖2=1

∑

j,k,l
j′,k′,l′

Bj,k,l,j′,k′,l′ξjξ
′
j′xj,k,lyj′,k′,l′αkα

′
k′βj,j′.

Noting that for any z ∈ R
n, supα∈Rn,‖α‖2=1

∑n
k=1 zkαk =

(
∑n

k=1 z
2
k

)1/2
, the above expression

becomes

sup
‖α‖2=‖α′‖2=1





∑

j,j′





∑

k,l,k′,l′

Bj,k,l,j′,k′,l′ξjξ
′
j′xj,k,lyj′,k′,l′αkα

′
k′





2



1/2

.
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This expression can be controlled using Lemma 4.1. The vectors u(j,k) of that lemma are
vectorized versions of the order 3 array x in which the non-zero entries are restricted to one slice
(one particular value of (j, k)), multiplied with the corresponding ξk. The v(j

′,k′) are obtained in
an analogous way. In result, this lemma can bound the respective ‖ ·‖Ī ,Ī′,J̄ norm by C · δ

s
|J̄|
4 +

|Ī|
2 +

|Ī′|
2

.

The combinatorial Lemma 4.11 now ensures that in any case, |J̄|
4 + |Ī|

2 + |Ī′|
2 ≥ κ

2 where κ is the

number of sets in the original partition. So altogether, we can bound the ‖ ·‖Ī1,...,Īκ norm by C · δ

s
κ
2

.

Finally, by Theorem 3.1, we can use this to bound the Lp moments of the deviations of all inner
products 〈A vec(x(S)), A vec(x(T ))〉 and obtain

∥

∥‖A vec(x)‖22 − ‖x‖22
∥

∥

Lp
≤ C(d)

2d
∑

k=1

p
k
2
δ

s
k
2

.

This can be converted to a concentration inequality using Lemma 3.3, implying the distribu-
tional Johnson-Lindenstrauss property.

Remark 3.5. In [2], Lemma 4.11 (TensorSRHT) provides a Johnson-Lindenstrauss result which is
similar to our Corollary 2.4 restricted to Hadamard matrices. The proof of this lemma can be found
in the extended version [3]. Their proof uses general moment bounds for sums of independent mean
0 variables to control the probability in the subsampling PΩ while conditioning on the random sign
vector ξ. In contrast, our approach conditions on the RIP of PΩH and then shows the Johnson-
Lindenstrauss property by controlling the probability in ξ. This gives an advantage for the case that
the Johnson-Lindenstrauss property is shown for p vectors simultaneously. For our approach, once
PΩH has the RIP, this holds for all s-sparse vectors uniformly. Then we only need to show the
Johnson-Lindenstrauss property by a union bound with respect to the probability in ξ but not with
respect to PΩ. The advantage of this is that in this case the dependence of the embedding dimension
in [2] is (log p)d+1 (up to smaller logarithmic factors) while our result only requires (log p)d which
the example in Section 5 proves to be optimal.

On the other hand, our approach makes controlling the probability in ξ more intricate. In [2],
Lemma 4.9 provides a result similar to the one by Latala [25] with a better dependence on d but
all ‖ · ‖I1,...,Iκ bounded by the Frobenius norm. This suffices to control ξT (DHj

x) sufficiently for
arbitrary x ∈ R

N where Hj is the j-th row of the Hadamard matrix. The latter is required in [2].
In our case, we need to control ξTDxΦTΦDxξ for which we make use of the RIP of Φ and control
all the ‖ · ‖I1,...,Iκ norms separately. We will discuss more aspects of the relation of our work to [2]
in Section 6.

4 Main proofs

4.1 Lemma for RIP matrices

In this subsection, we prove the following technical lemma mentioned in the previous section.
It makes use of the restricted isometry property of the considered matrix and will be of central
importance in the proof of Theorem 2.3 in Subsection 4.4. However, in this form it is independent
of the underlying higher-order array structures of the signals.

Lemma 4.1. Let n1, n2, n3, n
′
1, n

′
2, n

′
3 and s1, s2, s3, s

′
1, s

′
2, s

′
3 be natural numbers such that N =

n1n2n3 = n′
1n

′
2n

′
3 and s = s1s2s3 = s′1s

′
2s

′
3 and Φ ∈ R

m×N has the (2s, δ)-RIP, B := Φ∗Φ − IdN .
Consider vectors u(j,k), v(j

′,k′) ∈ R
n1n2n3 for (j, k, j′, k′) ∈ [n1]× [n2]× [n′

1]× [n′
2] such that all u(j,k)

are s3-sparse with disjoint supports and all v(j
′,k′) are s′3-sparse with disjoint supports.
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Let (b2(1), . . . , b2(R2)) be a partition of [n2] into sets of size ≤ s2 each where R2 = ⌈n2
s2
⌉. For

each K ∈ [R2], let (b
(K)
1 (1), . . . , b

(K)
1 (R1)) be a partition of [n1] into sets of size ≤ s1 each where

R1 = ⌈n1
s1
⌉.

Analogously, let b′2(1), . . . , b′2(R′
2) and b

(K ′)′

1 (1), . . . , b
(K ′)′

1 (R′
1) be partitions of [n′

2] into sets of
size ≤ s′2 and [n′

1] into sets of size ≤ s′1, respectively.
Also, for j ∈ [n1] and K ∈ [R2], define u(j,(K)) :=

∑

k∈b2(K) u
(j,k) and define v(j

′,(K ′)) in the
analogous way.

Then

∑

(j,j′)∈[n1]×[n′
1]





∑

(k,k′)∈[n2]×[n′
2]

(u(j,k))∗Bv(j
′,k′)





2

≤δ2









∑

(J,K,K̄)∈[R1]×[R2]2

√

√

√

√

∑

j∈b(K)
1 (J)

‖u(j,(K))‖22‖u(j,K̄)‖22









·









∑

(J ′,K ′,K̄ ′)∈[R′
1]×[R′

2]
2

√

√

√

√

∑

j′∈b(K′)′

1′
(J ′)

‖v(j′,(K ′))‖22‖v(j
′,(K̄ ′))‖22









.

Proof. We can bound the desired expression by rearranging terms and blockwise summation.

∑

(j,j′)∈[n1]×[n′
1]





∑

(k,k′)∈[n2]×[n′
2]

(u(j,k))∗Bv(j
′,k′)





2

=
∑

(j,j′)∈[n1]×[n′
1]

∑

(k,k̄,k′,k̄′)∈[n2]2×[n′
2]

2

(u(j,k))∗Bv(j
′,k′)(v(j

′,k̄′))∗B∗u(j,k̄)

=
∑

(J,J ′)∈[R1]×[R′
1]

(K,K̄)∈[R2]2

(K ′,K̄ ′)∈[R′
2]

2

j∈b(K)
1 (J)

(u(j,(K)))∗B







∑

j′∈b(K′)

1′
(J ′)

v(j
′,(K ′))(v(j

′,(K̄ ′)))∗






B∗u(j,K̄)

=
∑

J∈[R1]
J ′∈[R′

1]

(K,K̄)∈[R2]2

(K ′,K̄ ′)∈[R′
2]

2

〈

∑

j∈
b
(K)
1 (J)

u(j,(K))(u(j,K̄))∗, B













∑

j′∈
b
(K′)

1′
(J ′)

v(j
′,(K ′))(v(j

′,(K̄ ′)))∗













B∗
〉

F

.

Note that every u(j,k) is s3-sparse and |b2(K)| ≤ s2, |b(K)
1 (J)| ≤ s1. Thus, the number of

nonzero rows and the number of nonzero columns of the matrix
∑

j∈b(K)
1 (J)

u(j,(K))(u(j,K̄))∗ can be

at most s = s1s2s3 each. The same holds for
∑

j′∈b(K′)′

1′
(J ′)

v(j
′,(K ′))(v(j

′,(K̄ ′)))∗. So we can restrict

B to a submatrix of s rows and s columns which has an operator norm ≤ δ by the RIP assumption
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(Lemma 3.4). Using that 〈A,BCB∗〉F ≤ ‖A‖F ‖BCB∗‖F ≤ ‖A‖F ‖B‖22→2‖C‖F , we can bound the
expression by

δ2
∑

J∈[R1]
J ′∈[R′

1]

(K,K̄)∈[R2]2

(K ′,K̄ ′)∈[R′
2]

2

∥

∥

∥

∥

∥

∥

∥

∑

j∈b(K)
1 (J)

u(j,(K))(u(j,K̄))∗

∥

∥

∥

∥

∥

∥

∥

F

∥

∥

∥

∥

∥

∥

∥

∑

j′∈b(K′)

1′
(J ′)

v(j
′,(K ′))(v(j

′,(K̄ ′)))∗

∥

∥

∥

∥

∥

∥

∥

F

≤δ2
∑

(J,J ′)∈[R1]×[R′
1]

(K,K̄)∈[R2]2

(K ′,K̄ ′)∈[R′
2]

2

√

√

√

√

∑

j∈b(K)
1 (J)

‖u(j,(K))‖22‖u(j,K̄)‖22
∑

j′∈b(K′)

1′
(J ′)

‖v(j′,(K ′))‖22‖v(j
′,(K̄ ′))‖22

=δ2











∑

J∈[R1]
(K,K̄)∈[R2]2

√

√

√

√

∑

j∈b(K)
1 (J)

‖u(j,(K))‖22‖u(j,K̄)‖22











·











∑

J ′∈[R′
1]

(K ′,K̄ ′)∈[R′
2]

2

√

√

√

√

∑

j′∈b(K′)

1′
(J ′)

‖v(j′,(K ′))‖22‖v(j
′,(K̄ ′))‖22











,

where in the first step we used that the u(j,(K))(u(j,K̄))∗ have disjoint supports.

4.2 Notation of array indices

In this subsection, we introduce the notation used to handle higher order arrays. In most parts,
this is adapted from [11], see Section 1.4 there.

Consider a vector of dimensions n = (n1, n2, . . . , nd) and I ⊂ [d]. We call a function i : I → N

a partial index of order d on I if for all l ∈ I, il := i(l) ∈ [nl]. Assume there is exactly one such
function if I = ∅. If I = [d], then i is called an index of order d. We denote the set of all partial
indices of order d on I as Jn(I) and Jn := Jn([d]) is the set of all indices of order d. Jn can be
identified with [n1] × · · · × [nd]. We also write n×2 = (n1, . . . , nd, n1, . . . , nd).

A function x : Jn → R is called an array of order d. Because of the aforementioned identification,
we also write x ∈ R

n1×···×nd =: Rn. Similarly x̄ : Jn(I) → R is called a partial array and we denote
x̄ ∈ R

n(I). For I = [d], this is just a regular array. We denote

‖x̄‖2 :=





∑

i∈Jn(I)

x̄2i





1
2

.

For partial Indices i on I and j on J , denote i×̇j for the partial index on I ∪ J such that for
l ∈ I ∪ J ,

(i×̇j)l =

{

il if l ∈ I

jl if l ∈ J
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Similarly, for I ⊂ [2d], J ⊂ [d] such that I ∩ (J + d) = ∅, i ∈ Jn×2
(I) and j ∈ Jn(J), we define

the index i+̇j ∈ Jn×2
(I ∪ (J + d)) such that j is shifted by d in the sense that

(i+̇j)l =

{

il if l ∈ I

jl−d if l ∈ J + d.

The following function establishes a relation between array indices and indices of the rearrange-
ment of the array as a vector.

Definition 4.2. For a dimension vector n = (n1, n2, . . . , nd), a subset I = {j1, . . . , j|I|} ⊂ [d] for
j1 < · · · < j|I| and N :=

∏

l∈I nl, define the function Ln
I : Jn(I) → [N ] by

Ln
I (j) =

|I|
∑

l=1

(ijl − 1)
l−1
∏

l′=1

njl′ + 1.

which defines a bijection. Its inverse is called L̂n
I : [N ] → Jn(I).

Definition 4.3. For an array a ∈ R
n, the vectorization vec(a) ∈ R

N is defined such that for all
j ∈ Jn, (vec(a))Ln(j) = aj.

Definition 4.4. Let I ⊂ J ⊂ [d]. For a partial index j ∈ Jn(J), define the restriction jI ∈ Jn(I)
such that for all l ∈ I, (jI)l = jl.

Usually, we denote vectors and matrices in regular letters and arrays of general order in bold
letters. In some cases, we rearrange the entries of vectors or matrices to higher order arrays. In
these cases, we use matching letters, e.g., A for the matrix and A for its rearrangement as a higher
order array.

4.3 Decoupling

Similar to the well-know decompling lemma for chaoses of order 2 (see e.g. Theorem 6.1.1 in [31]),
a main ingredient for the proof of our main result will be a decoupling theorem for our higher-order
case. Such a decoupling theorem for exactly the setup considered in this work has been studied in
[11] where Theorem 2.5 together with the subsequent Remark 2.6 about its simplification for the
Rademacher case yields the following result.

Theorem 4.5 (Theorem 2.5, Remark 2.6 in [11]). Let n = (n1, . . . , nd) ∈ N
d, A ∈ R

n×2
,

ξ(1) ∈ {±1}n1 , . . . , ξ(d) ∈ {±1}nd independent Rademacher vectors and ξ̄(1), . . . , ξ̄(d) correspond-
ing independent copies. Then

∥

∥

∥

∥

∥

∥

∑

i,i′∈Jn

Ai+̇i′

∏

l∈[d]
ξ
(l)
il
ξ
(l)
i′
l
− E

∑

i,i′∈Jn

Ai+̇i′

∏

l∈[d]
ξ
(l)
il
ξ
(l)
i′
l

∥

∥

∥

∥

∥

∥

Lp

≤
∑

I⊂[d]:
I 6=[d]

4d−|I|

∥

∥

∥

∥

∥

∥

∥

∥

∥

∑

i∈Jn(I)
k,k′∈Jn(Ic)

A(i×̇k)+̇(i×̇k′)

∏

l∈Ic
ξ
(l)
kl
ξ̄
(l)
k′
l

∥

∥

∥

∥

∥

∥

∥

∥

∥

Lp
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In the proof of our main result, we will consider such higher order chaos expressions for arrays
A ∈ R

n×2
such that

Ai+̇i′ = Bi+̇i′xixi′

for all i, i′ ∈ Jn, where B ∈ R
n×2

and x ∈ R
n. Specifically, we need to obtain norm bounds as in

Theorem 4.5 that hold for one particular choice of B but all x ∈ R
n. In this situation, the following

theorem refines the statement of Theorem 4.5.

Theorem 4.6. Let B ∈ R
n×2

and ξ(1) ∈ {±1}n1 , . . . , ξ(d) ∈ {±1}nd be independent Rademacher
vectors. Define ξ ∈ R

n by

ξi =

d
∏

l=1

ξ
(l)
il
.

and let ξ̄ be an independent copy of ξ. Let p ≥ 1.
Assume that for all x ∈ R

n, ‖x‖2 = 1, it holds that

∥

∥

∥

∥

∥

∥

∑

i,i′∈Jn

Bi+̇i′xixi′ξiξ̄i′

∥

∥

∥

∥

∥

∥

Lp

≤ γp.

Then also for all x ∈ R
n, ‖x‖2 = 1, it holds that

∥

∥

∥

∥

∥

∥

∑

i,i′∈Jn

Bi+̇i′xixi′ξiξi′ − E

∑

i,i′∈Jn

Bi+̇i′xixi′ξiξi′

∥

∥

∥

∥

∥

∥

Lp

≤ 5dγp.

Proof. By Theorem 4.5,

∥

∥

∥

∥

∥

∥

∑

i,i′∈Jn

Bi+̇i′xixi′ξiξi′ − E

∑

i,i′∈Jn

Bi+̇i′xixi′ξiξi′

∥

∥

∥

∥

∥

∥

Lp

≤
∑

I⊂[d]
I 6=[d]

4d−|I|‖S̄I‖Lp (6)

for
S̄I =

∑

i∈Jn(I)

∑

j,j′∈Jn(Ic)

B(i×̇j)+̇(i×̇j′)xi×̇jxi×̇j′

∏

l∈Ic
ξ
(l)
jl
ξ̄
(l)
j′
l
.

Now fix [d] 6= I ⊂ [d] and for each i ∈ Jn(I), define

x
(i)

i′×̇j
=

{

xi×̇j if i′ = i

0 otherwise.

for i′ ∈ Jn(I), j ∈ Jn(Ic).
This gives us

S̄I =
∑

ī∈Jn(I)

∑

i,i′∈Jn(I)

∑

j,j′∈Jn(Ic)

B(i×̇j)+̇(i×̇j′)x
(̄i)

i×̇j
x
(̄i)

i′×̇j′

∏

l∈Ic
ξ
(l)
jl
ξ̄
(l)
j′l

=
∑

ī∈Jn(I)

∑

i,i′∈Jn

Bi+̇i′x
(̄i)
i x

(̄i)
i′

∏

l∈Ic
ξ
(l)
il
ξ̄
(l)
i′
l
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Note that each summand is non-zero only if iI = i′I = ī and in that case

∏

l∈Ic
ξ
(l)
il
ξ̄
(l)
i′
l
· 1 =

∏

l∈Ic
ξ
(l)
il
ξ̄
(l)
i′
l
·
(

∏

l∈I
ξ
(l)

īl
ξ̄
(l)

īl

)2

= ξiξ̄i′ ·
∏

l∈I
ξ
(l)

īl
ξ̄
(l)

īl
.

So this yields

S̄I =
∑

ī∈Jn(I)

(

∏

l∈I
ξ
(l)

īl
ξ̄
(l)

īl

)

∑

i,i′∈Jn

Bi+̇i′x
(̄i)
i
x
(̄i)
i′
ξiξ̄i′ .

Because all the Rademacher variables are ±1, it holds that
∣

∣

∣

∏

l∈I ξ
(l)

īl
ξ̄
(l)

īl

∣

∣

∣ = 1. Using this and

the triangle inequality, we obtain

‖S̄I‖Lp ≤
∑

ī∈Jn(I)

∥

∥

∥

∥

∥

∥

∣

∣

∣

∣

∣

∏

l∈I
ξ
(l)

īl
ξ̄
(l)

īl

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∑

i,i′∈Jn

Bi+̇i′x
(̄i)
i x

(̄i)
i′
ξiξi′

∣

∣

∣

∣

∣

∣

∥

∥

∥

∥

∥

∥

Lp

=
∑

ī∈Jn(I)

∥

∥

∥

∥

∥

∥

∑

i,i′∈Jn

Bi+̇i′x
(̄i)
i x

(̄i)
i′ ξiξi′

∥

∥

∥

∥

∥

∥

Lp

=:
∑

ī∈Jn(I)

‖S̄I,̄i‖Lp .

If ‖x(̄i)‖2 = 0, then ‖S̄I,̄i‖Lp = 0 = ‖x(̄i)‖22 · γp. Otherwise, the array with entries
x
(̄i)
i

‖x(̄i)‖2
has a

‖ · ‖2 norm of 1 and by the assumption of the theorem

‖S̄I,̄i‖Lp ≤ ‖x(̄i)‖22γp

which then holds in all cases and this implies

‖S̄I‖Lp ≤
∑

ī∈Jn(I)

‖x(̄i)‖22γp = ‖x‖22γp = γp.

Substituting into (6) yields

∥

∥

∥

∥

∥

∥

∑

i,i′∈Jn

Bi+̇i′xixi′ξiξi′ − E

∑

i,i′∈Jn

Bi+̇i′xixi′ξiξi′

∥

∥

∥

∥

∥

∥

Lp

≤
∑

I⊂[d]
I 6=[d]

4d−|I|γp

=
d−1
∑

k=0

∑

I⊂[d]
|I|=k

4d−kγp.

Noting that there are precisely
(d
k

)

sets I ⊂ [d] with |I| = k, we can bound this by

γp

d−1
∑

k=0

(

d

k

)

4d−k ≤ γp

d
∑

k=0

(

d

k

)

4d−k · 1k = γp(4 + 1)d = 5dγp

which completes the proof.
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4.4 Proof of Theorem 2.3

Since every vector x ∈ R
N can be rearranged to an array in R

n, it is sufficient to prove

P
(∣

∣‖A vec(x)‖22 − ‖x‖22
∣

∣ > ǫ
)

≤ η

for any x ∈ R
n with ‖x‖2 = 1. So take an arbitrary such x.

4.4.1 Splitting up x into x(S)

For every subset S ⊂ [d], define the set K(S) ⊂ Jn of indices in the following way: For each
j ∈ Jn(Sc), choose s|S| indices i ∈ Jn(S) with the largest |xi×̇j| and K(S) is the set of all i×̇j

obtained in this way.
Now for every index i ∈ Jn, choose S(i) to be a set S ⊂ [d] of largest cardinality such that

i ∈ K(S). Since K(∅) = Jn, such an S always exists.
Then for any set S ⊂ [d], define x(S) ∈ R

n such that for each i ∈ Jn,

x
(S)
i

:=

{

xi if S(i) = S

0 otherwise.

Since for every index i ∈ Jn, we chose exactly one S(i),

x =
∑

S⊂[d]

x(S).

A direct consequence from these definitions is the following lemma.

Lemma 4.7. Let S ⊂ [d]. For any index j ∈ Jn(Sc), there can be at most 2|S| different indices
i ∈ Jn(S) such that

x
(S)

i×̇j
6= 0.

Proof. Fix j ∈ Jn(Sc).

If x
(S)

i×̇j
6= 0 holds for i ∈ Jn(S), then S(i×̇j) = S, implying that i×̇j ∈ K(S). By definition of

K(S) however, this can only be the case for s|S| different indices i ∈ Jn(S).

Lemma 4.8. For any S, T ⊂ [d] with |S| < |T | and any k ∈ Jn(T c),

max
j∈Jn(T )

|x(S)
j×̇k

|2 ≤ 1

s|T |
∑

j∈Jn(T )

|xj×̇k|2.

Proof. Let S, T ⊂ [d], |S| < |T | and k ∈ Jn(T c). Choose j0 ∈ Jn(T ) such that |x(S)
j0×̇k

| is maximal.

If |x(S)
j0×̇k

| = 0, then the claim is fulfilled. Otherwise we know that S(j0×̇k) = S. Especially,

this implies that j0×̇k /∈ K(T ) since |T | > |S|. By the definition of K(T ), there is a set J̄ ⊂ Jn(T )
of s|T | indices such that for all j ∈ J̄,

|xj×̇k| ≥ |xj0×̇k|.

Assuming that |x(S)
j0×̇k

|2 > 1
s|T |

∑

j∈Jn(T ) |xj×̇k|2 implies

17



∑

j∈Jn(T )

|xj×̇k|2 ≥
∑

j∈J̄
|xj×̇k|2 ≥

∑

j∈J̄
|xj0×̇k|2

=|J̄||xj0×̇k|2 ≥ s|T ||x(S)
j0×̇k

|2

>s|T |
1

s|T |
∑

j∈Jn(T )

|xj×̇k|2 =
∑

j∈Jn(T )

|xj×̇k|2.

This is a contradiction which completes the proof.

Lemma 4.9. Let S, T ⊂ [d] and S ∩ T = ∅. Then for any index k ∈ Jn([d]\(S ∪ T )),

max
j∈Jn(T )

∑

i∈Jn(S)

|x(S)
i×̇j×̇k

|2 ≤ 1

s|T |
∑

j∈Jn(T )

∑

i∈Jn(S)

|xi×̇j×̇k|2.

Proof. If T = ∅, then s|T | = 1 and Jn(T ) has exactly one element such that the claim holds since

|x(S)
i×̇j×̇k

| ≤ |xi×̇j×̇k| for any indices i ∈ Jn(S), j ∈ Jn(T ), k ∈ Jn([d]\(S ∪ T )). So we can assume

that T 6= ∅.
Then we can apply Lemma 4.8 to the sets S and S ∪ T . Since S and T are disjoint and T 6= ∅,

|S ∪ T | > |S|. The lemma yields that for any k ∈ Jn([d]\(S ∪ T )),

max
j∈Jn(S∪T )

|x(S)
j×̇k

|2 ≤ 1

s|S∪T |
∑

j∈Jn(S∪T )
|xj×̇k|2.

We can rewrite this as

max
i∈Jn(S)

max
j∈Jn(T )

|x(S)
i×̇j×̇k

|2 ≤ 1

s|S|+|T |
∑

i∈Jn(S)

∑

j∈Jn(T )

|xi×̇j×̇k|2. (7)

By Lemma 4.7, for fixed j ∈ Jn(T ) and k ∈ Jn([d]\(S ∪ T )), there are at most 2|S| indices

i ∈ Jn(S) such that x
(S)

i×̇j×̇k
6= 0. Thus we obtain

max
j∈Jn(T )

∑

i∈Jn(S)

|x(S)
i×̇j×̇k

|2 ≤ max
j∈Jn(T )

s|S| max
i∈Jn(S)

|x(S)
i×̇j×̇k

|2

Combining this with (7) yields

max
j∈Jn(T )

∑

i∈Jn(S)

|x(S)
i×̇j×̇k

|2 ≤ s|S|

s|S|+|T |
∑

i∈Jn(S)

∑

j∈Jn(T )

|xi×̇j×̇k|2

=
1

s|T |
∑

i∈Jn(S)

∑

j∈Jn(T )

|xi×̇j×̇k|2.

Let N = n1n2 . . . nd and assume that the matrix Φ ∈ R
m×N has the (2sd, δ)-RIP. We regard the

matrix Φ∗Φ−IdN ∈ R
N×N as an array B of order 2d with dimensions n×2 = (n1, . . . , nd, n1, . . . , nd)

such that for all i, i′ ∈ Jn,
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Bi+̇i′ =

m
∑

k=1

Φk,Ln(i)Φk,Ln(i′) − 1i=i′.

Then for any arrays x,y ∈ R
n,

〈Φ vec(x),Φ vec(y)〉 − 〈vec(x), vec(y)〉 =
∑

i,i′∈Jn

Bi+̇i′xiyi′

Let ξ ∈ R
n be the Rademacher tensor of order d, i.e., for j ∈ Jn,

ξj = ξ
(1)
j1

. . . ξ
(d)
jd

where ξ(1), . . . , ξ(d) are the independent Rademacher vectors from the assumption of Theorem 2.3.
Let ξ̄(1), . . . , ξ̄(d) and ξ̄ be corresponding independent copies.

Consider the norm deviation represented by the chaos

X̃ := 〈A vec(x), A vec(x)〉 − 〈vec(x), vec(x)〉 =
∑

i,i′∈Jn

Bi+̇i′xixi′ξiξi′

and the corresponding decoupled chaos

X :=
∑

i,i′∈Jn

Bi+̇i′xixi′ξiξ̄i′

Our goal is to bound the moments of |X| which will also lead to bounds on the moments of
|X̃ − EX̃| =

∣

∣‖A vec(x)‖22 − ‖x‖22 − E
[

‖A vec(x)‖22 − ‖x‖22
]∣

∣ by the application of the decoupling
Theorem 4.6. After showing that E

[

‖A vec(x)‖22 − ‖x‖22
]

is sufficiently small, the moment bounds
for |X| will, in turn, lead to the proof of Theorem 2.3.

Fix S, T ⊂ [d]. Define the sums

X̃(S,T ) := 〈A vec(x(S)), A vec(x(T ))〉 − 〈vec(x(S)), vec(x(T ))〉
=
∑

i,i′∈Jn

Bi+̇i′ξiξi′x
(S)
i x

(T )
i′

and their decoupled counterparts

X(S,T ) :=
∑

i,i′∈Jn

Bi+̇i′ξiξ̄i′x
(S)
i

x
(T )
i′

such that

X =
∑

S,T⊂[d]

X(S,T ) and X̃ =
∑

S,T⊂[d]

X̃(S,T ).

We obtain

X(S,T ) :=
∑

j∈Jn(Sc),k∈Jn(S)
j′∈Jn(T c),k′∈Jn(T )

B(j×̇k)+̇(j′×̇k′)ξj×̇kξ̄j′×̇k′x
(S)

j×̇k
x
(T )

j′×̇k′
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Now for any set Ĩ ⊂ [d], define the array ξ(Ĩ) ∈ R
n(Ĩ) by

ξ
(Ĩ)
j =

∏

l∈Ĩ
ξ
(l)
jl

for any j ∈ Jn(Ĩ) and analogously for ξ̄.
With this, we obtain

X(S,T ) =
∑

j∈Jn(Sc),k∈Jn(S)
j′∈Jn(T c),k′∈Jn(T )

B(j×̇k)+̇(j′×̇k′)ξ
(S)
k ξ

(Sc)
j ξ̄

(T )
k′ ξ̄

(T c)
j′

x
(S)

j×̇k
x
(T )

j′×̇k′ . (8)

Note that ξ(S), ξ(S
c), ξ̄(T ), ξ̄(T

c) are independent. Condition on ξ(S) and ξ̄(T ) and treat (8) as
a chaos of order 2d− |S| − |T | with corresponding index array B(S,T ) given by

B
(S,T )

j×̇j′
=

∑

k∈Jn(S),k′∈Jn(T )

B(j×̇k)+̇(j′×̇k′)ξ
(S)
k ξ̄

(T )
k′ x

(S)

j×̇k
x
(T )

j′×̇k′

for j ∈ Jn(Sc), j′ ∈ Jn(T c). Thus, we need to control the norms appearing in the chaos concentra-
tion inequality for B(S,T ).

4.4.2 Application of Lemma 4.1

Let 1 ≤ κ ≤ 2d − |S| − |T | and Ī1, . . . , Īκ be a partition of the set [2d]\(S ∪ (T + d)). Let
α(l) ∈ R

n×2
(Īl) and ‖α(l)‖2 = 1 for 1 ≤ l ≤ κ. By the definition of the norm,

‖B(S,T )‖Ī1,...,Īκ = sup
α(1),...,α(κ)

∑

i∈Jn×2 (Ī1∪···∪Īκ)

B
(S,T )
i α

(1)
iĪ1

. . . α
(κ)
iĪκ

where the supremum is formed over all possible choices of the aforementioned arrays α(1), . . . ,α(κ).
The partition sets Ī1, . . . , Īκ can contain elements of [d] and of [2d]\[d]. As outlined in Section

3.1, we separate the partition sets by whether they intersect only [d], only [2d]\[d] or both of them.
In this sense, we define Λ := {l ∈ [κ] : Īl ⊂ [d]}, Λ′ := {l ∈ [κ] : Īl ⊂ [2d]\[d]} and Γ := [κ]\(Λ ∪Λ′).
Then we join the corresponding partition sets to Ī :=

⋃

l∈Λ Īl, Ī ′ :=
⋃

l∈Λ′ Īl and J̄ :=
⋃

l∈Γ Īl.
Then the three sets Ī , Ī ′, J̄ also form a partition of the set [2d]\(S ∪ (T + d)).

Based on this, we define arrays α ∈ R
n×2

(Ī), α′ ∈ R
n×2

(Ī ′), β ∈ R
n×2

(J̄) by

• For each i ∈ Jn×2
(Ī),

αi =
∏

l∈Λ
α
(l)
iĪl
.

• For each i ∈ Jn×2
(Ī ′),

α′
i =

∏

l∈Λ′

α
(l)
iĪl
.

• For each i ∈ Jn×2
(J̄),

βi =
∏

l∈Γ
α
(l)
iĪl
.
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Then we have

∑

i∈J×2(Ī1∪···∪Īκ)
B

(S,T )
i α

(1)
iĪ1

. . . α
(κ)
iĪκ

=
∑

i∈Jn×2 (Ī),i′∈Jn×2 (Ī′),j∈Jn×2 (J̄)

B
(S,T )

i×̇i′×̇j
αiα

′
i′βj.

and

‖α‖22 =
∑

i∈Jn×2(Ī)

(

∏

l∈Λ
α
(l)
iĪl

)2

=
∑

i∈Jn×2 (Ī)

∏

l∈Λ
(α

(l)
iĪl

)2

=
∏

l∈Λ

∑

i(l)∈Jn×2 (Īl)

(α
(l)

i(l)
)2 =

∏

l∈Λ
‖α(l)‖22 = 1.

In the same way, it follows that ‖α′‖2 = ‖β‖2 = 1.
Thus, we can bound

‖B(S,T )‖Ī1,...,Īκ ≤ sup
α,α′,β

∑

i∈Jn×2 (Ī),i′∈Jn×2 (Ī′),j∈Jn×2 (J̄)

B
(S,T )

i×̇i′×̇j
αiα

′
i′βj,

where the supremum is formed over all α ∈ R
n×2

(Ī), α′ ∈ R
n×2

(Ī ′), β ∈ R
n×2

(J̄) with ‖α‖2 =
‖α′‖2 = ‖β‖2.

With the dual characterization of the ℓ2 norm, we can eliminate the supremum over β, obtaining

‖B(S,T )‖Ī1,...,Īκ ≤ sup
α,α′





∑

j∈Jn×2 (J̄)





∑

i∈Jn×2 (Ī),i′∈Jn×2 (Ī′)

B
(S,T )

i×̇i′×̇j
αiα

′
i′





2



1
2

(9)

= sup
α,α′





















∑

j∈Jn(J̄∩[d]),
j′∈Jn((J̄−d)∩[d])





















∑

i∈Jn(Ī)
i′∈Jn(Ī′−d)
k∈Jn(S)
k′∈Jn(T )

B (i×̇j×̇k)
+̇(i′×̇j′×̇k′)

ξ
(S)
k ξ̄

(T )
k′ x

(S)

i×̇j×̇k
x
(T )

i′×̇j′×̇k′αiα
′
i′





















2



















1
2

Now for each j ∈ Jn(J̄ ∩ [d]) and i ∈ Jn(Ī), define u(j,i), x̄(j,i),x(j,i) ∈ R
n by

x
(j,i)

ī×̇j̄×̇k
=

{

xi×̇j×̇k if j̄ = j and ī = i

0 otherwise

x̄
(j,i)

ī×̇j̄×̇k
=

{

ξ
(S)
k x

(S)

i×̇j×̇k
if j̄ = j and ī = i

0 otherwise

u
(j,i)

ī×̇j̄×̇k
= x̄

(j,i)

ī×̇j̄×̇k
αi

for any ī ∈ Jn(Ī), j̄ ∈ Jn(J̄ ∩ [d]), k ∈ Jn(S).
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In the same way, define for each j′ ∈ Jn((J̄−d)∩[d]) and i′ ∈ Jn(Ī ′−d), v(j′,i′), ȳ(j′,i′),y(j′,i′) ∈ R
n

by

y
(j′,i′)

ī′×̇j̄′×̇k′ =

{

xi′×̇j′×̇k′ if j̄′ = j′ and ī′ = i′

0 otherwise

ȳ
(j′,i′)

ī′×̇j̄′×̇k′ =

{

ξ
(T )
k′ x

(T )

i′×̇j′×̇k′ if j̄′ = j′ and ī′ = i′

0 otherwise

v
(j′,i′)

ī′×̇j̄′×̇k′ = ȳ
(j′,i′)

ī′×̇j̄′×̇k′α
′
i′

for any ī′ ∈ Jn(Ī ′), j̄′ ∈ Jn((J̄ − d) ∩ [d]), k′ ∈ Jn(T ).
Then for j ∈ Jn(J̄ ∩ [d]), i ∈ Jn(Ī), j′ ∈ Jn((J̄ − d) ∩ [d]), i′ ∈ Jn(Ī ′ − d),

∑

l∈Jn,l′∈Jn

Bl+̇lu
(j,i)
l v

(j′,i′)
l′

=
∑

k∈Jn(S),k′∈Jn(T )

B(i×̇j×̇k)+̇(i′×̇j′×̇k′)ξ
(S)
k ξ̄

(T )
k′ x

(S)

j×̇k
x
(T )

j′×̇k′αiα
′
i′

Substituting into (9), we obtain

‖B(S,T )‖Ī1,...,Īκ ≤ sup
α,α′











∑

j∈Jn(J̄∩[d])
j′∈Jn((J̄−d)∩[d])











∑

i∈Jn(Ī)
i′∈Jn(Ī′−d)

∑

l∈Jn,l′∈Jn

Bl+̇lu
(j,i)
l v

(j′,i′)
l′











2









1
2

(10)

We will define a vectorized version of u(j,i) and v(j′,i′) and then apply Lemma 4.1.
Now define n̄1 :=

∏

l∈J̄∩[d] nl, n̄2 :=
∏

l∈Ī nl, n̄3 :=
∏

l∈S nl and analogously n̄′
1 :=

∏

l∈(J̄−d)∩[d] nl,
n̄′
2 :=

∏

l∈(Ī′−d) nl, n̄
′
3 :=

∏

l∈T nl. Then n̄1n̄2n̄3 = n̄′
1n̄

′
2n̄

′
3 = N .

Now we rearrange the previously defined arrays as vectors. Note that functions L̂n
I for I ⊂ [d]

map integers to partial array indices (tuples).
For j ∈ [n̄1], k ∈ [n̄2], define the vectors

x(j,k) := vec(x
(L̂n

J̄∩[d]
(j),L̂n

Ī
(k))

) ∈ R
N

x̄(j,k) := vec(x̄
(L̂n

J̄∩[d]
(j),L̂n

Ī
(k))

) ∈ R
N

u(j,k) := vec(u
(L̂n

J̄∩[d]
(j),L̂n

Ī
(k))

) ∈ R
N

and for j′ ∈ [n̄′
1], k

′ ∈ [n̄′
2],

y(j
′,k′) := vec(y

(L̂n

(J̄−d)∩[d]
(j′),L̂n

Ī′−d
(k′))

) ∈ R
N

ȳ(j
′,k′) := vec(v̄

(L̂n

(J̄−d)∩[d]
(j′),L̂n

Ī′−d
(k′))

) ∈ R
N

v(j
′,k′) := vec(v

(L̂n

(J̄−d)∩[d]
(j′),L̂n

Ī′−d
(k′))

) ∈ R
N .

Using this, we can write (10) as

‖B(S,T )‖Ī1,...,Īκ ≤ sup
α,α′





∑

j∈[n̄1],j′∈[n̄′
1]





∑

k∈[n̄2],k′∈[n̄′
2]

(u(j,k))∗Bv(j
′,k′)





2



1
2

. (11)
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where B ∈ R
N×N is the array B rearranged as a matrix, i.e., B = Φ∗Φ − IdN .

To check the other requirements of Lemma 4.1, define s1 := s|J̄∩[d]|, s2 := s|Ī|, s3 := s|S|,
s′1 := s|(J̄−d)∩[d]|, s′2 := s|Ī

′−d|, s′3 := s|T |. We obtain s1s2s3 = s′1s
′
2s

′
3 = sd and by assumption Φ

satisfies the (2sd, δ)-RIP.
It follows from their definition that within each of the three families (u(j,i)), (x̄(j,i)), (x(j,i)), the

arrays have disjoint supports and the same also holds for the vectorized versions (u(j,k)), (x̄(j,k)),
(x(j,k)). In an analogous way, also (v(j

′,k′)), (ȳ(j
′,k′)), (y(j

′,k′)) have disjoint supports.
Fix (j, k) ∈ [n̄1] × [n̄2] and the corresponding j = L̂n

J̄∩[d](j), i = L̂n
Ī
(k). Then the number of

non-0 entries of x̄(j,k) is the number of k ∈ Jn(S) such that x
(S)

i×̇j×̇k
6= 0. By Lemma 4.7, this is

≤ s|S| = s3. Thus, x̄(j,k) and u(j,k) are s3-sparse. In the same way, it also holds that ȳ(j
′,k′) and

v(j
′,k′) are s′3-sparse for all (j′, k′) ∈ [n̄′

1] × [n̄′
2].

Now define b2(1) ⊂ Jn(Ī) as the set of the s|Ī| indices i ∈ Jn(Ī) for which
∑

j∈Jn(J̄∩[d]) ‖x(j,i)‖2
attains the largest values, b2(2) ⊂ Jn(Ī) as the set of the next s|Ī| remaining indices with the
largest corresponding values and so on until b2(R2) where R2 = ⌈ n̄2

s2
⌉. In the same way, define

b′
2(1), . . . ,b′

2(R′
2) associated to y(j,i) instead of x(j,i).

Furthermore, for K ∈ [R2], define the sets b
(K)
1 (1), . . . ,b

(K)
1 (R1) ⊂ Jn(J̄ ∩ [d]) (blocks of size

s|J̄∩[d]|) by sorting the indices j ∈ Jn(J̄ ∩ [d]) according to
∑

i∈b2(K) ‖u(j,i)‖22. In the same way,

b
(K ′)′

1 (1), . . . ,b
(K ′)′

1 (R′
1) ⊂ Jn((J̄ − d) ∩ [d]) is defined for K ′ ∈ [R′

2] based on
∑

i′∈b′
2(K

′) ‖v(j′,i′)‖22
for j′ ∈ Jn((J̄ − d) ∩ [d]).

With the aforementioned rearrangement functions, these partitions of array indices give rise to
corresponding partitions of [n̄1], [n̄′

1], [n̄2], [n̄′
2] as required in the prerequisite of Lemma 4.1.

With this, we have shown all assumptions of Lemma 4.1. So we can apply it to (11) and obtain
that there is a suitable choice of α,α′ such that

‖B(S,T )‖Ī1,...,Īκ

≤δ









∑

(J,K,K̄)∈[R1]×[R2]2

√

√

√

√

∑

j∈b(K)
1 (J)

‖u(j,(K))‖22‖u(j,K̄)‖22









1
2

·









∑

(J ′,K ′,K̄ ′)∈[R′
1]×[R′

2]
2

√

√

√

√

∑

j′∈b(K′)′

1′
(J ′)

‖v(j′,(K ′))‖22‖v(j
′,(K̄ ′))‖22









1
2

(12)

with the notations as in Lemma 4.1.
In terms of the previously defined arrays and index partitions, we can write the first factor in

brackets in (12) as

∑

(J,K,K̄)∈[R1]×[R2]2

√

√

√

√

√

∑

j∈b(K)
1 (J)





∑

i∈b2(K)

‖u(j,i)‖22









∑

i∈b2(K̄)

‖u(j,i)‖22



.

23



4.4.3 Bounding the norms using the block structure

Lemma 4.10. With the notation of the previous paragraphs, it holds that

∑

(J,K,K̄)∈[R1]×[R2]2

√

√

√

√

√

∑

j∈b(K)
1 (J)





∑

i∈b2(K)

‖u(j,i)‖22









∑

i∈b2(K̄)

‖u(j,i)‖22



 ≤ 4
√

2√
s1s2

.

Proof. First, we observe the following things

• For every j ∈ Jn(J̄ ∩ [d]), it holds that

max
i∈Jn(Ī)

‖x̄(j,i)‖22 = max
i∈Jn(Ī)

∑

k∈Jn(S)

|ξ(S)
k

x
(S)

i×̇j×̇k
|2 = max

i∈Jn(Ī)

∑

k∈Jn(S)

|x(S)
i×̇j×̇k

|2

≤ 1

s|Ī|

∑

i∈Jn(Ī)

∑

k∈Jn(S)

|xi×̇j×̇k|2 =
1

s2

∑

i∈Jn(Ī)

‖x(j,i)‖22, (13)

where we used Lemma 4.9 in the third step.

• Analogously, for every i ∈ Jn(Ī),

max
j∈Jn(J̄∩[d])

‖x̄(j,i)‖22 = max
j∈Jn(J̄∩[d])

∑

k∈Jn(S)

|x(S)
i×̇j×̇k

|2

≤ 1

s|J̄∩[d]|

∑

j∈Jn(J̄∩[d])

∑

k∈Jn(S)

|x(S)
i×̇j×̇k

|2 =
1

s1

∑

j∈Jn(J̄∩[d])
‖x(j,i)‖22. (14)

• Finally, Lemma 4.9 also implies

max
j∈Jn(J̄∩[d])

i∈Jn(Ī)

‖x̄(j,i)‖22 = max
i∈Jn(Ī)

max
j∈Jn(J̄∩[d])

∑

k∈Jn(S)

|x(S)
i×̇j×̇k

|2

≤ 1

s|Ī∪(J̄∩[d])|

∑

i∈Jn(Ī)

∑

j∈Jn(J̄∩[d])

∑

k∈Jn(S)

|x(S)
i×̇j×̇k

|2 =
1

s1s2

∑

j∈Jn(J̄∩[d])
i∈Jn(Ī)

‖x(j,i)‖22. (15)

Now applying Holder’s inequality to the sum inside the square root on the left hand side of
Lemma 4.10 gives

∑

(J,K,K̄)∈[R1]×[R2]2

√

√

√

√

√

∑

j∈b(K)
1 (J)





∑

i∈b2(K)

‖u(j,i)‖22









∑

i∈b2(K̄)

‖u(j,i)‖22





≤
∑

(K,K̄)∈[R2]2

∑

J∈[R1]

√

√

√

√

√ max
j∈b(K)

1 (J)





∑

i∈b2(K)

‖u(j,i)‖22



 ·

√

√

√

√

√

∑

j∈b(K)
1 (J)





∑

i∈b2(K̄)

‖u(j,i)‖22



.
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Then we can apply the Cauchy-Schwarz inequality to the sum over J ∈ [R1] and bound this by

∑

(K,K̄)∈[R2]2

√

√

√

√

√

∑

J∈[R1]

max
j∈b(K)

1 (J)





∑

i∈b2(K)

‖u(j,i)‖22



 ·

√

√

√

√

√

√

√

∑

J∈[R1]

j∈b(K)
1 (J)





∑

i∈b2(K̄)

‖u(j,i)‖22





=
∑

(K,K̄)∈[R2]2

√

√

√

√

√





∑

J∈[R1]

max
j∈b(K)

1 (J)

∑

i∈b2(K)

‖u(j,i)‖22



 ·





∑

i∈b2(K̄)

∑

j∈Jn(J̄∩[d])
‖u(j,i)‖22



.

The definition of b
(K)
1 (J) implies that for every J ∈ [R1]\{1} and every j ∈ b

(K)
1 (J), j̄ ∈

b
(K)
1 (J−1), it holds that

∑

i∈b2(K) ‖u(j,i)‖22 ≤
∑

i∈b2(K) ‖u(̄j,i)‖22. Together with |b(K)
1 (J−1)| = s1,

we obtain for J ≥ 2, max
j∈b(K)

1 (J)

∑

i∈b2(K) ‖u(j,i)‖22 ≤ 1
s1

∑

j∈b(K)
1 (J−1)

∑

i∈b2(K) ‖u(j,i)‖22. Using

this together with separately considering the J = 1 term yields the bound

∑

K,K̄∈[R2]

√

√

√

√

√

√

√

√

√

√

√

















∑

J∈[R1]\{1}
j∈b(K)

1 (J−1)
i∈b2(K)

‖u(j,i)‖22
s1

+ max
j∈Jn(J̄∩[d])

∑

i∈b2(K)

‖u(j,i)‖22

















·
∑

i∈b2(K̄)
j∈Jn(J̄∩[d])

‖u(j,i)‖22

≤
∑

K,K̄∈[R2]

√

√

√

√

√

√

√

√











∑

i∈b2(K)
j∈Jn(J̄∩[d])

‖u(j,i)‖22
s1

+ max
j∈Jn(J̄∩[d])

∑

i∈b2(K)

‖u(j,i)‖22











·
∑

i∈b2(K)
j∈Jn(J̄∩[d])

‖u(j,i)‖22

=:
∑

K,K̄∈[R2]

√

WK,K̄. (16)

We obtain

max
j∈Jn(J̄∩[d])





∑

i∈b2(K)

‖u(j,i)‖22



 ≤
∑

i∈b2(K)

max
j∈Jn(J̄∩[d])

‖u(j,i)‖22

≤
∑

i∈b2(K)

|αi|2 max
j∈Jn(J̄∩[d])

‖x̄(j,i)‖22 ≤ ‖αb2(K)‖22 · max
i∈b2(K)

max
j∈Jn(J̄∩[d])

‖x̄(j,i)‖22.

If K = 1, we can bound this using (15),

‖αb2(K)‖22 · max
i∈Jn(Ī)

max
j∈Jn(J̄∩[d])

‖x̄(j,i)‖22 ≤
1

s1s2
‖αb2(K)‖22 ·

∑

(j,i)∈Jn(J̄∩[d])×Jn(Ī)

‖x(j,i)‖22.

For K ≥ 2, we can bound it using (14),

‖αb2(K)‖22 · max
i∈b2(K)

max
j∈Jn(J̄∩[d])

‖x̄(j,i)‖22 ≤
1

s1
‖αb2(K)‖22 · max

i∈b2(K)

∑

j∈Jn(J̄∩[d])
‖x(j,i)‖22.
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Also, for any K ≥ 1,

∑

i∈b2(K)

∑

j∈Jn(J̄∩[d])
‖u(j,i)‖22 ≤

∑

i∈b2(K)

|αi|2
∑

j∈Jn(J̄∩[d])
‖x̄(j,i)‖22

≤ ‖αb2(K)‖22 · max
i∈b2(K)

∑

j∈Jn(J̄∩[d])
‖x̄(j,i)‖22.

Note that we always have ‖x̄(j,i)‖2 ≤ ‖x(j,i)‖2. So for the terms WK,K̄ in (16), this implies for
all K, K̄ ≥ 2,

WK,K̄ ≤ 2

s1



‖αb2(K)‖22 · max
i∈b2(K)

∑

j∈Jn(J̄∩[d])
‖x(j,i)‖22





·



‖αb2(K̄)‖22 · max
i∈b2(K̄)

∑

j∈Jn(J̄∩[d])
‖x̄(j,i)‖22





WK,1 ≤
2

s1



‖αb2(K)‖22 · max
i∈b2(K)

∑

j∈Jn(J̄∩[d])
‖x(j,i)‖22





·



‖αb2(1)‖22 · max
i∈Jn(Ī)

∑

j∈Jn(J̄∩[d])
‖x̄(j,i)‖22





W1,K̄ ≤
‖αb2(1)‖22

s1











max
i∈Jn(Ī)

∑

j∈Jn(J̄∩[d])
‖x̄(j,i)‖22 +

1

s2

∑

j∈Jn(J̄∩[d])
i∈Jn(Ī)

‖x(j,i)‖22











·



‖αb2(K̄)‖22 · max
i∈b2(K̄)

∑

j∈Jn(J̄∩[d])
‖x̄(j,i)‖22





W1,1 ≤
‖αb2(1)‖22

s1











max
i∈Jn(Ī)

∑

j∈Jn(J̄∩[d])
‖x̄(j,i)‖22 +

1

s2

∑

j∈Jn(J̄∩[d])
i∈Jn(Ī)

‖x(j,i)‖22











·



‖αb2(1)‖22 · max
i∈Jn(Ī)

∑

j∈Jn(J̄∩[d])
‖x̄(j,i)‖22



 .

Then we bound (16) by

∑

K,K̄∈[R2]\{1}

√

WK,K̄ +
∑

K∈[R2]\{1}

√

WK,1 +
∑

K̄∈[R2]\{1}

√

W1,K̄ +
√

W1,1

=: 1○ + 2○ + 3○ + 4○.
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For part 1○, we obtain,

1○ =

√

2

s1





∑

K∈[R2]\{1})

√

‖αb2(K)‖22 · max
i∈b2(K)

∑

j∈Jn(J̄∩[d])
‖x(j,i)‖22





2

where we can apply Holder’s inequality on the sum over K, giving

1○ ≤
√

2

s1





∑

K∈[R2]\{1}
‖αb2(K)‖22









∑

K∈[R2]\{1}
max

i∈b2(K)

∑

j∈Jn(J̄∩[d])
‖x(j,i)‖22





≤
√

2

s1





∑

K∈[R2]\{1}
max

i∈b2(K)

∑

j∈Jn(J̄∩[d])
‖x(j,i)‖22





The definition of b2(K) yields that for every K ≥ 2,

max
i∈b2(K)

∑

j∈Jn(J̄∩[d])
‖x(j,i)‖22 ≤

1

s2

∑

i∈b2(K−1)

∑

j∈Jn(J̄∩[d])
‖x(j,i)‖22.

Then

1○ ≤
√

2

s1

1

s2





∑

K∈[R2]\{1}

∑

i∈b2(K−1)

∑

j∈Jn(J̄∩[d])
‖x(j,i)‖22



 ≤
√

2

s1

1

s2
‖x‖22.

Next note that by (13),

max
i∈Jn(Ī)

∑

j∈Jn(J̄∩[d])
‖x̄(j,i)‖22 ≤

∑

j∈Jn(J̄∩[d])
max

i∈Jn(Ī)
‖x̄(j,i)‖22

≤ 1

s2

∑

j∈Jn(J̄∩[d]),i∈Jn(Ī)

‖x(j,i)‖22 =
1

s2
‖x‖22.

So for the second term we obtain using the Cauchy-Schwarz inequality,

2○ ≤
√

2

s1s2
‖αb2(1)‖2‖x‖2

∑

K∈[R2]\{1}

√

‖αb2(K)‖22 · max
i∈b2(K)

∑

j∈Jn(J̄∩[d])
‖x(j,i)‖22

≤
√

2

s1s2
‖αb2(1)‖2‖x‖2

√

∑

K∈[R2]\{1}
‖αb2(K)‖22 ·

∑

K∈[R2]\{1}
max

i∈b2(K)

∑

j∈Jn(J̄∩[d])
‖x(j,i)‖22

≤
√

2

s1s2
‖x‖2

√

√

√

√

1

s2

∑

K∈[R2]\{1}

∑

i∈b2(K−1)

∑

j∈Jn(J̄∩[d])
‖x(j,i)‖22

≤
√

2

s1

1

s2
‖x‖22,
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Similarly, we can bound the other parts,

3○

≤ ‖αb2(1)‖2√
s1

√

1

s2
‖x‖22 +

1

s2
‖x‖22

∑

K̄∈[R2]\{1}

√

‖αb2(K̄)‖22 · max
i∈b2(K̄)

∑

j∈Jn(J̄∩[d])
‖x(j,i)‖22

≤
√

2

s1s2
‖x‖2

√

∑

K̄∈[R2]\{1}
‖αb2(K̄)‖22 ·

∑

K̄∈[R2]\{1}
max

i∈b2(K̄)

∑

j∈Jn(J̄∩[d])
‖x(j,i)‖22

≤
√

2

s1s2
‖x‖2

√

√

√

√

1

s2

∑

K̄∈[R2]\{1}

∑

i∈b2(K̄−1)

∑

j∈Jn(J̄∩[d])
‖x(j,i)‖22

≤
√

2

s1

1

s2
‖x‖22,

4○ ≤ ‖αb2(1)‖2√
s1

√

1

s2
‖x‖22 +

1

s2
‖x‖22‖αb2(1)‖2

√

1

s2
‖x‖22 ≤

√

2

s1

1

s2
‖x‖22.

Altogether, it follows that (16) can be bounded by

4
√

2√
s1s2

‖x‖22

where ‖x‖22 = 1. This completes the proof of the lemma.

Now in (12), both factors in brackets can be bounded using Lemma 4.10 and we obtain

‖B(S,T )‖Ī1,...,Īκ ≤ δ
4
√

2

(s1s′1)
1
4 (s2s′2)

1
2

. (17)

Note that

(s1s
′
1)

1
4 (s2s

′
2)

1
2 = s

1
4
(|J̄∩[d]|+|(J̄−d)∩[d]|)+ 1

2
(|Ī|+|Ī′|) = s

1
4
|J̄ |+ 1

2
(|Ī|+|Ī′|).

Our goal is to show s
1
4
|J̄|+ 1

2
(|Ī|+|Ī′|) ≥ s

κ
2 . This is given by the following lemma:

Lemma 4.11. Let S, T ⊂ [d] and Ī1, . . . , Īκ be a partition of [2d]\(S ∪ (T + d)) into κ non-empty
sets and Ī =

⋃

j∈[κ]:Īj⊂[d] Īj , Ī
′ =

⋃

j∈[κ]:Īj⊂([2d]\[d]) Īj , J̄ = [2d]\(S ∪ (T + d) ∪ Ī ∪ Ī ′). Then

1

4
|J̄ | +

1

2
(|Ī | + |Ī ′|) ≥ κ

2
.

Proof. Note that |J̄ | + |Ī | + |Ī ′| = 2d− |S| − |T |. If κ ≤ d− |S|+|T |
2 ,

1

4
|J̄ | +

1

2
(|Ī | + |Ī ′|) ≥ 1

4
(|J̄ | + |Ī | + |Ī ′|) =

2d− |S| − |T |
4

=
d− |S|

2 − |T |
2

2
≥ κ

2
.

Now assume that κ > d − |S|+|T |
2 . Let κ′ ≤ κ be the number of indices l ∈ [κ] such that

|Īl| = 1. All other sets Īl must contain at least two elements and the total number of elements is
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2d− |S| − |T | =
∑

l∈[κ] |Īl| ≥ κ′ + 2(κ − κ′) = 2κ − κ′. This implies that κ′ ≥ 2(κ− d) + |S| + |T |.
Every one-element set Īl is completely contained in either [d] or [2d]\[d] and thus Īl ⊂ Ī or Īl ⊂ Ī ′.
In this case, |Ī| + |Ī ′| ≥ κ′ ≥ 2(κ − d) + |S| + |T | and we obtain

1

4
|J̄ | +

1

2
(|Ī | + |Ī ′|) =

1

4
(|J̄ | + |Ī| + |Ī ′|) +

1

4
(|Ī| + |Ī ′|)

≥ 1

4
· (2d− |S| − |T |) +

1

4
· (2(κ − d) + |S| + |T |) =

κ

2

which completes the proof.

Now 1
4 |J̄ |+ 1

2(|Ī |+ |Ī ′|) ≥ κ
2 implies that (s1s

′
1)

1
4 (s2s

′
2)

1
2 ≥ s

κ
2 and substituting into (17) results

in

‖B(S,T )‖Ī1,...,Īκ ≤ 4
√

2δ

s
κ
2

‖x‖22.

With the moment bound (Theorem 3.2), this implies that for p ≥ 2,

‖X(S,T )‖Lp ≤ C1(d)

2d
∑

κ=1

p
κ
2
δ

s
κ
2

with C1(d) depending only on d and we obtain

‖X‖Lp ≤
∑

S,T⊂[d]

‖X(S,T )‖Lp ≤ C2(d)

2d
∑

κ=1

p
κ
2
δ

s
κ
2

.

This moment bound holds for all ‖x‖2 = 1 so by Theorem 4.6, we also obtain

‖X̃ − EX̃‖Lp ≤ C3(d)
2d
∑

κ=1

p
κ
2
δ

s
κ
2

.

4.4.4 Completing the proof

To bound the expectation, note that

|EX̃| =

∣

∣

∣

∣

∣

∣

E





∑

i,i′∈Jn

Bi+̇i′xixi′
∏

l∈[d]
ξ
(l)
il
ξ
(l)
i′
l





∣

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

∣

∑

i,i′∈Jn

Bi+̇i′xixi′
∏

l∈[d]
E[ξ

(l)
il
ξ
(l)
i′
l

]

∣

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

∣

∑

i,i′∈Jn

Bi+̇i′xixi′
∏

l∈[d]
1il=i′

l

∣

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

∑

i∈Jn

Bi+̇ix
2
i

∣

∣

∣

∣

∣

≤ max
i∈Jn

|Bi+̇i| · ‖x‖22

= max
j∈[N ]

|(Φ∗Φ − IdN )jj|.

Applying the RIP of Φ to the 1-sparse canonical basis vectors e1, . . . , eN , this implies

|EX̃| ≤ max
j∈[N ]

|e∗j (Φ∗Φ − IdN )ej | = max
j∈[N ]

∣

∣‖Φej‖22 − ‖ej‖22
∣

∣ ≤ δ,
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such that |X̃ | ≤ |X̃ −EX̃|+ δ. Then using Lemma 3.3 with the bound on ‖X̃ −EX̃‖Lp , we obtain
for ǫ ≥ δ,

P(|X̃ | > ǫ) ≤ e2 exp



− min
κ∈[2d]

(

(ǫ− δ)s
κ
2

C4(d)δ

) 2
κ





= e2 exp

(

−s min
κ∈[2d]

(

ǫ− δ

C4(d)δ

) 2
κ

)

So for choosing ǫ := [C4(d) + 1] δ, we obtain

P
(∣

∣‖A vec(x)‖22 − ‖x‖22
∣

∣ > ǫ
)

≤ e2e−s.

By choosing s ≥ log 1
η + 2, this is ≤ η which completes the proof.

5 Lower bounds

The goal of this section is to show that our results, especially Corollary 2.4 that we obtain for
Hadamard matrices, are optimal with respect to the probability η. To do this, we apply the Tensor
randomized subsampled Hadamard transform to a set of p points. By a union bound and Corollary
2.4, this randomized transform simultaneously preserves the norms of p vectors simultaneously with
probability 1 − ν if

m ≥ C(d)ǫ−2
(

log
p

ν

)d
(

log
C(d)

ǫ

)2

logN

(

log
C(d) log p

ν

ǫ

)2

and

N ≥ 1

νC1d log log
p
ν

.

We will prove that the dependence m & (log p)d on p (neglecting double logarithmic factors) is
optimal.

Regard the Hadamard transform H = RN×N as the Fourier transform on Fn2 where N = 2n.
That is,

Hjk = (Hn)jk =
1√
N

(−1)〈j−1,k−1〉b ,

where 〈a, b〉b denotes the inner product of the binary representations of a and b.
Our approach is based on the special behavior of the Hadamard matrix on indicator vectors

of subspaces of F
n
2 . This principle has been used before to show lower bounds for the restricted

isometry property of subsampled Hadamard matrices in [13] and was then adapted to Johnson-
Lindenstrauss embeddings in [10].

Denote Gn,r for the set of all r-dimensional subspaces of Fn2 . For any subset M ⊂ F
n
2 we write

1M ∈ R
N for the indicator vector of M normalized such that ‖1M‖2 = 1. With this notation, it

holds for any V ∈ Gn,r that (see Lemma II.1 in [13])

H1V = 1V ⊥

Let PΩ ∈ R
m×N be the matrix representing subsampling m out of N entries independently and

uniformly with replacement and rescaling by
√

N
m .

30



Let N = N1 · · · · ·Nd, Nj = 2nj for 1 ≤ j ≤ d. Consider the matrix

A = PΩFDξ

where ξ = ξ(1) ⊗ · · · ⊗ ξ(d) is a Kronecker product of d Rademacher vectors, ξ(j) ∈ {±1}Nj and
F ∈ R

N×N is a bounded orthonormal matrix.
Let 2 ≤ r ≤ min{n1, . . . , nd} and s = 2r. For each 1 ≤ j ≤ d consider a subspace Vj ∈ Gnj ,r.

By taking F := Hn1 ⊗ · · · ⊗Hnd
and x := 1V1 ⊗ · · · ⊗ 1Vd , we obtain

y = Fx = (Hn11V1) ⊗ · · · ⊗ (Hnd
1Vd) = 1V ⊥

1
⊗ · · · ⊗ 1V ⊥

d
.

The vector y has N1
s · · · · · Nd

s = N
sd

entries of size
√

sd

N . In subsampling with replacement, each

selected entry is
√

sd

N with probability 1
sd

and 0 with probability 1 − 1
sd

. Then

P(PΩy = 0) = (1 − 1

sd
)m ≥ exp(−2m

sd
).

Now consider the set E := {(Dξ̂(1)1V1) ⊗ · · · ⊗ (Dξ̂(d)1Vd)|ξ̂(1) ∈ {±1}N1 , . . . , ξ̂(d) ∈ {±1}Nd}.

Corresponding to each factor, there are 2s sign patterns such that p := |E| ≤ 2ds.
With respect to the matrix A = PΩFDξ, we note that for any value of the random vector ξ,

there exists x̂ ∈ E such that Dξx̂ = x. Then Ax̂ = PΩFDξ x̂ = PΩy. We obtain Ax̂ = 0 with
probability ≥

exp

(

−2m

sd

)

= exp

(

−2m

(

d log 2

log p

)d
)

(18)

with respect to the randomness in PΩ.
Altogether, with the probability (18),

sup
x∈E

|‖Ax‖2 − 1| ≥ 1,

i.e., the Johnson-Lindenstrauss condition is violated.
To achieve that (18) is ≤ ν, we need that m ≥ 1

2(log 1
ν )( log p

d log 2)d.

6 Conclusions and implications for oblivious sketching

Our approach provides a sharp generalization of the near equivalence between Johnson-Lindenstrauss
property and restricted isometry property from [23]; the special case d = 1 in our work recovers
the result of [23]. We prove the Johnson-Lindenstrauss property without any assumption on the
vectors it is applied to, i.e., it is not necessary for them to have Kronecker structure. As Section 5
shows, Corollary 2.4 is optimal with respect to the dependence on the probability η even for vectors
with Kronecker structure, implying that even for this case, the dependence on the required sparsity
level s on η in Theorem 2.3 is optimal.

With this provably optimal η dependence, Corollary 2.4 also provides an improvement compared
to Lemma 4.11 in [2]. In that work, the construction PΩHDξ as in Corollary 2.4 is introduced as
TensorSRHT and is used as one element of a more extensive fast embedding for vectors with
Kronecker structure which allows for a computational complexity that is only polynomial in the
degree d. This embedding is based on a tree structure. Starting from a vector x = x(1) ⊗ · · · ⊗ x(d)

with Kronecker structure, first a sparse Johnson-Lindenstrauss transform (OSNAP) is applied to
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each x(j) from n to m ≥ m1 = Θ(ǫ−2 log 1
η ) dimensions (Lemma 4.8 in [2]). Subsequently the

TensorSRHT is applied to d
2 pairs of these vectors, reducing the corresponding Kronecker products

of two factors separately. In this way, the result is a reduced Kronecker product of d
2 factors. This

reduction is applied successively until only a single factor remains at the end. In each level, the
TensorSRHT acts as an embedding R

m2 → R
m for a suitable m ≥ m1. As such, the dimension is

reduced from md to m after the application of OSNAP.
Observe that this construction uses the setup of Corollary 2.4 for the case d = 2 and N = m2.

Choose

m :=









Cǫ−2

(

log
1

ǫ

)2(

log
1

η

)2
(

log
log 1

η

ǫ

)3








.

Then for sufficiently large C, m ≥ m1 such that OSNAP provides a suitable embedding R
m2 →

R
m. Also, as required by the aforementioned construction, after choosing the RIP matrix with

constant success probability, Corollary 2.4 provides an embedding R
m2 → R

m satisfying the (ǫ, η)-
distributional Johnson-Lindenstrauss property since the required embedding dimension is

m′ = C ′ǫ−2

(

log
1

ǫ

)2(

log
1

η

)2
(

log(m2)
)

(

log
log 1

η

ǫ

)2

≤ 2C̃ ′(logC)ǫ−2

(

log
1

ǫ

)2(

log
1

η

)2
(

log
log 1

η

ǫ

)3

which is ≤ m for sufficiently large C. So omitting log 1
ǫ and log log 1

η factors, our result requires

an embedding dimension m of Ω

(

ǫ−2
(

log 1
η

)2
)

compared to the dimension Ω

(

ǫ−2
(

log 1
η

)3
)

in

[2]. Thus, our result leads to both an improved embedding power and, consequently, an improved
computational complexity of the tensor computation procedure.
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