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SHAPE OPTIMIZATION OF PERISTALTIC PUMPS TRANSPORTING RIGID
PARTICLES IN STOKES FLOW

MARC BONNET*, RUOWEN LIUT, SHRAVAN VEERAPANENIt, AND HAI ZHU'

Abstract. This paper presents a computational approach for finding the optimal shapes of peristaltic pumps transporting
rigid particles in Stokes flow. In particular, we consider shapes that minimize the rate of energy dissipation while pumping a
prescribed volume of fluid, number of particles and/or distance traversed by the particles over a set time period. Our approach
relies on a recently developed fast and accurate boundary integral solver for simulating multiphase flows through periodic
geometries of arbitrary shapes. In order to fully capitalize on the dimensionality reduction feature of the boundary integral
methods, shape sensitivities must ideally involve evaluating the physical variables on the particle or pump boundaries only.
We show that this can indeed be accomplished owing to the linearity of Stokes flow. The forward problem solves for the
particle motion in a slip-driven pipe flow while the adjoint problems in our construction solve quasi-static Dirichlet boundary
value problems backwards in time, retracing the particle evolution. The shape sensitivies simply depend on the solution of
one forward and one adjoint (for each shape functional) problems. We validate these analytic shape derivative formulas by
comparing against finite-difference based gradients and present several examples showcasing optimal pump shapes under various
constraints.
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1. Introduction. Transporting rigid and deformable particles suspended in a viscous fluid with precise
control is a challenging but crucial task in microfluidics [18]. A classical engineering approach—one that is
commonly found in biological systems (e.g., see [17, 11, 4])—is the use of periodic contraction waves of the
enclosing tube to drive the particulate flows. This mechanism is known as peristalsis. Computationally, the
forward problem of simulating the particle transport for a given peristaltic wave shape has been considered
in a number of works; a few recent ones that consider various physical scenarios include [24, 6, 1, 19, 23].
However, the inverse problem of finding the optimal wave shapes (e.g., that minimize the pump’s power
loss) received little attention, primarily owing to the computational challenges associated with its solution—
every shape iteration requires time-dependent solution of a rigid (or deformable) particle motion through
constrained geometries in Stokes flow. In this work, we formulate an adjoint-based optimization approach
that overcomes several of the associated computational bottlenecks.

In [3], we considered the shape optimization of peristaltic pumps transporting a simple Newtonian fluid
at low Reynolds numbers, which in turn was inspired by the work of Walker and Shelley [25]. In contrast,
the present work considers the case of pumps transporting large solid particles suspended in the viscous fluid
(schematic in Figure 1). This extension, however, is non-trivial, since a dynamic fluid-structure interaction
problem needs to be solved to simulate the transport for a given peristaltic wave shape.

The main contributions of this work are two-fold. First, to evaluate the shape sensitivities efficiently, we
systematically derive adjoint formulations for all the required shape functionals. The new shape derivative
formulas require evaluating physical and adjoint variables on the domain boundaries only, consistently with
the general structure of shape derivative formulas [15]. Adjoint formulations are very widely used for the
evaluation of shape or material sensitivities in PDE-constrained optimization [16], even in situations involving
time-dependent forward problems, as here. They have recently been applied to droplet shape control in [12]
and are also commonplace in applications such as geophysical full waveform inverse problems [8, 21]. Our
proposed shape sensitivity formulas allow, for each shape functional involved in the present optimization
problem, to evaluate its derivatives with respect to any chosen set of shape parameters by using a single
time-backwards adjoint solution. While this characteristic is relatively classical nowadays, we faced and
solved a significant and less-common additional difficulty, namely that the fluid carries particles whose
motion depends on the shape being optimized in an a priori unknown way and gives rise to design-dependent
time-evolving shape parameters. Our adjoint problems are designed so that the contribution of the latter is
accounted for, circumventing the need of evaluating explicitly the shape sensitivity of the motion of carried
particles.
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Fic. 1. 2D periodic channel with particle-carrying flow in wave frame: geometry and notation

Second, as in [3], we employ boundary integral equation (BIE) techniques to solve the governing equa-
tions. Their usual advantages over classical domain discretization methods—reduction in dimensionality,
high-order accuracy and availability of fast solvers—are particularly significant for the shape optimization
considered here as they avoid the need for volume re-meshing between optimization iterations and across the
time steps. Specifically, we adapt the BIE method developed in [20] to solve our forward and the associated
adjoint problems. In contrast to classical BIE techniques that employ periodic Green’s functions, it uses
free-space Green’s functions together with a set of auxiliary sources and enforces the periodic boundary con-
ditions algebraically. The forward and adjoint problems require enforcing a variety of boundary conditions
on the channel and particle boundaries as well as jump conditions across the channel—all of which can be
accomodated in a straightforward manner using this BIE formulation.

This paper is organized as follows. In Section 2, we introduce the PDE formulation of the peristaltic
pumping problem and formally define the shape optimization problem. The shape sensitivities of the ob-
jective function and the constraints are derived in Section 3. The boundary integral method for solving
the forward and adjoint problems and the numerical optimization procedure are discussed in Section 4.
Validation tests and the optimal shapes under various constraints are presented in Section 5, followed by
conclusions in Section 6.

2. Problem formulation.

2.1. Formulation of the wall motion. Pumping is achieved by the channel wall shape moving along
the positive direction e; at a constant velocity ¢, as a traveling wave of wavelength L (the wave period
therefore being Tper := L/c). The quantities L, ¢ are considered as fixed in the wall shape optimization
process. This apparent shape motion is achieved by a suitable material motion of the wall, whose material is
assumed to be flexible but inextensible. Like in [25], it is convenient to introduce a wave frame that moves
along with the traveling wave, i.e., with velocity ce; relative to the (fixed) lab frame.

Here we consider fluid flows carrying rigid particles, treating in detail the case of one such particle. The
particle motion makes the flow, and the fluid domain, time-dependent, and we denote by ¢ € [0, T] the time
interval of interest, the duration T being arbitrary. Let (t) denote, in the wave frame, the fluid region
enclosed in one wavelength of the channel (see Fig. 1), and let w(t) and ~(t) be the domain occupied at time
t in the wave frame by the particle and its closed contour. The fluid domain boundary is 9Q(t) = TUL',Uy(?).
The wall T':=T+UT~, which is fixed in this frame, has disconnected components I'* which are not required
to achieve symmetry with respect to the z; axis and have respective lengths ¢=. The remaining channel
contour I', :=TcUI', consists of the periodic planar end-sections I'y and I',, respectively situated at z; =0
and z; = L; the endpoints of I';, are denoted by z* (Fig. 1). The orientation conventions of Fig. 1 are used
throughout.

The fluid flow at any given time is assumed to be spatially periodic in the channel axis direction. This
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implies a periodic arrangement of the carried particle(s); for instance, the single particle considered in what
follows is implicitly replicated in each periodic segment of the channel.

Wall geometry and motion. Both channel walls are described as arcs s — x*(s) with the arclength
coordinate s directed “leftwards” as depicted in Fig. 1, whereas the unit normal n to 02 is everywhere taken
as outwards to Q. The position vector x(s), unit tangent 7(s), unit normal n(s) and curvature k(s) obey
the Frenet formulas

1 Osx =T, 0sT = Kn Osm = —KT onTT and ™.
( ;

For consistency with our choice of orientation convention (and with the above formulas), the curvature is
everywhere on I' taken as kK =n-0s7.

In the wall frame, the wall particle velocity must be tangent to I' (wall material points being constrained
to remain on the surface I'); moreover the wall material is assumed to be inextensible. In the wave frame,
the wall particle velocities U satisfying both requirements must have, on each wall, the form

U(s) = Ur(s),

where U is constant. Moreover, in the wave frame, all wall material points travel over an entire spatial period
during the time interval T, = 1, which implies U = ¢ (£ being the ratio between wall and channel lengths
due to scaling). Finally, the viscous fluid must obey a no-slip condition on the wall, so that the velocity of
fluid particles adjacent to x(s) is U(s). Concluding, the pumping motion of the wall constrains on each wall
the fluid motion through

(2) u(z) =ul(z) = (Fr¥x), =xel*

In the sequel, we will drop plus, minus and £ symbols referring to upper and lower channel walls, with the
understanding that quantities attached to I' (e.g. £) may take distinct values on either wall.

Rigid particle motion. The motion of material points « of a rigid particle w, or its contour ~, has
the Lagrangian representation

(3) w(t) = {x(xo,t), ®oEwy}, with  x(zo,t) := c(t) + R(t)-xo

where xg is the position of the material point at initial time ¢ =0 and wg := w(0) the initial configuration
of the particle, while the time-dependent vector ¢(t) (with ¢(0) =0) and the time-dependent unitary matrix
R(t) € SO(2) (with R(0) = I) respectively describe the particle translation and rotation relative to the initial
particle configuration wy. The corresponding particle velocity @ is, in Eulerian form:

(4) (1) = w(t) + olt) ey x@ = w(t) + ot) Tz, W),
with the constant skew-symmetric tensor r defined by r:=e;®e; — e; ® €5 and the angular velocity ¢ and

translational velocity w linked at any time ¢ to R, ¢ through or = R-R™ and w = ¢ — ges X c.

2.2. Forward problem: PDE formulation. The fluid is assumed to be viscous (with dynamic
viscosity £) and incompressible, so that the stress tensor is given by

olu,p] = —pI + 2uD|u]

where D[u] := %(Vu—i—VTu) is the strain rate tensor and p is the pressure. We henceforth use the parameters
L, ¢, i to define non-dimensional of all relevant variables: coordinates and lengths are scaled by L, velocities
by ¢, angular velocities by ¢/L, time by L/c, and stresses (including traction vectors and pressures) by
uc/L. All geometrical or physical variables appearing thereafter are implicitly non-dimensional, after scaling
according to the foregoing conventions.

The particle-carrying flow in the wave frame [25] during a time interval ¢ € [0,T] is described at any
time instant by the incompressible Stokes equations with periodicity conditions

(5a) —Au+Vp=0, divu=0 in Q(t), ulr, = ulr,.-



The fluid motion results from the prescribed wall velocity

(5b) u=u" =T onT.

The rigid particle in turn undergoes a rigid-body motion of the form (3) due to being carried by the fluid
through the no-slip condition at any time:

(5¢) u=z, on (t)

The fluid region 2(¢) and the flow solution are time-dependent due to the particle motion ¢ — w(t). Equa-
tions (5a-c) define a well-posed problem for (u, p) at any time ¢ if the particle motion (and hence 2 on ~(t))
is known, p being determined up to an arbitrary (and irrelevant) additive constant.

The particle motion being, in fact, unknown, it is determined from the condition that the hydrodynamic
forces exerted on 7(t) have a zero net force and net torque, i.e.:

(5d) /W(t)a'[u,p]m,ds:o, /ﬂﬂ (olu,p]-n)-(e3xx)ds =0 t €10,T].

Conditions (5d) allow to determine the three DOFs w(t) and o(t) of the particle velocity x, see (4). The
particle motion is then found by integrating @ in time from a given initial condition
(5e) w(0) = wo.

The solution of the forward evolution problem (5a)—(5e), and in particular the particle motion, is entirely
determined by the shape of the wall T', since the data u® given by (2) is. In a time-discrete explicit setting
with time step At =T/N and time instants to =0,t; = At,...,ty =T, equations (5a-d) are solved at each
t =t, and the particle configuration =, :=~(t,) is updated in explicit fashion through

Yn+1 = Tn + :;:('an tn)At

2.3. Forward problem: weak formulation. In this work, flow computations rely on a boundary
integral equation (BIE) formulation of equations (5a-d), see Sec. 4.3. It is however convenient, for the
derivation of shape derivative identities and adjoint problems, to recast equations (5a)—(5d) of the forward
evolution problem in the following mixed weak form (e.g. [5], Chap. 6):

For each t € [0,T], find (u,p, f,h,z) EUXP x FxH xR,
(a) CL(’U,,’U) _b(u7q> _b(v7p) - <'f7v>1—‘ - <h’v>’y(t) =0 V(v,q)EUXP

(6) (b) <g’uD>I‘_<g’u>F:O VgeF
(c) <k,a.c>,y(t)—<k,u>7(t):0 VkeH
(d) <h7p>,y(t) =0 VpeR

where <~7 . > + stands for the L?(X) duality product, and the bilinear forms a and b are defined by

a(u,v) = /QQD[u]:D[v] dv, b(v,q) = /quivv dv

The function spaces in equations (6) are as follows: U is the space of all periodic vector fields contained in
H'(Q;R?), P is the space of all L*(2) functions with zero mean (i.e. obeying the constraint (p, 1>Q =0),
F=H"Y*T;R?) and H = H~/?(v;R?). The dependence on time of U, P, F (through the time-dependent
regions Q(t) and w(t)) is implicitly understood. The chosen definition of P caters for the fact that p would
otherwise be defined only up to an arbitrary additive constant. The Dirichlet boundary conditions (5b)
and (5¢) are (weakly) enforced through (6b,c), rather than being embedded in the velocity space U, as this
will make the derivation of shape derivative identities simpler. The unknown f, which acts as the Lagrange
multiplier associated with condition (5b), is in fact the force density (i.e stress vector) o[u, p|n on T'; likewise,
h:=o[u,p]-n is the stress vector arising on 7 from the kinematic condition (5c). Condition (5d) is then the
weak form of condition (5d), R being the three-dimensional space of rigid-body velocity fields

RZ:{p:ﬁ“F'f’eSX(ca (ﬁ7f)€R2XR}.
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Equations (6) govern the flow at each instant ¢, knowing the current particle position w(t). The complete
forward evolution problem in weak form consists of (6) supplemented with the initial condition (5e), with
the particle motion w(t) again to be found by integrating z in time.

2.4. Objective functionals and optimization problem. We seek channel wall shapes that optimize
the efficiency of peristaltic pumping. This problem involves three main quantities, namely the dissipation,
the net particle motion and the mass flow rate, which we first describe.

Dissipation. The dissipation over a chosen duration T is given [25] by the functional

T T
(7) Tw(T) ::/0 {<f,(uD+el)>F+<h,(u+el)>7(t)}dt:/0 (f,(uP+er))pdt

(up to the scaling factor ucL) where (f, h,u) are components of the forward solution at time ¢ and the last
equality stems from (5d). Its value being completely determined by the shape of the wall I (in a partly
implicit way through f and the I'-dependent particle evolution «(¢)), Jw is a shape functional.

Net particle motion. The net motion D(I') :=x§(T") —x7(0) along ey of the particle centroid x%(t)
in the wave frame is given by

(8) |W‘D(F) = <.T1, 1>w(T) - <$1, 1>w0

Optimization problem. Consider a given particle initial domain wy and a chosen duration 7', the
goal is to find the optimal wall shape I" of the peristaltic pumping channel that minimizes the dissipation
functional Jy, subject to the volume || of the fluid region being constant and the net particle motion D (in
the wave frame) being given. In the fixed frame, the net particle motion is D+7T and the corresponding net
particle velocity is D/T + 1. The constrained optimization problem is then:

Cy(D) = QD) - Vo =0,

QI)eo Cp(T):=DT)—Dy =0,

(9) ' = arg min Jyw () subject to {
where O is the set of admissible shapes of Q (see Sec. 3.1) and Vg, Dy are given target values.

Mass flow rate. Another quantity frequently involved in the optimization of flows in channels is the
average mass flow rate per wavelength Q(T'), defined in the wave frame by

1T e
Q(I) :T/o /Q(t)(uﬁ—el)el dvVdt = |Q|+T/0 <u1’1>52(t)dt’

(up to the scaling factor ¢L and with u; =u-e;). We next observe that w is a rigid-body velocity on ~(t),
and can thus be continuously extended inside w(t) as the particle rigid-body velocity field @, so that

(1 Dag = (1 Dauae ~ (70 Du = (41 Do ~ 915 (0)

(with u; in the integral over (f)Uw(t) understood as the above-introduced extension). Since w is divergence-
free in Q(t) Uw(t), we have u; = div (z1u) — z1divu = div (z1u) and the divergence theorem provides

(1, 1>Q(t)Uw(t) = (71u, e >FL —(T1u, €1 >F0 = <“171>FL'

The average mass flow rate per wavelength is finally given by

B LT
(10) Q) = o+om) - 2om), )= [ (ui)y,

as a combination of boundary and particle integrals, a format that is well suited to the present use of BIE
solvers. We note that thanks to the above-discussed velocity field extension, the last integral in (10) involves
the whole end section I'j, irrespective of whether the particle crosses it at some particular time.

Even though the mass flow rate is not involved in the examples presented in Section 5, we will derive
and provide its shape derivative as a useful additional result, see Section 3.4.



3. Shape sensitivities. This section begins with an overview of available shape derivative concepts
that also serves to set notation (Sec. 3.1). We then derive the governing problem for the shape derivative of
the forward solution (Sec. 3.2) and use this result to formulate shape derivatives of objective functionals in
terms of an adjoint solution (Sec. 3.3). Specific cases of functionals are finally addressed in Sec. 3.4.

3.1. Shape sensitivity analysis: an overview. We begin by collecting available shape derivative
concepts that fit our needs, referring to e.g. [7, Chaps. 8,9] or [15, Chap. 5] for rigorous expositions of
shape sensitivity theory. Let Q.1 C R? denote a fixed domain chosen so that Q € €, always holds for the
shape optimization problem of interest. Upon introducing transformation velocity fields, i.e. vector fields
0 : Q.1 — R? such that & = 0 in a neighborhood of 9Qa1, shape perturbations of domains € .y are
mathematically described using a pseudo-time 7 and a geometrical transformation of the form

(11) x€Qup— " =x+n0(x),
which defines a parametrized family of domains Q,(0) := (I4+100)(Q2) for any given “initial” domain Q € Q.
The affine format (11) is sufficient for defining the first-order derivatives at =0 used in this work.

Admissible shapes and their transformations. The set O of admissible shapes for the fluid region
Q in a channel period (in the wave frame) is chosen as

0= {Q € Qan, Q is periodic and connected}.

Accordingly, let the space © of admissible transformation velocities be defined as
(12) 0= {0 € CL®(Qun) | (1) Olr, =0, (ii) 8-e; =0 on Ty, (iii) B(z") :0},

(where Cy>(Qan) == WH(Qan) N CA(Qan)) ensuring that the shape perturbations (i) are periodic, (ii)
prevent any deformation of the end sections F;t along the axial direction, and (iii) prevent vertical rigid
translations of the channel domain. The provision 8 € Cy'*(Q,y) ensures that (a) there exists 79 > 0 such
that Q,(0) € Qan for any n € [0,70], (b) the weak formulation for the shape derivative of the forward solution
(see (19)) is well defined in the standard solution spaces, and (c) traces of @ and V@ on 02, are well-defined.
Since here shape changes are driven by I', the support of 8 may be limited to an arbitrary neighborhood of
T'in Q.

Lagrangian derivatives. In what follows, all shape derivatives are implicitly taken at some given

configuration €2, i.e. at initial "time” n = 0. The “initial” Lagrangian derivative a of some (scalar or
tensor-valued) field variable a(x,7) is defined as

* 1
— lim = M ) —
a(x) = 7llm%) ; [a(z",n) — a(z,0)] e,

and the Lagrangian derivative of gradients and divergences of tensor fields are given by

(a) (Va)*=Va—Va-Vl, (b) (diva)" =diva— Va:(V)T

Likewise, the first-order “initial” directional derivative J’ of a shape functional J : @ — R is defined as

T(9Q:6) = 71}13})%(,](9,,(0)) —J(Q)).

In this work, Lagrangian derivatives with respect to the pseudo-time n and the physical time ¢ are distin-
guished by being respectively called “Lagrangian” and “particle” derivatives, and denoted using a star (e.g.
a) or a dot (e.g. ).

Lagrangian differentiation of integrals. Consider, for a given transformation velocity field 8 € ©,
generic domain and contour integrals

(13) (8) Iy(n) = /Q S P ) It = /S Pl

)



where ,,(0) = (I+76)(Q) is a variable domain and S, (0) := (I +16)(S) a (possibly open) variable curve.
The derivatives of Iy(n) and Ig(n) are given by

dly x .
» (a) By o~ /Q [F+F(-,0)dive] dV,
(b) % = /S [F+ F(-,0) divs8] ds,

which are well-known material differentiation formulas of continuum kinematics. In (14b), divg is the tan-
gential divergence operator, given in the present 2D context by

(15) divg@ = (I -n®n): VO = 0,0, — Kb,

where 6 on I is set, using the unit vectors defined in (1), in the form 6 = 6,7 + 6,n and the curvature s
also follows the conventions of (1).

Finally, the following simple result (proved in Appendix A.2) will prove useful, as we will consider particle
motions, and geometrical transformations of particle-carrying fluid regions, that preserve the particle shape:

LEMMA 1. Let w € R be a rigid-body vector field on w, and let w € U denote any extension of w in
satisfying u|y, = w. Then: digsu =0 on 7.

Shape functionals and structure theorem. The structure theorem for shape derivatives (see e.g. [7,
Chap. 8, Sec. 3.3]) then states that the derivative of any shape functional J is a linear functional in the
normal transformation velocity 6,, = n-0|sq. For PDE-constrained shape optimization problems involving
sufficiently smooth domains and data, the derivative J'(; @) has the general form

J’(Q;B):/ g0, ds,
o9

where g is the shape gradient of J: intuitively speaking, the shape of 02, determines that of €, while the
tangential part of 8 leaves 2,, unchanged at leading order O(n).

Example: derivative of channel volume. The channel volume V() := |Q] being given by (13a)
with F' = 1, identity (14a) and Green’s theorem readily yield
(16) V'(Q;0) = / divg dV = 0, ds = / 0, ds,
Q a0 r

the last equality being due to provision (ii) in (12) and the rigid particle motion.

3.2. Shape derivative of the forward solution. The functionals introduced in Sec. 2.4 depend on
T implicitly through the forward solution (u,p, f,h,x). Finding their shape derivatives then involves the

*x ok
forward solution derivative (1*1, D, f,h, 5:) Unlike in the earlier study [3], here the flow domain evolves in

time in a manner that is not a priori known. Towards setting up the governing problem for (ﬁ, f), ;", ;L, :2),
we thus begin by formulating the sensitivity of particle evolution to the shape of the channel wall.

Perturbations of the wall shape, described through geometrical transformations of the form (11), induce
perturbations of the particle motion through the evolution problem (5a-5¢), which can be described by
making the rigid-body motion (3) dependent on 7. Hence, for any material point of w, (), we have

x" = X($0, t7 77) = C(t, 77) + R(t7 77)'3307 To € wo
The Lagrangian derivative at 7=0 of a point " of w,(t) following the shape transformation, being defined

by "7 = x +7753 + o(n) whenever such expansion exists, is thus given by

& = X(x0,t) = 9yc(t,0) + 8, R(t,0)xy  at @ = x(x0,t) € w(T)

provided @, ¢ depend smoothly enough on 7, and is moreover readily found to be a rigid-body velocity (since
Ty = [RT-(ac—c)] (t,0) and [anR-RT—I—R-&,RT] (t,0) =0). In addition, the particle motion being assumed
for each n to start from the same initial particle wp, we have ¢(0,17) =0, R(0,7) =1 and hence

(17) x(-,0) = 0.
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Finally, as the no-slip condition (5c) remains true for any small enough 7 (i.e. w7 = "), we find that

(18) w(x,t) = (@)(x,t), ()

Since (again) we have 27 = z+nz 4 o(n) in w(t), Z is the transformation velocity for perturbations w” (t)
of the particle w(t). Sensitivies of integrals over  or v with respect to the shape of « are therefore given
by (14) with 8, S replaced by 5:, ~. The support of any (arbitrary) extension of Z to Q required in (14a) may
be limited to a neighborhood of v in Q. In fact, if the particle motion avoids any contact with the channel
wall, we may assume that supp(8) Nw =0 and supp(:;: NT) =0.

We are now ready to formulate the shape derivative of the forward solution:

* *
PROPOSITION 2. The shape derivative (1’2,}5, f, h,f}) of the forward solution (u,p, f,h,x) satisfies

* * ok

For each t €[0,T), find (w,D, f, h ,5:)61/{><P><.’F><’H><’R

(a) a(ds,v) = b(it, q) = b(v,p) - < o)y = (b)) + (B((w), (v,0), V7)o,

= ~(B((u.p), (v,9)),V'0) g, + (f,vdits0),. V(v,q) €U X P,
() (u’,g). —{(t,g). =0 Vg € F,
() (@).k)  — (k) =0 ke,
(d) <;L,p>w)=0 VpeR,

where the particle motion y(t) = x(vo,t) is known (from solving the forward problem). Moreover, z satisfies
the initial condition (17). The (symmetric in ((u,p),(v,q))) tensor-valued function E is defined by

E((u,p), (v,q)) = 2(D[u]: D[v])I — 2D[u]-Vv — 2D[v]-Vu

(19) —|—p[Vv - (dim;)I} + q[Vu — (divu)I]7

and the Lagrangian derivative u’ of the Dirichlet data u” involved in (19b) is given by

* * 4
(20) w’ =01 + 00,0, + kO,  with = — / K0, ds.
0

Proof. The proposition is obtained by applying the material differentiation identities (14) to the weak

formulation (6), assuming that the test functions satisfy (15,5,.6,]::,&) = (0,0,0,0,0), i.e. are convected
under the shape perturbation. The latter provision is made possible by the absence of boundary constraints
in the definition of U, P, F,H, R (Sec. 2.3). Moreover, equations (a), (c), (d) use that divgz =0 (Lemma 1),
while (c) also exploits (18). The tensor-valued function E arises from rearranging all domain integrals that

explicitly involve either @ or z. Finally, the proof of the given expression for 4P is deferred to Appendix A.3.0
Remark 3. The provision 8 € C;"™°(Qan) in (12) ensures that domain integrals (E, VT0>Q appearing in
Proposition 2 are well-defined for any (u,p) €U x P.
Remark 4. The mean ofﬁ is in practice irrelevant; setting it through <1§, 1 >Q + <pdiv 0,1 >Q = 0 would
preserve the zero-mean constraint on p under shape perturbations.

Remark 5. The tensor-valued function E given by (19) is the analog for Stokes flows of the elastic
energy-momentum tensor [9], which plays a central role in the analysis of energy changes induced by crack
growth in solids.

3.3. Shape derivative of a generic functional. Consider generic objective functionals

(21) J(r):/wm G(z) dV+/OT{/FF(f,F)ds+ 5 H(ul)ds}dt

where f, u and w(T') (through x(-,T)) are components of the forward solution and F,G, H are sufficiently
regular densities. The dissipation, particle centroid and mass flow rate functionals introduced in Sec. 2.4 all
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have the format (21), see Sec. 3.4, thanks in particular to the assumed explicit dependence of F' on the wall
shape. The chosen notation J(I') serves to emphasize the fact that the shape dependency is driven by T'; in
particular, the particle motion induces a I'-dependent evolution of the fluid domain Q(T).

The derivative of the cost functional (21) is then given, using (14a,b), by

T *
J(T;0) = VG- dV+/ {/ [04F(f,T)-f + F'(f,1,0) + F(f,I)divs6] ds
(22) w(T) 0 T

+ / [8u1H(U1)’131 +H(U1)8292] dS}dt,
I
*
where F! := F|}_0 and having used that divg@ = 8565 on ', and divZ =0 in w(?).

Adjoint problem. The shape derivative J'(T") involves the forward solution derivatives 1*1, }', x solving
problem (19). Finding the latter therefore seems at first glance necessary for evaluating J'(I'; 0) in a given
shape perturbation 8, but in fact can be avoided with the help of an adjoint problem defined at any time ¢
by the weak formulation:

For t €[0,TY, find (@, p
(

(a) a(v,@)—b(d,q) —b(v,p) — <v,f>r — <v,ﬁ>7(t) = 7<3u1H,v1 >FL V(v,q) eUX P,
(23) (b) <g,ﬁ>li:<5fF,g>AF Vg € F,

(c) —<lf:,u>(t)+<k,ac>7(t):0 VkeH,

(d) = (hop) )+ (B((w,p), (@,9)), VIp) g =0 VpeR,
and the final condition
(24) (e) <fz(~7T),p>v(T) =(VG.p),q att=T VpeR,

where the particle motion w(t) is again known from solving the forward problem. The adjoint state
(@, p, j" h, &) is thus created by applying a pressure difference Ap = 9,,, H between the channel end sections,
while prescribing a velocity @ = 0yG on the channel walls; moreover, condition (23d) links the evolution of
the net hydrodynamic force and torque on v(t) to the other variables of the adjoint solution. The particle

derivative h of the adjoint traction h is taken following the known motion of the particle w(t).
A backward time-stepping treatment using the sequence of discrete times introduced in Sec. 2.3 may be

defined by treating the particle derivative h in Euler-explicit form, setting h,, := ﬂ(:c(tn), t,) (i-e. following

material points @,, in the known forward motion of ) and anH ~ (ﬁnH — ﬁn)/At. Condition (23d) then
takes the form
(25) <ﬁ7L7p>7+1 =<fln+1ap>%+l _At<n'En+17p>

Tn Tn+1
where n-E, 1 is given by (29) with the forward and adjoint solutions evaluated at ¢t = t,4;. A natural
time-stepping method for the adjoint problem then is:
1. Final time (t =ty): solve equations (23a-c) and (24) for (@, p, ,ﬁ,ci:)(tN).
2. Generic time (t=t,, 0<n < N): solve equations (23a-d) for (ﬁ,ﬁ, f.h, i) (tn), with condition (23d)
in the time-discrete form (25).

Remark 6. Like the forward problem (6), the adjoint problem (23) is evolutive. The adjoint solution
evolves backwards in time, from the final condition (23e). The particle motion in problem (23) is given,
whereas it was unknown in problem (6).

Remark 7. The provision Vp € R in (23d) is a notational abuse, as p therein is an extension to C1>°(Q)
of a rigid-body transformation velocity pl, € R. Lemma 10 will show that, for given pl,) € R, (23d)
does not depend on the choice of extension.



Shape derivative using adjoint solution. Now, combining the derivative problem (19) and the
adjoint problem (23) with appropriate choices of test functions, we obtain an expression of J'(I'; 8) that no
longer involves the derivative solution:

LEMMA 8. The shape derivative J' (T'; 0) is given by

T
J(T:0) :/ (B (), (6.9)), V70) g + (6, F )+ (H(ur), 8a02),
(26) 0

+/ {FY(#,7,0) + [F(£,T)— 05 F(£,T)-f] dins6} ds} dt
T

in terms of the transformation velocity @ on T, of (u,p, f) solving the forward problem (6), and of (4, p, f)
solving the adjoint problem (23).

Proof. The test functions (v, q, g, k, p) are set to (u,p, f,fz,ﬁc) in the derivative problem (19) and to

* *x *
(, b, £, h, &) in the adjoint problem (23), and the combination (19a)+ (19b) + (19¢) + (19d) — (23a) + (23b) —
(23¢) — (23d) then evaluated (using @ = 904G on I, implied by (23b), along the way). This results in

(@7) (OpF.F )+ (0u oy )y, = (B((wp). (@.9)). 90)g ) + (4°.F),
— <8fF, fleSO >F + <%7 ﬁ>’y(t) + <(i).’ f”>»y(t)’

which we then use in expression (22) of J'(T'; ) to obtain
T
J'(I';0) = <VG,w>w(T) +/0 {<E((u7p), ('&,ﬁ))7VT9>Q(t) + (u”, f )+ (H(uy), 020, >FL

(28) +/F{F1(f71“,0) + [F(£,7) = 0sF-f] divs® } ds + <:2,l:1.>,y(t) + <(.%).,fl>7(t)}dt

Then, we observe that the last two terms in the above formula combine to an exact particle time derivative
(by virtue of the differentiation identity (14b) wherein 1 and 6 are replaced with the physical time ¢ and
particle velocity @, and recalling that divex = 0):

T q

[ AR @A, Yot = [ = G, |

— -(VG.z >w(T)’

with the last equality resulting from the initial condition (19e) and the final condition (23e). As a result,
(28) yields J'(T'; @) as claimed in the Lemma. 0

Remark 9. The evolution equation (23d) and final condition (23e) are designed to achieve complete

elimination from J'(T';0) of the induced transformation velocity z (featured among the unknowns of the
derivative problem (19)); as a result (and as usual), the adjoint solution evolves backwards in time. We
moreover observe that Lemma 8 crucially exploits the weak forms of the derivative and adjoint problems.

Boundary-only formulation of the shape derivative. Neither the adjoint problem (23) nor the
shape derivative expression provided by Lemma 8 can be directly used within a BIE framework, in both
cases because of the domain integral terms involving E. We now show that those terms can be reformulated
as boundary integrals involving only quantities defined on I" and I';,, thanks to the following identity:

LEMMA 10. Let (u,p) and (u,p) respectively satisfy divu =0, —Au+Vp=0 and diva =0, —Au+Vp=
0 in Q. Assume that u, & and p are periodic, and set Ap(xs) := p(L,x2) — p(0,22) (i.e. periodicity is not
assumed for p). Then, for any vector field ¢ € C’é’oo(Qa”), the following identity holds:

<E((u7p)v(ﬁvﬁ))vaC>Q(t) :/ nE((“’aP)?(Avﬁ))CdS"_ Aﬁ(82u1)<2 ds.

Tuy(¢) rr
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Moreover, if the traces on v of w,w are rigid-body velocities with respective angular velocities o, 6, we have
(29) n-E((u,p),(a,p)) :—(@h+gfl)-r—h5ﬁ3n on v,
where h=o[u,p]-n, h=cl,p|-n and r = es®e; —e;Qey =nxT —Txn (see (4)).
Proof. See Appendix A .4. O
Lemma 10 is first applied, with ¢ = p, to the term (E((u,p), (@,p)), VTp>Q(t)

equation (23d), in which case the velocity fields u and @ both have rigid-body traces on v(¢) while p can be
safely assumed to verify supp(p) NT' = (). The evolution equation (23d) thus becomes

in the adjoint evolution

—<h,p>v(t)—l—<n'E((u7p),(ﬁ,ﬁ))7p>’y(t)ZO VpER,
with n-E given by (29), allowing the adjoint problem (23) to be recast in BIE form.
We then evaluate <E((u,p), ('&,ﬁ)),VT9>Q(t) in expression (26) of J'(T';0) by means of Lemma 10
applied (with ¢ = p) to the solutions of the forward problem (6) and the adjoint problem (23) (for which
Ap = 0, H). Observing along the way that

/ 8ulH(U1) (82u1)92 d8+ H(u1)8292 ds = / OQ(H(ul)Qg)d&
'L

FL 1_‘L

the shape derivative of J is recast in the following form, without domain integrals:

J’(F;B):/OT{/F(}-I*LD+n-E((u,p),('&,]§))~9)ds—i—/r O (H (u1)0) ds
(30) +/F (Fl(f,r,9)+ [F(£,T)— 05 F(£,T)-f] divsa)ds}dt

Expression (30) is still somewhat inconvenient for use in a BIE framework as it involves (through D][u]
and D[a] in E) the complete velocity gradient on I'. This can be alleviated by reformulating the latter
in terms of tractions and tangential derivatives of velocities, eliminating normal derivatives of velocities
by means of the constitutive relation (5ab). This step is here implemented through the following explicit
auxiliary identity, established (in Appendices A.1 and A.5) using curvilinear coordinates:

(31) Fou” +nE((u.p), (@.0)) 0+ [F(f,1) =0 F(£,T) f] divs6
+ ([fon = pr) 05 = fofs = K[F(£.0) = 01 F(£,1)-F] )b,

where 0,F indicates the partial derivative w.r.t. s of F(f,T) (with f frozen) while ds denotes a total
derivative w.r.t. s. We now use the above identities into (30). Since ds( [Ff 6'fF~ﬂ03) ds integrates to
zero over I' by virtue of the spatial periodicity of the forward solution and requirement (i) of (12), we obtain
the following final result for J'(T'; @), suitable for direct implementation using the output of a BIE solver:

PROPOSITION 11. The shape derivative of any cost functional J of the form (21) in a shape perturbation
whose transformation velocity field 6 satisfies assumptions (12) is given (with fs:=f-T, fs:=Ff-7) by

J’(I‘;O):/OT{/F(Fl—(BSF)GS+Zfs—£(859n)(ﬁ+27-8511))ds+/ O (H (1)) ds

I'p
+/F ((fsn—p‘l')-ﬁs’ll—l—/iﬁfs — fofs —K[F—03F-f] )en ds.

We now apply Proposition 11 to the specific functionals introduced in Section 2.4.
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3.4. Semnsitivity results for functionals involved in pumping problem. The adjoint state solving
the weak formulation (23) satisfies the incompressible Stokes equations with periodicity conditions

(32a) AW+ Vp=0, divi=0 inQt), dalr, =,

the fluid domain Q(t) and particle configuration +(¢) being those determined by the forward problem. More-
over, the adjoint fluid motion results from the velocity being prescribed by

(32b) uw=2a on ~(t)
on the particle, and by
(32¢) w=0pF on I,

on the wall, as well as the pressure drop being prescribed as

(32d) Dlr, =P |re= Ou, H.

Moreover, h and f in the weak adjoint problem (23) are the stress vectors arising from the enforcement (as

equality constraints) of the BCs (32b) and (32c¢); in particular, h = o[@, p]-n on y(¢t) and f =o[w,p|n on I.
Equations (32a-d) are the strong-form counterparts of equations (23a-c), and define a well-posed problem

in case & is given. However, like x in the forward problem, & is unknown. This is compensated by the fact that

h must satisfy additional requirements, namely the evolution equation (23d) and the final condition (23e).
The strong form of the evolution equation is

. <F"71>~,(t) = —{(oh-r+hshsn) ’1>v(t)’
<ﬁ,e3 xa:>7(t) = <(@h+gﬁ—hsﬁs‘r) ,a:>7(t)

(having invoked (29) and used that 7-(e3 X ) = —x, n-(e3 x ) = 7-x and, by virtue of (6d), (h,1 >7 =0)
for the evolution equation, while that of the final condition reads

<ﬁ("T)’ 1>7(T) =—(VG, 1>w(T)’
<il(~7T),€3><(B> —<VG,63><:1:>

(32¢) te 0, 7).

(32f)

T) w(T)’

Equations (32a-f) together constitute the strong form of the weak adjoint problem (23). Equations (32b),
(32d) and (32f) depend on the objective function being considered, whereas equations (32a,b,e) do not.

Shape derivative of dissipation functional. The dissipation functional Ji, defined by (7), is a
particular instance of (21) with F(f,I') = (u®+e1)-f and G=H =0. In particular, we have
OsF = (0su”)-f = —rlp, 9¢F =u®+ey,

from which we find 954 = (kf)n. We also have F'— f-0¢F = 0. Finally, F' depends on I' through u” given
by (2), so that F! = 4P £, which in turn yields

F'—0,F = (f, — kD40,
with the help of (20). The adjoint solution is governed in strong form by equations (32a) to (32f) particu-
larized to the case of Jy, i.e. the velocity on the particle and the pressure drop are prescribed as
u=u"+e; onl, P lr, =P |r,=0.
while the final conditions (32f) on h are (since G'=0) homogencous:
(33) <h('7T)’1>~/(T) =0, <h(-,T),63><ac>7(T) =0

Applying Proposition 11 to this case, the shape derivative of Jy, is therefore obtained (upon evaluation of
wP- £ with (20)) as

(34) 7,0~ [ ' [ {0+ £ = 1420w+ UGt £ = 000,04  asat
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Shape derivative of net particle motion. The net particle motion D(T"), defined by (8). is another
shape functional of the form (21), with G(x) = z1/|w| and F = H =0. The adjoint problem in strong form
still consists of equations (32a) to (32f), whose particularization for D(T') results in vanishing entails setting
to zero the velocity on the particle and the pressure:

#=0 onl, plr, =P lr,=0,

while the final conditions (32f) become
(35) (a) <i7’(vT)71>A/(T) = —éq, (b) <’Tl(',T),63XCU>’y(T) = Z‘S(T)

We note that conditions (32¢) and (35), as well as the definition of h as a traction vector, assume the
orientation convention of Fig. 1 on +(¢) while « is the absolute vector position in (35b). The derivative
D'(T;0) of D(T) is found from Proposition 11 to be given by the right-hand side of (3.4) without the
contributions of ', i.e.:

(36) D/(T;6) = /0 T/F [(t8,  £..)00 + U, — 10.6,)p ) dsa

Shape derivative of mass flow rate functional. The shape derivative of the time-averaged mass
flow functional C(T") defined by (10) is given by

Q'(I;0) = —|w[(D'(I),0) + (|2/',0) + (C'(I), 0),

with the first two derivatives respectively given by (36) and (16), so that we only need to focus on the
evaluation of C'(I';0). C(T'), defined in (10), is a shape functional of the form (21), with F =G =0 and
H(uy) = u1/T. The adjoint solution associated with C(T") therefore solves problem (32a)—(32f) with the
above-specified F, G, H, so that (32b,d) become

@w=0 onl, plr, plr,=1/T

and the homogeneous final conditions (33) again apply. The shape derivative of C(T') is finally found from
Proposition 11 to be given by

cr:0)~ | ' J{nd. = 1.£)0,+ 1. - 0.0, } asat

T
w7 [ b)) = (o) (=) de

4. Numerical scheme. In this section, we describe our numerical solvers for the shape optimization
problem (9) that employ the shape sensitivity formulas derived in the previous section.

4.1. Optimization method. To avoid second-order derivatives of the cost functional, whose evalua-
tion is somewhat challenging in our case, we solve the shape optimization problem (9) using an augmented
Lagrangian (AL) approach and Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm. An augmented La-
grangian L, is defined by

La(X0) = Ju() = MOV(R) = 2ol (@) + ZICH(Q) + C3 (),

where ¢ is a positive penalty coefficient and A = (A1, A2) are Lagrange multipliers. Setting the initial
values 0¥ and \° using heuristics, the AL method introduces a sequence (m = 1,2,...) of unconstrained
minimization problems:

(37) Q= arg min L4 (Q, A™;0™),
Qeo
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with explicit Lagrange multiplier estimates \™ and increasing penalties ™. We use the BFGS algorithm [22],
a quasi-Newton method, for solving (37). Equations (16), (34) and (36) are used in this context for gradient
evaluations in the line search method. The overall optimization procedure for problem (9) is summarized in
the following algorithm:

1: Choose initial fluid region g
2: Set convergence tolerance ¢*, \°, 0%, and ¢! = (¢9)701
3: form=1,2,... do
(3-a): Solve unconstrained minimization (37) for Q,,, go to (3-b)
(3-b): if max(|Cv ()|, |Cp(2m)]) < ¢™ then go to (3-c), else go to (3-¢)
(3-¢): if max(|Cv(Qm)|, |Cp(2m)|) < ¢* then STOP and return Q* := (,,, else go to (3-d)
(3-d): # update multiplier
=\ oG (Q), AP = AT — 0™ O (Q)
oM = O.m—l’ <m+1 — (O.m)—O.Qcm
go to (3-a)
(3-e): # increase penalty
o™ = 100™m"1
_ Avlﬁwfl’)\m _ )\;an7 <m+1 — (O.m)—O.l
go to (3-a)

4.2. Finite-dimensional parametrization of wall shapes. We model the shape of the channel walls
using B-splines. For an integer k, the k-th cardinal B-spline basis function of degree n, denoted by By, is
given by recurrence,

— 1, E<t<k+1
(38) Biolt) = { 0, otherwise
t—k n+k+1-1
Byn(t) = Bina(t) + ————Bipin-1(t)

and By, (t) has support [k, k+n+1]. Any C"~! function z(¢) defined on [0, M] with M being a positive
integer can be approximated by a linear combination of the form x(t) = kM:iln EBy o (t) with & € R and

€ [0, M]. In this work, we use B-splines of degree 5, i.e., n = 5 in (38). To parametrize wall shapes x(t)
for t € [0, 27|, we define the basis functions Bi(t) = Bk75(%t), where M is a pre-assigned positive integer of
the discretization. The wall T* 3 % = ¥ (¢; £) is then written as

oy (t) = a7 (1:6) = (2 —1) ZflkBk

k=-5

M-1
wy (t) = 25 (5:€) = Y GuBu(d)

k=—5

(39) € [0,2n],

where £ is the vector of coefficients for By, with (4M +20) components. In the expression of z(t), the
extra term i(%’—t) ensures the periodicity of the linear combinations of B-splines which is enforced in the
computation.

The domain [0, 27] is divided into M uniform subintervals and the corresponding endpoints (mli,xét)
create a discretization grid for shape parametrization. We define the free discretization grid points by

zb:{mli(%), xf(%),xf@)},j:1,2,...,M—1.

The vector £ is then solved implicitly from equations (39) (for given 1)) together with the additional conditions

L " " dbz* dbz*
i(0) =1L, 25 (2r) =0, z3(0)=a3(2r), and W(O) =g @2n), k=1,...,(n—1).
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The transformation velocities 8 are associated to perturbations of ¥. Letting § be a perturbation vector
of the same dimension as ¢ (i.e. with (4M —2) elements), the transformation velocities on both walls in the
shape perturbation induced by § are the limiting values of

(40) 0% (x* (1)) = % (% (1 €( +10)) — = (1:£())) |

as 77 — 0. Since the mapping ¥ — £(1)) is linear, it is unnecessary to actually take the limit in the above
formula, and we simply use (40) with 7 = 1 in the numerical implementation. In section 5.2, the wall shape
perturbations are formulated by perturbing one element in v while keeping the others unchanged, so that &
is a vector with all 0 except one unit entry.

4.3. Boundary integral formulation. The shape sensitivities require obtaining the traction and
pressure on I' for the forward and associated adjoint problems. The fluid velocity and pressure in all these
problems satisfy the Stokes equations with periodic boundary conditions. We follow the periodization scheme
developed recently in [20] that uses the free-space Green’s functions and enforces the periodic boundary
conditions wia an extended linear system approach. Given a source point y and a target point x, the
free-space Stokes single-layer and double-layer kernels are given by

Sij(x,y) = % (5@' log% + Z;z;) . Dij(x,y) = %Z;zg z Zg,,y’
where z := @ — y, z := |z|. The associated pressure kernels are given by
Pz, y) = L5 phlay) =1 <—n? o2 ZJ) :
2 22 J T 22 22 22
and the associated traction kernels are given by
Ti(wy) = -2 20
T2 (w,y) = % [(nyZan — 8dzdy) % + dpdydij + ”i;‘? v d, zjzzf’ +d, z;am] ’

where for notational convenience we defined the target and source “dipole functions” as
Ao = da(@,y) = (z-1¥)/22,  dy = dy(@,y) = (2 - n") /22

We employ an indirect integral equation formulation with the following ansatz:

K
) S P
m=1
where
(D?ear,’_r) ((IZ) = Z / D(:c,y + nd)TF (y) dSya
) Inj<1”T

(S1r7) (@) = Y [ Sy +nd)r, (y) ds,

In|<1 7

are sums over free-space kernels living on the walls and particle boundary in the central unit cell and its two
near neighbors, and d is the the lattice vector i.e. d = e;. The third term encodes the influence of the “far”
periodic copies, where ¢,,(z) = S(x,y,,) and the source locations {y,,}X_; are chosen to be equispaced on
a circle enclosing €2 [20].
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The unknown coefficients {¢,,}X_, are found by enforcing the periodic inlet and outlet flow conditions
at a set of collocation nodes. The resulting augmented linear system for the forward problem, for example,
can be written in the following form in terms of the unknown density functions 7 and 7, and the coefficients

{em}:

AF,F Apﬁ BF@ Tr uD
(43) Ayr Ayy Byg| |TH| = | W
CF Cry D (& 0

The first row applies the slip condition on T' by taking the limiting value of w(x), defined in (41), as =

approaches I' from the interior. The second row uses the no slip condition on 7: limg ., u(x) = u? =

xC+ pr - x. Then the centroid velocity ¢ and angular velocity p can be solved for by applying extra force-

and torque-free conditions. The third row applies the periodic boundary conditions on velocity and traction.

The operators A, B, C, D are correspondingly defined based on the representation formulas (41) and (42).
The pointwise pressure and hydrodynamic traction for the ansatz (41) are then given by

K
p= PI?,ncarTF + P’f,nearT‘y + Z CmPS(.’B, ym)7

m=1

K
f _ 7}D,near7_1_\ + 7:{S,near_r’y + Z CmTS(.’B, ym)

m=1

The operators in (43) are discretized by splitting I' and « uniformly into Mr and M, disjoint panels re-
spectively. In each panel, a p-th order Gauss-Legendre quadrature is employed to evaluate smooth integrals
while a local panel-wise close evaluation scheme of [26] is employed to accurately handle corrections for the
singularities of S(x,y), TP (x,y) and PP (x,y). A forward Euler time-stepping scheme is used to evolve the
particle position and the solution procedure outlined above is repeated at each time-step.

In the case of the associated adjoint problems, the solution procedure remains the same but the right
hand side of (43) is modified according to the respective boundary conditions (e.g., (32b-d)). In addition,
the particle velocities ¢, p need to be computed by applying the total force and torque conditions, that is,
given the traction vector h, the following condition is enforced:

/ fdsy:/ ﬁdsy and 63-/ yxfdsy:eg-/ yxﬁdsy.
(1) (1) 7 (t) ~(t)

5. Numerical Results. This section presents first validation tests of our boundary integral solvers
and shape sensitivity formulas, then results on the shape optimization. In all numerical experiments, the
following parameter values were used: ¢ = 1, L = 27, n = 5 (degree of the B-spline basis functions), and
M = 7. For the augmented Lagrangian optimization algorithm, we set ¢* = 0.01, A° = (0,0), and ¢° = 10.

5.1. Validation of forward and adjoint PDE solvers. To show the performance of periodic flow
solver, we first solve a periodic Stokes flow problem with prescribed slip velocity, and test the convergence of
the velocity field as we increase the number of quadrature points on I'. We also show temporal convergence
on forward and adjoint problem using forward Euler, where we set the axial distance D = 1, 192 quadrature
points on I'*, and 60 quadrature points on . Relative errors are shown below, where Fy is the total force
in adjoint problem on the particle at ¢ = 0, and s. is particle centroid at D = 1.

5.2. Validation of analytical shape sensitivity formulas. We consider a sinusoidal wall shape
and a circular particle shape (Fig. 3a) and compare the shape sensitivities obtained by the finite difference
approach and the analytical sensitivity formulas derived in Section 3. We use the central difference scheme
to approximate the shape derivative:

(14) Top = 7'@*:0%) = o= [ J(* (16@) +10%) — T (a* (:6() —10*)
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Fia. 2. Validation of the numerical solver. (Left) Streamlines of a periodic Stokes flow induced by prescribed slip on the
walls, obtained using our boundary integral solver. (Middle) Plot of self convergence as a function of the spatial resolution
N = pMr used in the forward solver. (Right) Temporal validation. Reference values are computed using dt = 2 x 1075,

with step size 7 = 10~%. Here, .J is either the energy dissipation functional .Jy, or the net motion D in the
wave frame. Substituting (40) in (44), we get the following simplified expression,

Jip = J'(x*:6%) = %[J(wi (& +n9)) ) = J(2* (L€ —nd)) ) |

where 9 is a standard basis vector. Depending on the index of the nonzero element in §, there are (4M —2)
possible shape perturbations. These serve as the basis of any arbitrarily smooth perturbation of the wall
shape. A comparison of the shape sensitivities evaluated by the two methods is shown in Fig. 3b, which
validates the analytical shape sensitivity formulas using finite difference approach as reference.

(a) Particle Motion in Wave Frame b) Shape Sensitivity Comparison
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5.3. Optimization experiments. Here, we present results on the numerical optimization of peristaltic
pumps carrying a rigid particle. Figure 4 shows the optimal wall shapes obtained by our algorithm for
different net particle motions with the same volume of fluid region. As expected, the optimal value of
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dissipation increases for faster net particle velocity in the fixed frame. In the extreme case where the net
velocity of the particle is zero in the fixed frame, as expected, the optimal shape is a flat channel with no
dissipation. On the other hand, when the particle moves at the same speed as the peristaltic wave, the
centroid of the particle remains fixed in the wave frame.

In Fig. 5, we plot the wall shapes as the optimization progresses for the case of Fig. 4(e). They evolve
from an arbitrary initial channel wall shape to reach a configuration achieving the target volume |Q| = V}
and net particle motion D = 0 (i.e., a unit net velocity in the fixed frame). The values of the augmented
Lagrangian objective L4, dissipation Jy,, volume of fluid region V' and net particle motion in the wave frame
D are shown in Fig. 6.

Next, to illustrate the particle effect on the optimal wall shapes, we ran experiments on different shapes
and sizes of particles and show the results in Fig. 7. Specifically, we consider circular particles of different
size and elliptical particles at different orientations. The initial location of the particle centroid is set to
(m,0) in all cases. A common feature we find across all the shapes and sizes of particles is that for minimum
dissipation, they are carried at the center of fluid domain in the wall frame. Fig. 8 displays the progression
of the optimization starting from an arbitrary pipe shape, where this phenomenon can be observed clearly.

The results of the numerical experiments show that the optimal pumping wall shapes form an enclosing
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Fic. 4. Optimal channel wall shapes (in wave frame) for varying net particle velocity. Vo = 12.26 and T = 1 for all
ezperiments. The particle motions are shown by the initial location (dashed blue), the final location (solid red) and the trajectory
of the centroid. Fig. (e) shows a scenario that the particle moves at the same speed as the peristalsis pumping wave speed.
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and the total number of evaluations of the problem is 153.

bolus around the rigid particle near the center line of the channel. Particularly, for a fixed-sized circle
particle, a larger target net velocity leads to a bolus of larger size, as seen in Fig. 4. For a fixed net velocity,
a larger particle leads to a bigger bolus, see Fig. 7. For the case of an elliptical particle, the initial angle
0o between its major axis and the center line affects the symmetry of the optimal channel geometry. For
example, setting 6y = 7/4, the converged wall shape forms an asymmetric bolus with a more-deformed
lower wall, see Fig. 8. Comparing the final wall geometry reached for different initial orientations 6y of the
elliptical particle, shown in Fig. 7(b), the bolus is symmetric about x; = 0 and 2o = 7 for 6y = 0 or 7/2,
with a slightly larger vertical amplitude in the latter case, while the boluses found for 6y = +m/4 are slightly
asymmetric. The center line of the channel is shifted upwards for 8y = 7/4 and downwards for 8y = —7 /4.
Additionally, for the case 8y = 7/4, the lower wall is still nearly horizontally symmetric about x5 = 7 but
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the upper wall is not, its largest amplitude shifting to the right. The walls for 8y = —7/4 show the opposite
trend: the upper wall is nearly symmetric about xo = 7 while the lower wall is not symmetric with its largest
amplitude shifted to the right. The initially-tilted elliptical particle (0 < 8y < 7/2) undergoes body rotation
and vertical translation. For example, the particle motions for 6y = +m/4 experience opposite rotations
(respectively clockwise and counterclockwise) and translations (respectively upwards and downwards).

6. Conclusions. We presented a gradient-based optimization approach for finding the optimal shapes
of peristaltic pumps for transporting rigid particles in Stokes flow. While we considered the power loss
functional and associated constraints, the procedure for deriving shape sensitivities generalizes to other
related objective functions and constraints. An important contribution of this work is an adjoint formulation
that, in conjunction with a boundary integral formulation, significantly reduces the computational burden
of evaluating shape derivatives in the case of particulate flows.

Although we restricted our attention to peristaltic pumps, the computational framework developed here
is applicable to a wide range of design and optimization problems in interfacial fluid mechanics. For example,
we recently applied similar techniques to optimize the swimming action of axisymmetric microswimmers
[14, 13]. Extensions to time-dependent problems such as deformable microswimmers (e.g., cells driven
by membrane deformations [10]) or active flows in complex geometries [2] can benefit from the adjoint
formulation developed here.
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Appendix A. Proofs.

A.1. Differential operators on curved boundaries. In preparation for some of the proofs to follow,
we list useful formulas and notations regarding differential operators evaluated on curved boundaries of a
fluid domain. Let points « in a tubular neighborhood V of I" be represented as

x = x(s) + zn(s)

in terms of curvilinear coordinates (s, z), and let v(x) = vs(s, 2)7(s) +vn (s, z)n(s) denote a generic vector
field in V. Then, at any point & =x(s) of I', we have

V=0T + J,vsTRN + Opv,nn, divv = 7-0,v + 9,v,,.

Assuming incompressibility, the condition dive = 0 can be used to eliminate d,v,, yielding the following
expressions of Vv and 2D[v] = Vv + Vo:

Vv =007 + v, 7ONn — (T:0,v)n®@n
(45) = (7’-331})(T®T—n®n)+(n~8sv)n®r+8nv31-®n,
Do) = 2(r-0,0) (787 —nm) + (n-0,0-+Gyus) (T +7Gm)

Next, we evaluate the stress vector f = —pn + 2D][v]-n, to obtain

f=f T+ fumn with  fs =n-0sv+0,vs, fn=—p—2(7-95v).

In particular, we therefore have 9,v5s = fs—mn-0sv, allowing (by eliminating the remaining normal derivative
therein) to express Vv and DJv] in terms of quantities defined on the boundary:

Vo= (10v)(t®7T-n®n)+ (ndv)(n@r—78n) + f;TOnN,
2D[v] =2(7-0.v)(T®@T—non) + f{(n@T+T3n)

Velocity with rigid-body boundary traces. In this case, we consider vector fields u satisfying
u = ug+ or-x on the particle boundary v, see (4). This implies

(46)

Osu = or-0sx = or-T = on on vy
(since r = exs®e; —e; ®es = N T — T ®n with the orientation convention of Fig. 1), so that (45) implies
(47) Vu=onQT+ 0,ustn, 2D[u]= (8nus +g) (n@m-—|—-r<8)n)7 divsu = 0.

on 7. We now evaluate the stress vector h := o[u,p|-n = —pn + 2D[u]-n, to obtain

h=—-pn+ (anus +Q)T =—pn+ hsT and hence 9d,us = hs— 0.
Using the above formula for 9, v, in (47), we finally obtain
(48) (a) Vu=or+h;Ton, (b) 2D[u] = hy(n@T+T®n).
A.2. Proof of Lemma 1. The lemma follows directly from using (48a) in (15).
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A.3. Proof of formula (20). We use the Frenet formulas (1) and associated conventions. To evaluate

Q*LD, we let I' depend on the fictitious time 7, setting

Iy 2 z,(s) = x(s) +10(s) (0<s<¥),

(where T' stands for I'" or ', and likewise for ¢) and seek the relevant derivatives w.r.t. n at n = 0. Note
that for n # 0, s is no longer the arclength coordinate along I';,, and d,x,, is no longer of unit norm; moreover,
the length of I, depends on 7. The wall velocity U = {7 for varying n is then given by

(49) Uy (s) = (€y/gn) Osy, (0<s<¥),

having set g, = |0sx,| (note that go = 1). Our task is to evaluate d/dnU,(s) at n = 0. We begin by
observing that the derivative of g is (since dsx,, = 7 and g = 1 for n = 0)

Ong = (0syy-Opstyy) /g = T-0s0 = 0505 — Kb,

*
and the length ¢, of I';, and its derivative £ are given (noting that s spans the fixed interval [0, ] for all
curves I'))) by

¢ N ¢ ¢
(i) ¢, = / gnds, (i) £= / (0505 — Kbp)ds = —/ KO, ds.
0 0 0

The last equality in (ii), which results from the assumed periodicity of 8, is item (b) of (20). Then, using
the above formulas in (49) establishes item (a) of (20), as we find

b = 0T n(3)],_o = [€ = (005 — Kb) |7 + 0,0 = L7 + £(D,0, + Kb )m.

A.4. Proof of Lemma 10. Firstly, it is straightforward (e.g. using component notation) to show
that div ET((u,p),(u,p)) = 0, ie. 0;E; = 0 (i = 1,2) holds for any (u,p) satisfying dive = 0 and
—Au+ Vp=0. For any vector field ¢ € Cé’oo(Qan), we consequently have

E((u,p), (u,p)): V"¢ =div [E((w,p), (u,p))-¢] — [div E" ((u,p), (u,p))]-¢
=div [E((u,p), (u,p))d

Then, observing that ((u,p), (v,q)) — E((u,p)7 (v, q)) defines a symmetric bilinear form, we invoke the
polarization identity and obtain

E((u,p). (4.0)):V'¢ = ;[E((utt,p+p), (uti,p+p)) + E((u—a,p—p), (u—i,p—p))]: V¢
= 1div [B((uta.p+p), (wt@.p+p))-¢+ E((u—a.p—p), (u=a.p-p))-C]
= div (E((u,p), (@,p))C).

Hence, applying the first Green identity (divergence theorem) yields

(B((wp).(@0). V') = [ n-B((u,p), (&.5)) ¢ ds.

TuyuT'puIl'r

Finally, condition (ii) in (12) and the assumed periodicity conditions at the end sections for the velocity
fields (which imply the same periodicity for Vu and V4 by the known interior regularity of w, @ in the
whole channel), for p (but not necessarily for p) as well as for ¢ give

/ n~E((u,p), ('&,;[)))C ds = / Ap(Oouq) (o ds,
oUl'L

'
which completes the proof of the claimed integral identity. .
Then, if w and @ are rigid-body velocity fields on v, (48) provides 2D[u] : D[@4] = hshs, h-Va =
oh-r + hshgn and h-Vu = gh-r + hghgn, from which formula (29) readily follows.
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A.5. Proof of equation (31). When applied to the solution of the forward problem (6), which satisfies
u = (¢//L)T on T, formulas (46) yield

Vu=rl(n@®T—70n)+ f;7®n, 2D[u]=f(n@T+70n), fo=-p onT

(in particular, the viscous part of f is tangential to T'). Moreover, we also readily obtain
9D[u): D[i] = fofs, Vi = (f-0.,0)0, + ( (pr— fun)-0uis + f.f, )an,

and using the above results and (20) provides

Fu” +n-E((u,p), (@,5))-0

= 0fs — 00,0,) (bn+27-0s10) — (£-0,0)0, + ( (fon—p7)-0sis+ 5, — fuf. )

We next observe that, for given I', F' = F(f, s) (the explicit dependence in s stemming from the dependence
in T of F) and derive

[F—04F f]divs® = [F—0sF-£]0s05 — [ F—0¢F-f] 0
=d,([F—0sF-£105) — (0§ F-0s f +0,F )0,
+ (04 F-0sf )05 + [0 (05 F )0 — k[F —0pF- f] 6,,
=ds([F—0sF -£]05) — (0sF)0s + (f-050)0s — k[F— 0 F-f] 0,

having recalled that @ = 04F on T, used formula (1) for dive@ and noticed that 9sF = 0yF -9, f and
dsF =04 F-0s f + O, F. Finally, summing the last two equalities and rearranging terms yields Equation (31).
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