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Abstract In this paper, we consider the generalised (higher order) Langevin equation for the purpose of simulated
annealing and optimisation of nonconvex functions. Our approach modifies the underdamped Langevin equation
by replacing the Brownian noise with an appropriate Ornstein-Uhlenbeck process to account for memory in the
system. Under reasonable conditions on the loss function and the annealing schedule, we establish convergence of
the continuous time dynamics to a global minimum. In addition, we investigate the performance numerically and
show better performance and higher exploration of the state space compared to the underdamped and overdamped
Langevin dynamics with the same annealing schedule.
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1 Introduction

Algorithms for optimisation have received significant interest in recent years due to applications in machine learning,
data science and molecular dynamics. Models in machine learning are formulated to have some loss function and
parameters with respect to which it is to be minimised, where use of optimisation techniques is heavily relied upon.
We refer to [8,71] for related discussions. Many models, for instance neural networks, use parameters that vary over
a continuous space, where gradient-based optimisation methods can be used to find good parameters that generate
effective predictive ability. As such, the design and analysis of such algorithms for global optimisation has been the
subject of considerable research [69] and it has proved useful to study algorithms for global optimisation using tools
from the theory of stochastic processes and dynamical systems. A paradigm of the use of stochastic dynamics for the
design of algorithms for global optimisation is one of simulated annealing, where overdamped Langevin dynamics
with a time dependent temperature (1.1) that decreases with an appropriate cooling schedule is used to guarantee
the global minimum of a nonconvex loss function U : R" — R:

Here W, is a standard n-dimensional Wiener process and 7; : R, — R is an appropriate determinstic function of
time often referred to as the annealing or cooling schedule. For fixed T; = T > 0, this is the dynamics used for the
related problem of sampling from a possibly high dimensional probability measure, for example in the unadjusted
Langevin algorithm [21]. Gradually decreasing T} to zero balances the exploration-exploitation trade-off by allowing
at early times larger noise to drive X; and hence sufficient mixing to escape local minima. Designing an appropriate
annealing schedule is well-understood. We briefly mention classical references [17,30,31,33,34,38,39,43], as well as
the more recent [42,50,65], where one can find details and convergence results. In this paper we aim to consider
generalised versions of (1.1) for the same purpose.
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Using dynamics such as (1.1) has clear connections with sampling. When 7; = T is a constant function, the
invariant distribution of X is proportional to exp(— %)dw In addition, when T} decreases with time, the probability

measure v¢(dzr) exp(—%f))dx converges weakly to the set of global minima based on the Laplace principle
[41]. One can expect that if one replaces (1.1) with a stochastic process that mixes faster and maintains the same
invariant distribution for constant temperatures, then the superior speed of convergence should improve performance
in optimisation due to the increased exploration of the state space. Indeed, it is well known that many different
dynamics can be used in order to sample from a given probability distribution, or for finding the minima of a
function when the dynamics is combined with an appropriate cooling schedule for the temperature. Different kinds
of dynamics have already been considered for sampling, e.g. nonreversible dynamics, preconditioned unadjusted
Langevin dynamics [2,4,48,62], as well as for optimisation, e.g. interacting Langevin dynamics [74], consensus
based optimisation [10,11,66], to name a few.
A natural candidate in this direction is to use the underdamped or kinetic Langevin dynamics:

dX, =Y, dt (1.2a)
dY; = —VU(X;)dt — T, uYi dt + \/2udW; (1.2b)

Here the reversibility property of (1.1) has been lost; the improvement from breaking reversibility in both the
context of sampling and that of optimisationis investigated in [19,47] and [27] respectively. When T} = T, (1.2) can
converge faster than (1.1) to its invariant distribution

p(dz, dy) o exp < - % (U(z) + |y2|2) ) dz dy,

see [22] or Section 6.3 of [63] for particular comparisons and also [5,6] for more applications using variants of (1.2).
In the context of simulated annealing, using this set of dynamics has recently been studied rigorously in [55], where
the author established convergence to global minima using the generalised I'-calculus [56] framework that is based
on Bakry-Emery theory. Note that (1.2b) uses the temperature in the drift rather than the diffusion constant in
the noise as in (1.1). Both formulations admit the same invariant measure when 7; = T'. In the remainder of the
paper, we adopt this formulation to be closer to [55].

In this paper we will consider an extension of the kinetic Langevin equation by adding an additional auxiliary
variable that accounts for the memory in the system. To the best of the authors’ knowledge, this has not been
attempted before in the context of simulated annealing and global optimisation. In particular we consider the
Markovian approximation to the generalised Langevin equation:

dX; =Y dt (1.3a)
dY, = —VU(X,)dt + \" Z, dt (1.3b)
dZ; = = \Y;dt — T, ' AZ; dt + ¥ dW, (1.3¢)

where A € R™*™ is symmetric positive definite matrix, meaning that there exists a constant A, > 0 such that
2T Az > Alz|?
for all z € R™, X € R™*™ gatisfies
Tyt =24

and W; is now m-dimensional. Here X;,Y; € R™ and Z; € R™ (with m > n), M T denotes the transpose of a matrix
M, A € R™*" is a rank n matrix with a left inverse A=t € R"*™,

Our aim is to establish convergence using similar techniques as [55] and investigate the improvements in perfor-
mance. Equation (1.3) is related to the generalised Langevin equation, where memory is added to (1.2) by integrating
over past velocities with a kernel I : Ry — R™*":

i = —VU(z) - /0 D(t — s)i(s)ds + F, (1.4)



with F; being a zero mean stationary Gaussian process with an autocorrelation matrix given by the fluctuation-
dissipation theorem

E(FF,) = T, (t — s).

When T3 =T, (1.4) is equivalent to (1.3) when setting
I(t) = XTe ™\, (1.5)

and the invariant distribution becomes

‘ 2

2
p(dz, dy, dz) o exp ( - ;(U(x) n % n |22)>d:r dy dz,

see Section 8.2 of [63] for details’. In the spirit of adding a momentum variable in (1.1) to get (1.2), (1.3) adds an
additional auxiliary variable to the Langevin system whilst preserving the invariant distribution in the x marginal.
In the constant temperature context, (1.4) is natural from the point of statistical mechanics and has already been
considered as a sampling tool in [12,13,14,58] with considerable success. We will demonstrate numerically that the
additional tuning parameters can improve performance; see also [57] for recent work demonstrating advantages of
using (1.4) compared to using (1.2) when sampling from a log concave density. A detailed study of the Markovian
approximation (1.3) of the generalised Langevin dynamics in (1.4) can be found in [60].

To motivate the use of (1.3), consider the quadratic case where U = az? and 0 < o < 1. This case allows for
explicit or numerical calculation of the spectral gaps of the generators in (1.1)-(1.3) in order to compare the rate
of convergence to equilibrium; see [53,61] for details. For a given T, it is possible to choose A and A, such that the
spectral gap of the generator of (1.3) is much larger than that of (1.2) with the best possible choice of u being used.
The latter is already larger than that of the overdamped dynamics in (1.1). We will later demonstrate numerically
that this will translate to better exploration in simulated annealing (when T is decreasing in time).

Use of (1.4) is also motivated by parallels with accelerated gradient descent algorithms. When the noise is
removed from (1.2), the second order differential equation can be loosely considered as a continuous time version of
Nesterov’s algorithm [73]. The latter is commonly preferred to discretising the first order differential equation given
by the noiseless version of (1.1), because in the high dimensional and low iterations setting it achieves the optimal
rate of convergence for convex optimisation; see Chapter 2 in [59] and also [32] for a nonconvex setting. Here we
would like to investigate the effect of adding another auxiliary variable, which would correspond to a third order
differential equation when noise is removed. When noise is added for the fixed temperature case, [26] has studied
the long time behaviour and stability for different choices of a memory kernel as in (1.4). Finally, we note that
generalised Langevin dynamics in (1.4) have additionally been studied in related areas such as sampling problems
in molecular dynamics from chemical modelling [1,12,13,14,58,77], see also [44] for work determining the kernel I’
in the generalised system (1.4) from data.

Our theoretical results will focus only on the continuous time dynamics and follow the approach in [55]. The main
requirement in terms of assumptions are quadratic upper and lower bounds on U and bounded second derivatives.
This is different to classical references such as [31], [33] or [39]. These works also rely on the Poincaré inequality,
an approach which will be mirrored here (and in [55] for the underdamped case) using a log-Sobolev inequality; see
also [38] for the relationship between such functional inequalities and the annealing schedule in the finite state space
case. We will also present detailed numerical results for different choices of U. There are many possibilities for the
method of discretisation of (1.3), we will use a time discretisation scheme that appeared in [3], but will not present
theoretical results on the time discretised dynamics; this is beyond the scope of this article. We refer instead the
interested reader to [70] for a study on discretisation schemes for the system (1.3), [16] for a recent consideration on
(1.2) and its time-discretisation and [28,29] for linking discrete time Markov chains with the overdamped Langevin
system in (1.1).

1 To the best of the authors’ knowledge, there is no known direct translation between (1.4) and (1.3) for a non-constant T%; such a
translation quite possibly exists and at the very least the intuition here is useful.



1.1 Contributions and organisation of the paper
Here we summarise the main contributions of the paper.

— We provide a complete theoretical analysis of the simulated annealing algorithm for the generalised Langevin
equation (1.3). The main theoretical contribution consists of Theorem 5 that establishes convergence in proba-
bility of X; in the higher order Markovian dynamics (1.3) to a global minimiser of U. For the optimal cooling
schedule T}, the rate of convergence is as the known rate for the Langevin system (1.2) presented in [55].

— The initially non-Markovian property and pronounced degeneracy in the sense of requiring a second commutator
bracket for hypoellipticity by way of Hérmander introduces additional difficulties that are overcome using tech-
niques from [55]. As such, we use a different form of the distorted entropy, stated formally in (4.39). Additional
technical improvements include a different truncation argument and a limiting sequence of nondegenerate SDEs
for establishing dissipation of this distorted entropy. These extensions also address certain technical issues in
[55]; see Remarks 1, 3 and 6 for more details. Also we make an effort to emphasise the role of the critical factor
of the cooling schedule in the rate of convergence in Theorem 5. This can be seen in our assumptions for 7; and
U below.

— As a byproduct, we prove exponential convergence to equilibrium for the constant temperature Ty =T > 0 case
in Proposition 6, which is relevant for sampling problems. See [60] and [64] for similar results.

— Detailed numerical experiments are provided to illustrate the performance of our approach. We also discuss
thoroughly tuning issues. In particular, we investigate numerically the role of matrix A and how it can be chosen
to increase exploration of the state space. As regards to time discretisation of (1.3) we use the leapfrog scheme
of [3]. We compare this with a similar time discretisation of (1.2) and observe that exploration of the state space
is increased considerably.

The paper is organised as follows. Section 2 will present the assumptions and main theoretical results. Detailed
proofs can be found in Section 4. Section 3 presents numerical results demonstrating the effectiveness of our approach
both in terms of reaching the global minimum and the exploration of the state space. In Section 5, we provide some
concluding remarks.

2 Main Result

Let L; denote the infinitesimal generator of the associated semigroup to (1.3) at ¢ > 0 and temperature T;. This is
formally given by

Li=(y Vo —VuU(2) V) + (2"AV, —y ' ANTV.) =T, '2TAV. + A: D2, (2.1)
where we denote the gradient vector as V, = (9y,,...,0,) ", the Hessian with D2 and similarly for the y and 2
variables. For matrices M, N € R"™*" we denote M : N = Z” M;jNyj for all 1 < 4,5 < r and the operator norm

[ Mo
[v]

as |M| = sup{ :v € R” with z # 0}. We will also use |v| to denote Euclidean distance for a vector v. Let my

be the law of (X¢,Y:, Z;) in (1.3) and, with slight abuse of notation, we will also denote as m; the corresponding
Lebesgue density. Similarly we define p7, be the instantaneous invariant law of the process

_ ! 1 yl* | |2
ur, (dz,dy,dz) = Zﬂexp( Tt(U(ac)—&—Q—FQ dx dy dz (2.2)

with Zp, = [exp ( — T% (U(fc) + % + @))dw dy dz. Finally, denote the density between the two laws:

dmt
h = . 2.3
! d:U/Tt ( )

We proceed by stating our assumptions on the potential U.



Assumption 1

There exists 0 < 0 < 1 such that U is smooth (belongs in C=(R™)) with bounded second derivatives

|D2U |4 = sup max <sup|8i8jU(a:)|, |D§U(w)|> < o0, (2.4)
xeER™ ij
satisfies
V.U(z) 2>z =T, (2.5)

VU (@) < rolzf? + U
for some constants r1,72 € R, Uy > 0 and either

(a)
laoa*+U, < Ulx) < l|aoxz|+Uy (2.7)

for some Uy, Uy € R, a € R, where o denotes the Hadamard product, or
(b) — U is a nonnegative Morse function, in the sense that there exists 1 < Cy < oo such that if x € R™ satisfies
V.U(xz) =0, then
2
L < (e D20 < Ol veeR”,
H
— U is nondegenerate in the sense that:
— For any two local minima m;, m; € R™, there exists a unique (communicating saddle) point s; ; € R"
such that
L VxU(Si,j) = O,
e U(sij) = inf{nlaxse[o,l] U(v(s)) : v € C([0,1],R"), v(0) = my, y(1) = my},
e the dimension of the unstable subspace of DgU(si’j) is equal to 1.
— Setting mq to be the global minimum of U, there exists § > 0 and an ordering of the local minima
{ma,ms, ...} such that U(s1,2) —U(msa) > Ul(s1,;) — U(my;) + 6 for all i > 3.

Note that (2.5) and (2.6) imply
amlz?+ U, < U@ < aumle]*+ Uy (2.8)

for some @, apr > 0, Uy, Uyr € R. In the rest of the paper, if (2.7) holds then the smallest and largest element of
a is denoted with
am =mina;, ajy = maxa,,
3 3

where @ = (@y,...,an).
Assumption 2 The temperature T; satisfies
lim 7; = 0.
t—o0
Before we proceed with further assumptions on the annealing schedule T; and on the initial distribution, note that
under Assumption 1 and 2, a log-Sobolev inequaity holds.

Proposition 1 Under Assumption 1 and Assumption 2, there exists constants tl(g)7E, Aio) > 0 and a finite order

polynomial 7(©) : Ry — R, with coefficients depending on U such that for all 0 < h € C>(R?"+™),

h 2
[nmundur, < e [Flauy, (2.9)

where fort > (9

ls 7

O = O (th%)eET;{ (2.10)



The proof is deferred and the constant E from the above proposition will be used in stating the following assumption
about T3, as well as what follows. In the case of (2.7), E can be taken as Up; — U,,,, otherwise it is the critical depth
[52] of U.

Assumption 3

The temperature T. : [0,00) — (0,00) is continuously differentiable, bounded above and there exists some constant
to > 1 such that T; satisfies for all t > tg:

(i) T, > E(Int)~" for some constant E > E >0, where E is the constant in Proposition 1,
(ii) |T}| < Tt=1 for some constant T > 0.
Assumption 4
The initial law mo admits a bounded density with respect to the Lebesgue measure on R2"t™  also denoted mq,
satisfying:
(i) mo € C=(R?+m),
.. |[Vmg|?
(i) [ Sredrdydz < oo,

0

(iii) [(Jz]? + y|* + |2[*)mo dadydz < oo,

Remark 1 Note that (2.6) and (2.7) deviate from [55]. (2.7) is useful for a more self-contained exposition for the
log-Sobolev constant in (4.52), but the alternative that U is a nonnegative nondegenerate Morse function is optimal
in the sense that E is in this case given as the critical depth of U. Condition (2.7) is satisfied for instance by a
multivariate Gaussian after a rotation of the x coordinates.

We present two key propositions.

Proposition 2 Under Assumptions 1 and 3, for allt > 0, denote by (XTf,YTt, ZTf) a r.v. with distribution pr, .
For any 0, > 0, there exists a constant A >0 such that

P(U(XT) > minU +6) < Ae™ 7
holds for all t > 0.
Proof The result follows exactly as in Lemma 3 in [55].

Proposition 3 Under Assumptions 1, 3 and 4, for all t > 0, (X4, Y:, Z¢) are well defined as the unique strong
solution to (1.3), E[|Xt|2 + |Yt\2 + |Zt\2] < oo and the law m; admits an everywhere positive density with respect to
the Lebesgue measure on RZ"H™,

For the proof of Proposition 3, see Proposition 7 in Section 4.

Proposition 2 can be thought of as a Laplace principle; Proposition 3 asserts that the process (1.3) does not
blow up in finite time and the noise in the dynamics (1.3c) for Z; spreads throughout the system, that is to X; and
Y;.

Proposition 4 Under Assumption 1, 8 and 4, for any o > 0, there exists some constant B > 0 and t, > 0, such

that for all t > tp,,
1 1-£_ 24
/ht In htd,uTt S B(t) . (211)

The full proof is the contained in Section 4 and follows from Proposition 10. Therein a similar statement is proved
for the distorted entropy that has the following form:

1) = [ (T s tain) )aur,



where S being a well chosen matrix (so that (4.46) holds) and 3(-) is a polynomial (see (4.39) for the precise form of
H(t) and (4.44) for 3(-)). This construction of H compared to a standard definition of entropy compensates for the
fact that the diffusion is degenerate (see [76] for a general discussion). The proof uses an approximating sequence of
SDE’s, in which all of the elements have nondegenerate noise. The problem is split into the partial time and partial
temperature derivatives where, amongst other tools, (4.46) and a log-Sobolev inequality are used as in [55] to arrive
at a bound that allows a Gronwall-type argument.

Remark 2 Proposition 10 is a statement about the distorted entropy H (t), which bounds the entropy | h¢In hydpr, .
In fact this is achieved in such a way that the bound becomes less sharp as ¢ becomes large but without consequences
for our main Theorem 5 below.

We proceed with the statement of our main result, using ¢, from Proposition 4.
Theorem 5 Under Assumptions 1, 2, 8 and 4, for any § >0, as t — oo,
P(U(X:) <minU +0) — 1.

If in addition T, = E(Int)~Y, then for any o > 0, there exists a constant C' > 0 such that for all t > ty,,
1 r(E)

where the exponential rate r° : (E, o0) = R is defined by

1-£2 24 56—«
¢(FE) := mi 2
r°(E) mln( 5 - )
D . F) §—2a
% otherwise.

Proof For all t > 0, denote by (XTt,YTt, ZTf) a random variable with distribution pr,. For all 6 > 0, with the
definition (2.3) of h; and triangle inequality,

P(U(X;) > minU +6) < P(U(X"*) > minU +6) + / |hy — 1|dp, -

1
2
/‘ht — 1|d/J/Tt < <2/ht h’lhtd/LTt> s (212)

which, by Proposition 4, together with Proposition 2 gives the result.

Pinsker’s inequality gives

The cooling schedule T; = E(Int)~! is optimal with respect to the method of proof for Proposition 10; see
Proposition 11. This is a consistent with works in simulated annealing, e.g. [17,30,31,33,34,38,39,43].

The 'mountain-like’ shape of r¢ indicates the bottleneck for the rate of convergence at low and high values of
E: a small E means convergence to the instantaneous equilibrium p7, is slow and a large £ means the convergence
of pr, to the global minima of U is slow.

Although the focus in Theorem 5 is for decaying T, it is only for convergence to the global minimum where
Assumption 2 is used. In particular, the convergence result in Proposition 4 is valid for temperature schedules that
are not converging to zero. This includes the instance of using a variable temperature in order to tackle the problem
of metastability in the sampling problem.

We proceed below to show exponential convergence to equilibrium for the generalised Langevin equation (1.3)
with constant temperature. Part of the analysis used in the proof of Proposition 10 can be used for the sampling
case and T3 = T, i.e. working only with the partial time derivatives mentioned above for the invariant distribution.



Proposition 6 Let Assumption 1 and 4 hold and let Ty =T for allt for some constant T > 0. There exist constants
Cce,Cy > 0 such that

—1
/\ht — 1ldpr < Cce_c%t,
for allt > 0.

Proof See Appendix A.

3 Numerical results

Here we investigate the numerical performance of (1.3) in terms of convergence to a global optimum and exploration
capabilities and compare with (1.2). In Section 3.1, we will present the discretisation we use for both sets of dynamics
and some details related to the annealing schedule and parameters. In Section 3.2 and 3.3, for different parameters
and cost functions, we present results for the probability of convergence to the global minimum and rates of
transition between different regions of the state space. We will investigate thoroughly the effect of E appearing in
the annealing schedule as well as the parameters in the dynamics (1.2) and (1.3).

3.1 Time discretisation

In order to simulate from (1.3), we will use the following time discretisation. For k € N,

At At
Yiry =Y — 5 VU(Xy) + 7ATZk, (3.1a)
Xpr1 =X + At’}/Yk_,'_%, (31b)
Ziy1 = 2L — 9/\Yk+% —0AZL 4+ an/ Ty X, (31(;)
At At
Yiy1 = Yk-&-% - ?’YVU(XIC-H) + 7/\TZ]C+1, (3.1d)

where At denotes the time incremements in the discretisation, £ are i.i.d. standard m-dimensional normal random
variables with unit variance and § = 1 — exp(—At), and a = /1 — 62. Specifically this is method 2 of [3] applied on
a slight modification of (1.3), where vY;dt and yVUdt is used instead in the r.h.s. of (1.3a) and (1.3b). Tuning =y
can improve numerical perfomance especially in high dimensional problems, but we note that this has no effect in
terms of the instantaneous invariant density in (2.2); similar to A and A, v will not appear in (2.2). Unless stated
otherwise, in the remainder we will use v = 1.

As we will see below the choices for A make a difference in terms of performance. To illustrate this we will use
different choices of the form

A= pA;;

¢ here is an index for different forms of A. The first choice will be to set m = n and set A; = I,, where I,, isn X n
identity matrix. For the rest, we will use m = 2n and set

(191, 0.4I, (I, 05, 1 =g
A2(0.1In o.un)’ A3<0.5In I > (A“)”{mln otherwise

Doubling the state space of Z; relative to X;, Y; allows investigating the effect of injecting more noise in the
dynamics has to the overall performance and the state space exploration. As per [36] (following [25]), the constraint
that the trace of A is uniformly bounded has been used in selecting the above matrices. Note that As does not
satisfy the symmetry assumption for the results, but figures for A, are displayed in spite of this because there is an
interesting improvement in performance for one of the cases below (see Figure 3.2 and also others for the sake of
comparison). Similarly we will use in each case A = A)\; with A > 0, A\; = I,, and

- (2)



for i = 2,3,4. As aresult \, u > 0 are the main tuning constants for (3.1) that do not involve the annealing schedule.
The Langevin system (1.2) will be approximated with a similar leapfrog scheme,

Vi =Y - OyVU(Xy,) — OuYy, + 6/ uTi&s, (3.2a)
X1 = Xi + AtyYy, (3.2b)
Yipr = Vi1 — 09VU(Xpg1) = 0pYip1 + ay/pThia€ys, (3:2¢)

for 6 =1— exp(—4L), and &= V1 — 62, where in the implementation, (3.2a) and (3.2¢) are combined (aside from
the first iteration) and only integer-indexed £ are used. To make valid comparisons, both (3.1) and (3.2) will use
~v =1 and the same noise realisation & (or the first common n elements) and the same step size At.

Finally for both cases we will use following annealing schedule:

1 In(1+kAt)\ "
Tp=(=+—nr—

where E is an additional tuning parameter (since E is unknown in general).

3.2 Sample path properties

Our first set of simulations focus on illustrating some properties of the sample paths generated by (3.1) and (3.2).
We will use the following bivariate potential function

Ulxy,z2) = % + % + 56—35? _ 76—($1+5)2—(5¢2—3)2 _ 66—($1—5)2—(w2+2)2
i
2a%e 0 cos(z1 + 2w2) cos(2x — x2)

. 2 (3.3)
9
The global minimum is located at (—5,3), but there are plenty of local minima where the process can get
trapped. In addition, there is a barrier along the vertical line {1 = 0} that makes crossing from each half plane
less likely. Here we set At = 0.1, E = 5 and each sample is initialised at (4,2). As a result, it is harder to cross
{z1 = 0} to reach the global minimum and it is quite common to get stuck in other local minima such as near
(5, —2). We use the number of crossings on {1 = 0} as a scale for how stuck the process is in Table 3.1. Note that
the asymmetric A = A, case displays the smallest number of crossings.
To illustrate this, in Figure 3.1 we present contour plots of U together with a typical realisation of sample paths
(in the left panels) for (3.2) and (3.1) for the different choices of A;. As expected, (3.1) generates smoother paths
than those of (3.2). We also employ independent runs of each stochastic process for the same initialisation. The
results are presented in the right panels of Figure 3.1, where we show heat maps for two dimensional histograms
representing the frequency of visiting each (z1,z2) location over 20 independent realisations of each process. The
heat maps in Figure 3.1 do not directly depict time dependence in the paths and only illustrate which areas are
visited more frequently. Of course converging at the global minumum or the local one at (5, —2) will result in more
visits at these areas. The aim here is to investigate the exploration of the state space.

Method equation Number of transitions across x = 0
(3.2) 11295

(3.1) with A = A 11893

(3.1) with A = A, 10915

(3.1) with A = Ag 11728

(3.1) with A = Ay 11771

Table 3.1: Number of crossings across the vertical line {; = 0} for U defined in (3.3). The results are summed
from k = 10 iterations of 10* independent runs.



3.3 Performance and tuning

As expected, the tuning parameters, £, A and y play significant roles in the performance of (3.1) and (3.2). As E
is common to both, we wish to demontrate that the additional tuning variable for (3.1) will improve performance.

We first comment on relative scaling of A and p based on earlier work for quadratic U and T, = T being constant.
A quadratic U satisfies the bounds in Assumption 1 and is of particular interest because analytical calculations
are possible for the spectral gap of Ly, which in turn gives the (exponential) rate of convergence to the equilibrium
distribution. It is observed numerically in [61] that in this case, (1.3) has a spectral gap that is approximately a
function of )‘72 On the other hand, the spectral gap of (1.2) with quadratic U is a function of p thanks to Theorem

3.1 in [53]. For the rest of the comparison, we will use %2 and p as variables for (3.1) and (3.2) respectively as these

quantities appear to have a distinct effect on the mixing in each case.

We will consider three different cost functions U and set At = 0.02. As before we will initialise at a point well
separated from the global minimum and consider each method to be successful if it convergences at a particular
tolerance region near the global minumum. The details are presented in Table 3.2. We choose the popular Alpine
function in 12 dimensions (VU; here is a subgradient) and two variants of (3.3). Uz is modified to have the same
quadratic confinement in x1 and x5 direction and there are several additional local minima due to the last term in
the sum. More importantly, compared to (3.3) (and Us) it has a narrow region near the origin that allows easier
passage through {z; = 0}. On the other hand Us similar to (3.3) except that the well near the global minimum
(and the dominant local minimum at (5, —2)) are elongated in the direction of x2 (and 1 respectively).

Cost function Initial condition Tolerance sets
Ur(z) = 2312, @ sin(z,) 4 0.1 z; =6V z; € [-2,2] V5
Us(er,az) = 2 + % +5(1 - I R s

. r1 =4, z1 € [—6.5,—4.5],

—66_(£1_5)2_(x2+2)2 n %1%677 cos(z1+’t22a72)cos(2zlfzg) xro = o € [15,45]

1+

2,2 2 _ 52 (z2-3)% _@1-5)?% 2 x1 =4, z1 € [-6.5, —4.5],

Us(z1,22) = 3 + T2 + 5e %1 — 7e~2(=1+5) 5 —6e 5 2e2t2) T =2 x5 € [1.5,4.5)

Table 3.2: Details of three different cost functions, initialisation and tolerance regions corresponding to regions of
attraction of the global minimum.

In Figure 3.2 we present proportions of simulations converging at the region near the global minimum for U = Uy
32
depending on E and p for (3.2) and on E and ’\7 for (3.1) based on discussion above. To produce the figures related

to (3.1) after setting E, 5‘72 we pick a random value of u from a grid. The aim of this procedure is to ease visualisation,

reduce computational cost and to emphasise that it is ¥ that is crucial for mixing and the performance here is not a
product of a tedious tuning for u. The left panels of Figure 3.2 are based on final state and the right on an average of
the positions (of X) over the last 5000 iterations. In this example it is clear empirically that the generalised Langevin
dynamics (3.1) result in a higher probability of reaching the global minumum. Another interesting observation is
that for the generalised Langevin dynamics good performance is more robust to the chosen value of E. In this
example, this means that adding an additional tuning variable and scaling p proportional to A2, makes it easier to
find a configuration of the parameters E, u, A that leads to good perfomance, compared to using (3.2) and tuning
E, p. It’s also worth noting the cases of small E where the generalised Langevin dynamics performs significantly
better than the Langevin dynamics in the top plot and even than the case of the same dynamics and larger E. This is
an improvement that is not completely encapsulated by the analytic results here; it indicates that the deterministic
dynamics (E = 0) can be inherently much more successful at climbing out of local minima, which translates to
better convergence rates in the £ > 0 cases.

In Figures 3.3 and 3.4 we present results for U, and Us. A notable difference to Figure 3.2 here is that the
panels on the left show proportions of the position average of the last 5000 iterations being near the correct global
minimum and the panels on the right present the number of jumps across {x; = 0} demonstrated by a position
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average at each iteration of the previous 5000 iterations. More precisely, the panels on the right show the number

of jumps shown by the trajectory
5000

X = 2000 Z Xk—w41
k=1

for all £ > 5000. All results are averaged over 20 independent runs. The aim here is to measure the extent of
exploration of each process similar to Table 3.1. We observe that in both cases using (3.1) leads to a similar number
of jumps. We beheve the benefit of the higher order dynamics here are the robustness of performance for different
values of E and 2-. This is especially for using A3 and A,. Finally we note that despite similarities between Us
and Uj there are 51gn1ﬁcant features that are different: the sharpness in the confinement, the shape and number of
attracting wells and the shape of barriers that obstruct crossing regions in the state space. This will have a direct
effect in performance, which can explain the difference in performance when comparing Figures 3.3 and 3.4; Us is
a harder cost function to minimise.

The selection A = Ay, shown as the middle row in each of Figures 3.2, 3.3 and 3.4, does not satisfy the probably
superfluous symmetry assumption as stated in the introduction, but it is noteworthy that the performance varies
to such a large extent for different U and that any optimality of A, left as future work, could change depending on
whether the symmetry assumption is in place.

4 Proofs

4.1 Notation and preliminaries

Unless stated otherwise, d; is used to denote the partial derivative with respect to ¢ with T} fixed (whenever its
operand depends on T}), whereas % denotes the full derivative in t. In addition, V denotes the gradient in R2*+™
space and d¢ will be used for the Lebesgue measure on R?"+t™. The notation 1g will be used for the indicator
function on the set S.

Recall the standard mollifier ¢ : R — R to be:

-1
1 1 .
ex?-1 ev *1d if —1<z<1
otey = {7 (Fae7 ) -
0 otherwise,
1 x

Let (£2,F,P) be a complete probability space and F, t € [0,00) be a normal filtration? with (W;):>¢ a standard
Wiener process on R™ with respect to F;, t € [0,00) and (o = (Xo, Yo, Zo) : 2 — R?" ™ an Fy-measurable map
admitting Lebesgue density mg satisfying Assumption 4.
The formal® L?(ur, )-adjoint L} of L, is given by
Li=—(y Ve —VU(2) V) — (2" AV, —y " ATV,) =T, '2TAV, + A: D% (4.2)
Let C* = {f €C>: f > 0}. For @ : C* — C differentiable in the sense that for any f € C$°, g € C*,
- (D(f +59)) () — (2())(¢
OO et P50 = @)

s—0 S

exists for all ¢ € R?"™™ the I'y operator for L§* is defined by

Tpea(h) = %(L;*@(h)—d@(h).(L;*h)). (4.3)

2 In other words, satisfying the usual conditions.
3 See for instance Appendix B in [23]. In the present paper the infinitesimal generators and their adjoints are considered as honest
differential operators acting on smooth functions.
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It will be helpful to keep in mind that L{* does not satisfy the standard chain and product rules, due to the
additional term from the second derivatives in L{*; straightforward calculations give:

Li¥((f) = ¢ (HLTf+ " (V- (AV]) (4.4)
Ly (fg) = fLi(9) + 9Ly () + V- (24°Vyg) (4.5)

for all f,g € C>* and ¢ € C>®. Note Vf - (A°Vf) and V[ - (2A°Vyg) are respectively the carré du champ and its
symmetric bilinear operator via polarisation for Lg*.

In addition, for a scalar-valued D; and a vector-valued operator Ds both acting on scalar-valued functions, denote
the commutator bracket as follows:

[D1, D3)h = (D1(D3h)y — (DaD1h)4, ...,D;l(DQh)dD2 — (Dngh)dD2) (4.6)

for h € C*°, where dp, € N is the number of elements in the output of Ds.

Let € > 0 and consider the perturbed system

dX§ =YS dt + (T VU (XF) dt 4+ dW}), (4.7a)
dYf = =V,U(X{)dt + N Z dt + e(=T, 'Y, dt + dW}), (4.7Db)
dZf = —\Yfdt — T AZf dt + 5 dWP, (4.7c)

with (X§, Y, Z5) = (Xo, Yo, Zo) restricted as in Assumption 4, where W}, W2, W2 are independent n-dimensional
and m-dimensional Wiener processes. As before, the law and density of (4.7) will be denoted by mg along with

g = 9
dur,
Let the linear differential operators S¥, SY and their respective formal L2-adjoints S¥' and SfT be given by
SF = T ', U -V, + Aq, Sy =T 'y -V, + A,
ST =T, "LU -V + T, AU + Ay, ST =T,y -V, + T, 'n+ A,
so that the generator, denoted Lg, associated to (4.7) is given by the formal operator

Ly =Ly + e(Sf +57).

Note that the formal L?(ur,)-adjoints of SF and S} coincide with S¥ and S7, so that the formal L?(ur,)-adjoint of
Lg, denoted Lg*, is
Ly = Lj + e(Sf + SY).

For any ¢ € C*® and f : R?"»*™ — R smooth enough,
Li(6(f) = ¢'(f)L(f) + " (NHITE(S), (4.8)

where [ is the carré du champ operator for L§ given by

1
IE(f) = §L§(f2) — fLi(f) = V[ (AVf), (4.9)
A€ € R@ntm)x(2n+m) Jenotes the matrix with entries
e if1<i=j<o2n,
Afj = A onjon f2n+1<14,5 <2n+m,
0 otherwise

and A; ; denotes the (i,7)"™™ entry of A.
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4.2 Auxiliary results

For the next result, the space of smooth functions that will be used is from [15]: let C5, = C;%.(Ry x R***™) be the
space of real-valued functions f : R, x R?"*™ — R such that

1. f is measurable with respect to B(R ) @ B(R?"+™),
2. for all t > 0, f(t,-) is smooth and f is bounded on compact subsets of R~ x R2n*™,

Proposition 7 Under Assumption 1, 8 and 4, for allt > 0 and € > 0, the unique strong solution (X§,Y)S, Z5) to
(4.7) is well-defined and there exists some constant k > 0 such that

E[|X5]” + Ve + | Z6°] < eE[|Xo| + |Yol* + | Zo]*] < oo (4.10)
Furthermore, for all time t > 0, the law of the (Xf,Y, Zf)

— admits an almost-everywhere finite strictly positive density, also denoted mj, w.r.t. the Lebesgue measure on
R2n+m’

— s the unique integrable distributional solution to

oy = (L] + €(SfT + 877 )ymg (4.11)
mgy = mo,
where L, is the formal L?-adjoint of L;.
Finally when € > 0, me and its partial deriative in time belongs in Cp*..

For the notion of integrable distributional solutions, see p.338 in [7].

Proof Existence and uniqueness of an almost surely continuous Fi-adapted processes follows by conditions (2.4)
and (2.6) using Theorem 3.1.1 in [67]; in addition, (4.10) holds by the same theorem. For the claim that the law
admits a density, we will apply Theorem 1 in [40] for the case of an arbitrary deterministic starting point. First,
condition (H1) in the same article is verified. Take the sets ‘K,,” to be

2n+m

K, = [I [-».7]

i=1

for all p € N. The unique solution to (4.7) with a deterministic starting point (Xo, Yo, Zo) = (20, Yo, 20) € R?F™
satisfies the same bound (4.10) as before when initialising from mg. Moreover, for the random sets

Sp={s>0: (X, X, X}) € Kp,0 <u < s},

for p € N, the solution (X,f, Yf, Zf) to the stopped stochastic differential equation

AX{P =1z, (t)(YOP dt + (T, *VLU(XPP) dt + dW}E), (4.12a)
AP =1z, ()(~VeU(X;P) dt + AT Z9P dt + (=T, Y0P dt + dWE)), (4.12b)
AZg? = 1=, (t)(-A\Y, P dt — T,V AZPP dt + 2 dW), (4.12¢)

is well-defined by the same Theorem 3.1.1 in [67] and the corresponding bound

E[|XP12 + [V + 1 Z972] < e (lwol® + [yol + |20]%) < 00

€
Yt/\sup Ep

holds. Identifying (X?, VP, ZEP) = (X¢

FAsup E,> s Zinsup =,) @-S. yields that? for any 7 > 0

| —

]P(lnf{t 2 0: (Xtﬁvy;,e? ZtE) ¢ KP} S T) S QE[‘X‘IG'/\SUPEP|2 + |Y—7'6/\supE'p|2 + |Z76'/\sup3p|2]

KT

2 2 2
3 (|zol™ + lyo|” + [20]7)

a3

<

3

4 Alternatively Corollary 1.2 of Section 5 in [24] can be used.
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and in particular that for any 7 > 0,
P@nf{t > 0: (X[, Y, Z;) ¢ K,} <7) -0 asp— oo. (4.13)

Suppose for contradiction that with nonzero probability, the increasing-in-p random variable inf{t > 0 : (X5, Y}, Z5) ¢
K,} converges to a real value as p — co. Then there exists a time 7 > 0 such that with nonzero probability,

inf{t >0: (X5, Y5, Z5) ¢ K,} <7 VpeN,

which contradicts (4.13). Therefore condition (H1) in [40] holds for (4.7). Condition (H2) in the same article holds
due the K, being compact and the smoothness assumption on U. It can be readily checked that the local weak
Hormander condition (LWH) in [40] also holds at any (¢,y0) for any r € (0,¢) and R > 0. Therefore by Theorem
1 in [40], due to our Assumptions 1 and 3, the solution to (4.7) with a deterministic starting point ¢, € R27+m
admits a smooth density p;° € C>°(R?"*t™) for all ¢ > 0. Moreover by Theorem 2 in [40], for any fixed ¢ € R?"t™

R27Hm 5 ¢ ps(¢) is lower semi continuous and hence measurable, so that the R U {+oo}-valued function on
R2n+m,

/R o P$mo(déo), (4.14)

is integrable by Fubini’s theorem and so is almost everywhere R-valued on R?"*™. By Ito’s rule, (4.14) solves (4.11)
in the distributional sense. In addition, (4.11) is the unique integrable solution by Theorem 9.6.3 in [7], which
requires for any 7' > 0 that there exists V' € C?(R?"*™) such that

1. V(z) — o0 as |z] — oo and
2. for some constant Cy > 0 and all (z,t) € R?"*™ x (0,7), it holds that LV > —Cy'V and |[VV| < CyV.

Setting V(x,y,2) =14+ U(x) — Uy, + % + ? and calculating

|2
2

2
L (U(:c) + % +

1 ) 1, 1 .

) —e( Tt|VzU| + AU Tt|y\ +n) th Az +TrA (4.15)
it is clear from assumptions (2.4), (2.6) and either (2.7) or (2.8) on U that these conditions are satisfied since T is
finite; therefore there is a unique integrable solution to (4.11) in the sense of p.338 in [7]. The expression in (4.14)
is thus the density for the law of the solution to (4.7) with initial law mg at time ¢.

For € > 0, the time-depending law of (X§,Yy, Z;) and its partial derivative with respect to time belongs in C;°,
by Theorem 1.1 in [15] because (4.14) satisfies (4.11). 7
For positivity of the density where ¢ = 0, the steps in Lemma 3.4 of [51] can be followed; the associated control
problem has the expression

d Qt Pt
Fl P =1 U@+ ATV . (4.16)
Vi —\P, — T, AV, + X4

It suffices to show that given any S > 0 and any pair (Qo, Po, Vo) € R***™ and (Q*, P*,V*) € R*"*™ there
exists a control U : [0,00) — R™ such that the solution (Q:, P, V;) to (4.16) starting at (Qo, Po, Vo) satisfies
(Qs, Ps,Vs) = (Q*, P*,V*). Fix § > 0,¢ > 0, (Qo, Po, Vo) € RZ™ (Q*, P* V*) € R¥™_ Using the mollifier
(4.1), let

vi=p1x1

% 700,%]3

where % denotes convolution. Define a smooth function Q. : [0, S] — R™ by

Qi = ((—VU(Qo) + /\Tvo)g + Pot + Q0>z/(;> + <(—VU(Q*) + /\TV*)g + P*t + Q*)z/(l - ;) (4.17)
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which satisfies

Qo = Qo, Qs =Q",
dQy dQ, .
W(O)*Po, 7 (S)=rp
Define P. : [0, S] — R” through
5 _ dQ;
= . 4.1
Fi="G (4.18)

For V. : [0, 8] — R™, V. : [0, 5] — R™ is defined with

V= AN <VU(Qt)+32K VUQu)y *P"t*QO) (;>

At ) R S () [

where (ATA)~! exists by A having rank n. Note that Vt satisfies VO =V, and Vs = V*. Let the smooth function
U :[0,00) — R™ be given by

v oo av;
dt

i L AP+ Tﬂ‘”@) U(O) =0. (4.20)

For this U, the solution to (4.16) with initial condition (Qq, Py, Vo) is (Qt,Pt, ‘7,5) by construction; its uniqueness
is guaranteed by considering the system satisfied by the difference between two supposedly different solutions
(Q%? Ptlv V;El) a‘nd (Q%? Pt27 ‘/;2)

d Q% - Q? Ptl - Pt2
S| Fe - B2 = | -VU@Q) = VU@)) + AT (V] — V)
Vit = V2 —MP} = P?) = LAV = V)

and the time derivative of |Qf — Q?* + |P! — P?|* + |V,! — V2|2, using (2.4) and the mean value theorem on
IVU(Q1) = VU(Q?).

With non-zero probability, the path of Brownian motion stays within an e-neighbourhood of any continuously
differentiable path, in particular of U. Positivity of m, follows by the support theorem of Stroock and Varadhan
(Theorem 5.2 in [72]). The above construction for the € > 0 case follows with a simple modification; equation (4.16)
becomes

el P — eVU(Q,) + €4
S| P = | -VU@)+ ATV, a2 |, (4.21)
Vi “AP;, — Ty AV, + 5490

so setting < dUl = VU(Q,) and % — P, together with (4.20) gives the solution (4.17), (4.18) and (4.19) to equation
(4.21) and concludes the proof.

Remark 3 For smoothness of the density, the results in [75] can also be considered, but there the assumptions are
slightly mismatched. Firstly, the statement assumes boundedness of 9V for any multiindex o where V' would in the
case here be any of the coefficients appearing in (1.3), which fails for |o| = 0. Secondly, in case of (A.1), condition
(i) fails and in case of (A.2), condition (i) fails due to Vj. Both of these pedantries seem possibly unneeded in the
proofs but we avoid this in favour of the more recent work [40].

The results below up to Proposition 10 are directed towards showing dissipation of a distorted entropy as required
in the proof of Theorem 5.
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4.3 Lyapunov function

Lemma 1 Under Assumption 1, 8 and 4, there exist constants a,b,c,d,é > 0 independent of € such that R :
R2ntm+l 5 R defined as

o w |Z‘2 T -1 1
R(z,y,2,Ty) = Ulx)+ 5 + 5 + Ty A z+2x-y (4.22)
satisfies
alle? + |y +|21) =d < R(x,y,2,T) < (e + |y +|2*) +d, (4.23)
and there exists 0 < ¢ <1 for which € < € implies
d
LR < —cT,R + — (4.24)
T,

Proof By the quadratic assumption (2.8) on U and boundedness Assumption 3 on Ty, it is clear that there exists
0 > 0 such that the first statement (4.23) holds with d = max(|Uy,|, |Uy|) for all 6 € (0, ¢]. For the second statement
n (4.24), fix § > 0 to be

. 473 [Al To .12 2 9 2]t
6 <min | 4,1, L (Sust) ,[(+1+ A1 (su T5> +2(|AI + DAt ,
( (r2 + 1)supeso Ts '\ >0 2 2ry 1 ’ ‘ 3218 (4] )| |
(4.25)
where || is the operator norm here and A, > 0 is the coercivity constant of the positive definite matrix A. Consider
each of the terms of L§(R) seperately.
|22

|y|2 1 2 Lo L+
[16 i/ _— _— = —_ = T AZE —_ — —_ — A ’I‘I‘A. 4.26
t( (.I')+ D) + D) € t|CU| + U t|y‘ +n tZ z+ ( )

1 1 1
N e 2rU,) + n|D2U |0 — —|yl* +n ) — ==2" Az + TrA, (4.27)
T; Ty Ty

where the last inequality follows from (2.5) and VU -z < inU >+ 7"51|1:|2 Using the quadratic bound (2.6) on
V.U, we get

Li(y" A1) = =T 'y " A e = VUM 2+ 22— |y =T 2T A ) Ty (4.28)
2
< BT L or2(ap + Pl + QMUP PP el
4 47"2 T1
r r 3 T2\ 12 _ 12
< 2Lz + 4—1Ug — Z|y|2 + (1 + 2 AT 22 (AP )Y >|z|2. (4.29)
T2 1
Then using also (2.5) for VU -z, we get
Li(z-y) = —€el; 'y - VU — el e -y + |y> = VU -2+ 2" M (4.30)
2
1 U, !
et (2o D)er w4 %) vl -l s i+ B e s
Combining (4.22), (4.27), (4.29), (4.31) and taking € < 1,
€ _ TE€ |y|2 | ‘2 Ty—1 @ .
Li{(R(x,y,2,Ty)) = L | U(xz) + = 5 +— 5 + 0T Li(y A 2) + 5 Li(x - y) (4.32)

1 1 2er U,
ath| =T gyl — 2T Az 4 O 611

t

K
+ 0T, [ AT <1+ rz]A‘1|2+2Tt2(|A|2+1)\>\‘1|2)]|z|2.

2ry 1

ST, oT,
+el; ! [(4@ +1) - 7’1) x| + <2t - 1> y|2], (4.33)
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where 0 < C = n(|D2U|s + 1) + TrA + 5“ 2 sup o Ts + 06Uy (3 + mp%) Therefore for § satisfying the bound
(4.25), the first square bracket term satlsﬁes

AT|? T\ 1,2 1 !
5Tt[|2rl|+(1+rj|)\ Yo 2 2 (AP + DAY ﬂ §(supT) Aclzl?

and the second square bracket term is negative, where the assumption that T; is bounded above for all time has
been used. Rearranging,

2er Uy
T;

] 1 A,
Li(R(x,y,2,T;)) < 5T |33\2 5Tt1|y\2 - mMQ +C+

S

< chtR +O'T

where ¢ > 0 is small enough, C’ > 0 is large enough and the right inequality of (4.23) has been used. The result
follows using d = max(C’, |Unl, |Unr])-

Lemma 2 Under Assumption 1, 3, 4 and for0 < e < €, the solution (X5,Y,S, Z5) to (4.7) is such that W

1s bounded uniformly in time t and in e.

Proof Tt is equivalent to prove the result for R + d > 0 in place of R. Let R; := R(Xf,Yf, Zf, T;). Consider the
following terms separately for ¢ > tg,

d

SB|(Ry + )] = OE((R, + )] + T/0n Bl(R, + d)]. (4.34)

Firstly, by (4.22), the left hand bound in (4.23) and the Assumption 3,

1
T,01,E[R; + d] = T|E {5<(y;fwzt +5X; - Ytﬂ

|

< ?E[Rt +d] (4.35)

1
< VB [5|(ve) A 25 4 5 e

for a constant B > 0 independent of €. The exchange in the order of differentiation and integration is justified by
the right hand bound of (4.23) together with the mean value theorem and the fact that for any 7' > 0 the inequality

2 2
IE[ sup |Xf2} —E[( sup |X§|> } —E[( sup > ]
0<t<T 0<t<T 0<t<T

T
< K}E/ (1+ X+ Y5 )ds < 0o (4.36)
0

t t
Xo+/ (Y;+e(—Ts’1VIU(X§)))ds+c/ dw}
0 0

holds for some constant K+ > 0 depending on T but independent of e (using ¢ < €'), where (2.6), (4.10),
Jensen’s inequality and Doob’s maximal inequality have been used. Similar expressions for ]E[supOStST\Yf|2] and
E[supo< < 7| Z{|*] hold.

Considering together with the other term in (4.34), by Ito’s rule and for ty < s < t,

t t
ER, — ER, :IE/ (T'0r,R + LSR) (XS, VS, Z¢, T, )du:/ E(T!0r, R + LS R) (XS, YE, 25, T,)du,

ur T u? ur T u
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where the last equality follows by Fubini, (4.35) and (4.32) together with (4.26), (4.28), (4.30), (2.4), (2.6), (4.36).
Property (4.24) from Lemma 1 and (4.35) give

t
E[R; + d] — E[Rs +d] < / (51@[& +d] + E[—-cT, R, + dTul]) du

< /: ((lj - cTu)]E[Ru +d] + B'Tu1>du (4.37)

for a constant B’ > 0 independent of ¢. In order to obtain a differential inequality for all ¢ as opposed to almost all
t from Lebesgue differentiation theorem, the above expression can be divided by ¢ — s, mollified in time with (4.1)
for 0 < k£ < 1 and have s — t taken as follows. For ¢ >ty + 1,

t41
lim i / ot — u)(E[Ry+e + d] — E[Ry—c + d])du

é—0 26 t—1
1 [t uté B
< lim—A/ gok(tfu)/ ((cTu/>E[Ru/er]JrB'TJl)du'du
=0 2€ ;4 A u/
t+1 uté
< t Jim — B o B[Ry +d + BT ) dud
=/ o —u)ég})% - =~ T [Ry +d) + o dudu

1

_ /:H on(t — u)((<f - cTu>]E[Ru +d+ B’Tul)du,

where the second-to-last inequality follows by Fatou’s lemma and dominated convergence; the last line follows from
the Lebesgue differentiation theorem. In other words, for §: Ry — R given by g(t) := Bt~! — ¢T}, it holds that

% (ou *BIRu + d) (1) < (pr = (GBIRs +d] + BT (1)

B -1
< | — — i ’ . .
- (t -1 Ct—1gslf§t+1 Ts) (pr * E[Re +d))(t) + B (t—lgslfgtJrlTs)

Using Assumption 3, we get

!

“onw B[Ry +d)(6) < 5 (n(t + 1) (o = ERu +d)(0) + T In(t + 1)

for ¢ > tj, where t§ > to is such that £Z- < for t > 3. Then, for t > t§,

cE
21In(t+1)
d B ('t (In(s —lds B/ @t*ns —lds

(e 7 Ji(n(s+1)7d (or * B[R +d})(t)> < Eln(t—k 1)e? JOn(s+1)"1d

)

dt
(pr * E[Ra +d))(t) < (pp * E[Ra + d))(t5)e ? JamH)7ds

! B’ cE [t 1
+/ fln(s—l—l)e—Tfs(n(u-H)) du g

to

B [ ey 1
< (¢r * E[Re + d])(t5) + 5 / In(s + 1) e~ 2 J(n(ut1) " du gy
5

B’ ¢ )
< (¢ * E[Re + d))(t5) + — In(t + 1)/ e~ T (79 g
tg
* Q(IH(t+ 1))2 —<E (In 1)~ (=t
< (@k *E[R.“i’d})(to)‘i’B/T(l*e 2 (In(t+1)) 7 (¢ tO))
2(In(t + 1))?

< (pr xE[Re +d])(t5) + B’ 2
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Using (4.37),

t t

or(t—k—s)ds < / or(t — k — s)E[Rs + d]ds + g(2k) (4.38)

E[R, + d] = B[R, + d] / »

t—2k
for some g : R — R satisfying g'(k’) — 0 as k' — 0, so that for ¢ > ¢ + 2,

2(In(t — k +1))?
cE?

E[R: +d] < (¢ * E[Re + d])(t5) + B + g(2k),
where the first term on the right can be bounded independently of k via Proposition 7 and (4.23) in a similar spirit
to (4.38). The result follows by taking k& — 0.

Corollary 1 Under Assumption 1, 3, 4 and for 0 < e < €, the solution (Xf,Y)S,Z5) to (4.7) is such that

ENXE1241YE24|ZE12] . . . . .
l tl(lj(‘eltl))t‘ I s bounded uniformly in time and in €.

Proof By the lower bound on R in (4.23),

R(XE,YE, Z6,Ty) +d
E[XS + [P + 2] < B| RELYEZLT) T

a

which concludes by Lemma 2.

4.4 Form of Distorted Entropy
For € > 0, let H¢(t) be the distorted entropy

| 2

OV, RS + 8S0(Vyhs + A IVLRS)|P |V, kS + S1ATIVL RS ~
He(t) _ /(‘ t 0( ;jlét t)| + ’ y'it ;E t + 6(Tt 1)h§1n(h§)>d‘u1}, (439)
t t
where Sp, S1 > 0 are the constants

So == (1+ |D2UI%)3, (4.40)
Sy =24 2852 4+ 10245, (4.41)

and  is a second order polynomial (see (4.44) and (4.50)) to be determined by Proposition 8 and independent of
€.

Remark 4 This particular expression for H is not necessarily the best possible choice. However the above is a
working expression and optimality is left as future work; see also [64].

We now present an auxiliary result which can be found as Lemma 12 of [55]. We state this along with its proofs
from [55].

Lemma 3 For
_|MVA]?
= T

®*(h)

where M is matriz-valued,
(MVh) - [Ls*, MV]h

FL%*’@* (h) > h

holds for all h € C2°.

Notice the ¢* appears in the first two terms of H(¢).
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Proof The second term in definition (4.3) of I'Lex ¢+ (h) can be calculated to be

Ls*h
h2

2
—d®* (h).L§"h = =3 (MVh) - (MVL{"h) + |MVh|.

Using (4.5) and (4.4) for Lg*, the first term in the definition of I' ¢+ ¢ in (4.3) can be calculated to be

_1
" h

_2 ((MVh) L{FMVh+» V(MVh); - (AEV(MVh)i)>

L@ (h) = 1L (MR + [MVBPL (1) LS A (VR (A (TR),)

h h?

h

1 4
+ |MVhLS* <h) —Zﬁ(MVh)th (AV(MVh);),

(4.42)

where the last summands can be bounded below because A and A€ are positive definite, that is, for v, w € R?*t™

and ¢ € R, we have
(cv —ctw)TA(ev — ¢ tw) = v T AU + ¢ 2w A%w — 20T A%w > 0.
Therefore, for all 7,

4 2

which produces the bound

2 1 2
L (@%(h) > 3-(MVh)-L"MVh + |MVh|2L§*<h) - WMVhFVh- (A°Vh).

Combining this with (4.42) then using (4.4) and noting
[Li*, MV]h = (Ly"(MVh)y — (MVL{Rh)1, ..., L (MV Rh)2nim — (MV LT R)2ntm)s

we get

I'pex g (h) >

h h?

(MVh) - [LS*, MV]h.

S = =

Using Lemma 3, the following proposition shows the distorted entropy (4.39) is a useful one.

Proposition 8 There exist [y, b1, 82 > 0 independent of € such that for 5 : R — R given by

B(x) =14 Bo + Bz + P,

the operator ¥r,,

_ [2%h 485y (Gh+ AR AL SIATIVLA[

W, (h) ; . + B(T;)hn(h)

for h € C°, satisfies

h 2
I'rex vy, (h) > ‘Vhl

for all0 <e<1.

33 (MV);Vh - (AV(MVD);) > —%(MVh)?(Vh) CAVh = H(V(MVR);) - AV (MVh);,

s 1 e 1 LS h 1 .
(MVh) - [L§*, MV h + 2|MVh2(Lt (> + = ) ~ ﬁ|MVh|2Vh - (A°Vh)

(4.43)

(4.44)

(4.45)

(4.46)

20



Remark 5 By, B1, B2 depend on |D2U]|., |A| and
32 i= max (]AP, TP TP A AT (4.47)

H satistying property (4.46) is crucial for proving dissipation in Proposition 10.

Proof Let @1,94,P3 be the terms in ¥r,,

2V 4 850(Vyh + AT VLR)

b1 (h) 0 , (4.48a)
Ba(h) i |V, h + SZA1VZh|27 (4.48b)
®y(h) := hln(h). (4.48¢)
Note that the I's operator is linear in the ¢ argument by linearity of L{*, so that (4.46) can be written as
Ige @, (h) + Tige @, (B) + BT ) g 0 (h) 2 W:'Z

Consider I'ze+ g, first. Using the definition (4.3) of I'zex ¢, the product and chain rule (4.5) and (4.4) for Lg*, and
the coercivity property of A, we get

1 1
Iugea,(h) = 3 ((m LR+ 2 Vh- (AVh) = (1+In h)L;*h)

1 €
= 55 V- (A°Vh)

Y

1
ﬂ(emhﬁ + €| Vhl® + A V.h[?). (4.49)

Since the goal is to show (4.46), the availability of (4.49) counteracts any negative contributions in the z-
derivative term, and any order € contributions in the z- and y-derivatives, from I'Le+ ¢, and 'L+ ¢,; this counter-
weight materialises as 3.

For I'pex ¢, and I'res g,, So > 0 and Sy > 0 as in (4.40)-(4.41) are used. Lemma 3 gives

hlp: @,(R) > (Y + SIAN Vo) - [LE*, YV, + S1IAT'V ]
= (Vy + SIN V)R- (Ve = ATV, + €TV, + S1V, + ST, P AT AV, )R
= Voh -Vyh =Vyh - (N V.h) 4 €T Vb + S1|Vyh+ SiT V- (A LAV, )
+S1Veh - ATIVLR) — Si(ATIVLR) - (AT VLA) + €T 1S VR - (ATIVLA)
+ SiVyh - (ATIVLR) + ST H(ATIVLA) - (ATEAVLA)

In order to get a bound in terms of (9;h)? terms rather than 9;hd;h terms, we bound the 9;hd;h terms in the
following ways,

Voh -V,h > —%|th|2 _ %\Vyhﬁ,
b (NV.R) > —é|Vyh|2 _ g|>\T|2|Vzh|2,
STy (T AVR) > |V ST A LA VAP
S19h - (NIVaR) 2 L [Vahf? — 82N 9P,
T, S1V,h - (ATIVLh) > —eTy Vb — isz;lef\vth,

1
S#V,h - (A\"'V,h) > —6|Vyh|2 - ;Sf|x1|2|vzh|2
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and using (4.47) gives
hIp: @, (h) > —|Vih|? + (1 + 2852 + 102453) |V, A|*

1~
— 5/\2 (3 +28; + 5§ + 351 + S;T; ! <|A| + ;) + 3512Tt‘2|A|2> IV.h[%.
Lastly, I' e« ¢, compensates for the negative z-derivative:

hlpes @, (h) > (2V, 4+ 850(Vy + A'VL))h - [L*, 2V, + 850(V, + A~ V.)]h

= 2V, +8S0(V, + A 'V )h - (—2(D2U)(V, — €Ty ' Vs)
+850(Ve + €T,V — ATV, + V, + T, 'A71AV,)h

= ((16Sp1I,, + 4€T, ' D2U)V,h) - Vieh + 2V, h - ((=2D2U + 8So(1 + €T} 1) 1,,)V, )
+ 2V, h - (8So(—AT + Ty *ATYA)V,R) + (64521, + 16S0eT; * D2U)V,h) - Vyh
+ 850V, h - ((—=2D2U +8Sy)Vyh) +8SoVyh - (8So(— A" + T, 'AT1A)V,h)
+ (64521, + 16SgeT, ' D2U)V,h) - (A\"1V,h)
+ ((—16SoD2U + 64S3(1 + €Ty 1) 1,)Vyh) - (A\"'V,h)
+64S2(ATIVLR) - (AT + T IATTA)VLA).

Bounding the 0;h0;h terms as for @, using (4.47) and (2.4) yields

hIp: ¢, (h) > (16So — 4€T, | D2U| )| Vih|?
- (2|th|2 + 2| D2U|2 |V, h|? + 8(1 + €T Y) |V, h|* + 8S2(1 + eTt_1)|Vyh|2)
— (2AV.hP + 325332 (14 7,241 )[V.4P%)
- ((1 + 8S0eT V| D2U )| Vah|? + (10245 + 8506T;1)\vyh|2)
- (1650|D§U\M|Vyh\276453|vyh|2> - (325§|Vyh|2+ 32522 (1 +T;2|A|2)|vzh|2)
— ((1+ 8S0eT; M| D2U ) Vbl + (102488 + 8SoeT; )32 V.4P%)
- ((2|D§,U|§O +3282(1 + eTgl)) IV, + (3252 + 326T;153)12|vzh\2)
- 645‘35\2(1 + T;2|A|2> V. h)?

> (2 42+ (1 453)50)61;—1) IV,h)% + (sg(_zs —102452) — 85p(1 + 550)6T;1) IV, h|?

- (S§X2(160 + 1287 2| A® + 102452) + 8SoA2(1 + 450)6T;1) V.02

Matching powers in 7, ' to take

1, s 1c

By = A—(S§A2(160 +102453) + 5/\2(3 + 2851 + 57 +351)) (4.50a)
1 N 1. 1

b=~ (4(2 + (1+485)S0) + 830(1 + 590) + 850 A% (1 + 45) + 5 A* (512 (IA + 2))) (4.50b)
1 N -

Bo=— (12853A2|A2 + ‘;’A255|A|2>, (4.50¢)

using € < 1 and putting together the bounds for I'res ¢, I'ex @y, [Le 3, gives (4.46).
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4.5 Log-Sobolev Inequality

Proof of Proposition 1 Firstly, the case that U satisfies (2.7) is dealt with. The standard log-Sobolev inequality
for a Gaussian measure [35] alongside the properties that log-Sobolev inequalities tensorises and are stable under
perturbations, which can be found as Theorem 4.4 and Property 4.6 in [37] respectively, yields the result. In
particular,

/hlnhd,un = /(hlnh—h-l—l)dﬂTt

i dox|24 v
< /(hlnh— h+ 1)2516_%6_7‘%(“101‘ it )dxdydz
7i /hln he™ #; (lacel”+ )dxdydz
5 T, h ol Ll L
<e - max ( 2t , Max 4atl2>ZTt |Vht| (‘a e+ -+ )dxdydz

Up —Unm Tt Tt |Vh|
<e T max <2a4a72n)/ h ——dpyr,,

where the first inequality follows by (2.7) since xInz —x + 1 > 0 for all > 0, so that
C’t(o) = max (2 am2) 4t U =Un) T}

For the case where U is a nonnegative nondegenerate Morse function satisfying (2.8), the inequality in the z-

marginals is taken as a consoquencc of Corollary 2.17 in [52]; for the announced form (2.10) of C’ () equation (2.18)
(0)

ls

in [52] can be used by taking t,, (0) large enough such that for ¢ > ¢
with the inequality for Gaussmn measures concludes.

T; is small enough. As before, tensorisation

Proposition 9 Under Assumption 1, 2 and for e > 0, there exists constants t;s, A, > 0 and a finite order polynomial
r: Ry — Ry with coefficients depending on U and \ but independent of € such that the distorted entropy (4.39)

satisfies
)<, / v

Co= Aot r(T] ) BT, (4.52)

(4.51)

where for t > ts,

Proof Given Proposition 1, only the first two terms in the integrand of H€(t) are left, which lead directly to the
inequality corresponding to A.,.
4.6 Proof of Dissipation

Lemma 4 below constructs a sequence of compactly supported functions that are multiplied with the integrand in
H(t). It gives sufficient properties for retrieving a bound on 9, H (t) after passing the derviative under the integral
sign and passing the limit in the sequence of approximating initial densities. The key sufficient property turns out
to be (4.53) below.
Let oy be given as in (4.1),

Vi = Pk * ]l(—oo,kQ] S 1

for k£ > 0.
Lemma 4 For k > 0, define the smooth functions n, : R2"m+ 4 R
nk = vp(—In(R + 2d)),

where d > 0 is the same as in (4.23). The following properties hold:
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1. m is compactly supported;
2. mi converges to 1 pointwise as k — oo;
3. for some constant C > 0 independent of k, t and 0 < ¢ < min(1,¢)

CcT !
Lin, < kt : (4.53)

Proof By the quadratic assumption (2.8) on U and the bound (4.23) on R, R grows quadratically and in particular
for an arbitrarily large constant R(5) > 0, a compact set K can be chosen such that R > R(g) in R2n+m\ K along
with the support of v, being bounded below, the first statement is clear. The second statement is also trivial to

check.
For the third statement, using the chain rule (4.8) and (4.9) for Ly,

Linm = —vly (= In(R + 2d))L§ In(R + 2d) + v/, (— In(R + 2d))(V In(R + 2d)) T AV In(R + 2d).

It can be seen that v/, and v/, are estimated by terms at most of order m~1; to see this, for all x € R,

2

@)= [ o=y = [ entla

so that
0> v, (z) = —pm(z —m?) > —m™ " max
and
vy (z)| = |<P;n($ - m2)| <m ?max .

Therefore there exists a constant C' > 0 such that
L§nm < —vh, (= In(R + 2d)) max (0, L§ In(R + 2d)) + m ™ max ¢'|(VIn(R + 2d)) " AV In(R + 2d)|.
< é(m—l max (0, L§ In(R + 2d)) +m ™~ ?|(VIn(R + 2d)) " AV In(R + 2d) y).

A calculation using property (4.24) with (4.8) and (4.9) for L¢ reveals
LirR (VR)TA°VR
R+2d (R+2d)?
—c,R+dT7" (VR +|V,R[°) + A|V.R/?

LS In(R + 2d) =

= R+2d (R + 2d)?
_ —T(R+d)+chid+dT " e(|VuR” + |V R)?) + A V. R|?
- R+2d (R +2d)?
(VIn(R +2d))T AV In(R + 2d) < (|A| + 2)|V In(R + 2d)|*
VR |?
— (41+2)| e

which are bounded above as claimed considering (4.23) and that VR grows linearly in space and is uniformly
bounded in time.

Remark 6 Lemma 4 is different to Lemma 16 in [55]. We believe the first few equations in the proof of Lemma 16
in [55] contain a sign error; as a consequence the proofs in [55] beyond that point require significant modifications.
Here we address this by modifying the truncation arguments we require proving (4.53) instead of Lemma 17 of [55].
In addition, the finiteness of the distorted entropy is required, which is the reason for using the perturbed dynamics
in (4.7) and then later taking e — 0.

The proof of Proposition 10 follows in the direction of Lemma 19 of [55].
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Proposition 10 Under Assumption 1, 2, 3 and 4 and for 0 < e < min(1,€'), it holds that for any 0 < a < %(17%)
there exists some constant B > 0 and some ty > 0 both independent of €, such that for allt > ty,

l

1 1- %2«
He(t) < B(t) . (4.54)
Proof Consider for ¢t > 0 the auxiliary distorted entropies
. 2V, he + 8S0(V,he + A~ 1V.hS) Ve + SIAIVLAG I
i = ! T Iy L s mmin) Y

- / (@ () + Do (h) + BT, V)3 () dur,
- / e, (hS)dir, (4.55)

where h§ = mg,uil is as defined (2.3), @1, P2, P3 is as in (4.48) and 7y, are as in Lemma 4. Due to 7, the order
between the time derivative and the integral can be exchanged:

d
SGHE® = [ 000, (0 dm, + 7 [ i, (0, (45 oy (4.56)

The terms will be considered separately. Since mS is the density of the law of (4.7) and L¢* is the L?(ur,) adjoint
of L, by Ito’s rule for smooth compactly supported f on R2%+m,

[ o =o [ mi= [ Limi= [1if 0 = [ fLE*( E)Lm (457)

The first term in (4.56) is then bounded as follows.

/ﬁkat(‘f/n(h?))duﬂ = /WdeTt(hi)-athiduTt

8 €
= / nrd¥r, (hy). ’;mt dpr,

Ty

[, ()2 i

= - / 20kl 's= wr, (hy)dpr, + / i (U, (hi))dpr,

= —/277kFL§*,wT i)dpr, + / 1Mk WTf 0+ BT e 71>dMTt

-2 [m 'V,ff i, + B[ (a0 + 57 Y, (458)

using Proposition 8 and Lemma 4, where S(T; ")e™ ! [ L§*nedpr, = 0 is added to force

IA

BT, M) (RSInh +e7 1) >0, sothat @r, (hS) + B(T, e ™ > 0.

For the second term in (4.56), consider the @1 and @5 terms in the integrand niOr, (¥r,pu1,) = MO, ((P1 + P2 +
B(T, 1 ®3)ur,) of Hy(t) with the forms
M;Vn ( T )
pr,

for the corresponding matrices M; and Ms depending on Sy, S7 and A. Applying the partial derivative in T3,

2
€ .
my, 1 =1,2

8Tt (¢’L (hg)/’(‘Tt ) = aTt

(9'1“t (éi(h;)MTt) = —Q(Miv In h; . MiV(’ﬂTt In MTt)mi, (459)
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. Tt (U(x)—&-‘y‘ +\

and using definition (2.2) for pr, and Zr, )dwdydz, gives

= fR2n+7n

—1 -1 —L(U(m)+ﬂ+ﬂ)
8Tt In HT, = /“‘LTt 8Tt ZTt e Tt 2 2

Z_l 2 ?}2 22
_/iil( Z320r, Zr, + ;Qt (U( )Jr%Jr 2 ))6T1t(U(m)+l2+2l)
£

2
-1 1 P, y* |2l
= M, 7HTtZTt or, Zr, + Tzl U(z) + N + >
1 H.E |2 1 VAaNERY
- 2 T2 o5t 4.
/Tt2<U( )"‘ 9 + dpr, + Tt2 U( )_|_ 5 + 5 ( 60)

Note the exchange in differentiation and integration is justified by the quadratic bounds (2.8) on U. Integrating by

parts in y and z (or simply using formulae for second moments) gives ”;Tm for the |y|? and |z|? terms in the first

integral. The integral over U can be dealt with using assumptions (2.5) and (2.6), to be specific:

2 2
/Ud,m g/(a?w\mﬁ—kUM)duTt g/(‘iM(VU-HUgHUM)duTt = W (4T, +U,) + U
1 1

[ vdur, = [ (@ el + U,
2
> [ ( (VU2 - Ug+|x|2>+Um)dm

ro +

2 CL2
> (VU -z —U,) + Uy, \dpr, = —1— (20T, — U,) + Uy,
_/(ml(v £~ U)o+ U i, = 2 (2 - U,)

Plugging into (4.60) gives

1 2 A2 n +m _
P1 (T ) < 8Tt In KT, — = U(J?) + M + ‘ | Tt S P2 (Tt 1) . (461)
T3

2 2 2

o aM n aM Ug o 211?” n afn U, 2
where p;(x) = x— + Uy )22 and po(z) = —Siget+ (e —Un )2
Substituting (4.60) back mto (4.59),

<U(x) + g + |22|2)‘2>m§

< @i(hi)pur, + CT* (1 [of? + [yl + |217 ) g (4.62)

Oz, (Bi(h§)ur,) < (IMNIH B+ 1t

for a constant C' > 0 independent of k and ¢ by the quadratic assumption (2.6) on |V, U |2 and 7, < 1.
For the last integrand in the last term of the right hand side of (4.56), namely the derivative over @3(h$)ur, =

—t In ﬁNTm the left inequality of (4.61) gives

My

ar, (B(T, 1)@3(hf)pr,)
= _Tt72BI(Tt71) (h )/’LTt + ﬂ( )aTt ln T
= 26 ( )(¢3(h6) + e_l)MTt + T 26 ( )e_IMTt - B(Ttil)aTt ln:u’Ttmg

_ 1\ _ _ _ 1
< T2 e i + BT o (T77Y) + g
t

2 2

n-+m 2 z|?
( nE e Ut anloP 2 +|)‘m§, (4.63)
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where in the last step @3 + e~ ! > 0, 81,82 > 0 and (2.8) have been used. Putting together the bounds (4.62) and
(4.63) and applying Corollary 1 yields

[ o i < (1) (Hi(o) + B[+ X0+ P + 1267
<p(77) (12 + €), (4.64)
where p and ¢ are some finite order polynomials with nonnegative coefficients, C > 0, both independent of k and e.
Returning to (4.56), collecting (4.58) and (4.64) then integrating from any s > 0 to t > s gives
t €12 —1
VE, CT, . 1y A
Hi(t) - Hi(s) <2 [ (/nkh'dm + (e )+ 8T e ) + T (1) (Hip (o >+C))du

(4.65)

Fix an arbitrary S > 0. By the square integrability Theorem 7.4.1 in [7], the log-Sobolev inequality (4.51), (2.6)
and the finiteness of second moments (4.10), it holds that

/HE du</ /|Vh dyr, du

_/ o |Vmu+TJ1m€u(VIU+y+z)‘2

- drdydzdu < oco. (4.66)

Then in (4.65) the £ — oo limit can be taken. Due to (4.66), the term denominated by k goes to zero. Applying
Fatou’s lemma (adding and subtracting B(T,fl)e_1 J Mmdpr, wherever necessary for positivity) and using 7, <1,
it holds that for s < t,

HE(t) — He(s) < —2 /t/ |V}i§‘|2dundu + /:|T,;|p(Tu1) (Hf(u) + é)du (4.67)

and for® ¢, < s < t,

Hf(t)—Hf(s)</:((|T;|p(Tu-1) —20;1) “(u )+C\T’|p( ))du (4.68)

Since t* > (Int)% for any p,a > 0 and large enough ¢ > 0, for any o > 0, there exists t; > max(t;,, %), where tg is
as in Assumption 3, and ¢1, co > 0 independent of k, € such that for all ¢ > ¢;,

1 l—«
/ < .
T lp( ) Cl<t> : (4.69)
1\ Bte
—2c;t < 02(t> , (4.70)

where the assumption T} > lr% and (4.52) have been used. Using further that E > E by Assumption 3, then taking
a < %(1 — %), there exists to > t; independent of € such that for ¢ > o,

1 %-‘roz
ITt'Ip(Tfl) —-20, ' < —%(t) (4.71)
and from (4.68), for t5 < s < t,
t 1 %+a R 1 l1-a
He(t) — H(s) < /s ( —c3 (u> H¢(u) + Cec <u) >du. (4.72)

5 ;5 from Proposition 9
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To obtain the corresponding differential inequality for all time, (4.72) can be divided by ¢t — s, mollified with (4.1)
for 0 < k£ < 1 and the limit s — ¢t can be taken:

1 t+1
lim == / or(t —u)(H (u+¢€) — H (u—¢€))du
é—02€ J,_4
1 t+1 uteé 1 %JFO‘ , R 1 -« )
< lim — _ N e 1
,%5% 2¢ /t_1 on(t u)/u_é ( 03( ,) H (u)+Cc1(u/) >dudu
t+1 1 u+é€ 1 %+a . 1 1—a
< - lim — _ = He(u = ,
_/t_1 et “)gl_rﬂ% % /u_é ( cs(u,) (U)+061(u,) )du du
t+1 1 §+a . 1 11—«
:/ @k(tu)<03<) He(U)+C’cl<> >du
t—1 u U

for t > t5 4+ 2, where the second-to-last line follows from Fatou’s lemma and dominated convergence (adding and
subtracting 5(T, He=1 to He for Fatou); the last equality follows by the Lebesgue differentiation theorem. Therefore

1

Gl BN < (57 T e 0 + ¢(9)

for some constant ¢’ > 0 independent of k, e. Setting

1 %+o¢ . 1 -«
— —
71(t) '63<t+1> s () O(t—l)

and following the argument as per [55] from Lemma 6 in [54], there exists t3 > ts + 2, ¢4, ¢5,¢6 > 0 independent of

k and € such that for t > t3,
d t41)Ete
R L RS

dt \ v t—1)t— \t+1 t—-1

so that there exists t4 > t3 independent of k£ and e such that for ¢ > t4,

d 272) ( 272@))
— x HO — —= | (t) < =71 (¢ x HE(t) —
(o= 220 < ) (v () - 228
and consequently
275 (t — [t yi(u)du
o * HE(t) < 2 (t) + g HE(ty)e ™ Jea m(wdn, (4.73)

7 (t)
Finally, from (4.72) (adding and subtracting 8(T,")e™" to H¢), it holds that for ¢ > ¢4 + 2,

H(®) = /t k= s)ds (D) < /t | ult— k= )H(s)ds + (20 (4.74)

for some g : R — R satisfying (k') — 0 as k' — 0, so that (4.73) yields
272(t — k)
T(t —Fk)

where ¢ * H¢(t4) can be bounded independently of k in a similar spirit to (4.74), and taking k — 0 concludes the
proof.

H(t) < 4w He(t)e ™ I "1 | g0,

Remark 7 The annealing schedule T} is chosen to satisfy the relationship (4.71) between C; * and |T}|p (Tt_l).
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4.7 Degenerate noise limit

After taking advantage of the square integrability Theorem 7.4.1 in [7] for the case with a nondegenerate diffusion
term in the proof of Proposition 10, the e — 0 limit is taken to obtain the same dissipation inequality in this section.

Proof (of Proposition 4) From (4.67), for any 0 < s < t and 0 < ¢ < min(1, €’), it holds that
t
m@—m@g/um@fXWw+®m,

where p is a finite order polynomial with nonnegative coefficients and C > 0 is a constant both independent of e.
Therefore, mollifying in time and taking s — ¢ as in the end of the proof by Proposition 10, it is straightforward
that H¢ is uniformly bounded in® 0 < ¢ < ty and 0 < € < min(1,€’). Moreover by Proposition 10, the entropy
f h$In hidur, is bounded uniformly in ¢ > ¢t and 0 < € < min(1, €’). Therefore for any ¢t > 0 by the de la Vallée-
Poussin criterion (see for example [18]), the subset {h$ : 0 < ¢ < min(1,€')} C L'(ur,) is uniformly integrable and
consequently the Dunford-Pettis theorem imposes the existence of a weak limit g; € L'(uz,) for a (sub)sequence
(€i)ien such that e; — 0,
RSt — gy, in L'(ug,) asi— oo.

For any S > 0, any compactly supported smooth test function ¢ : [0,5) x R?"*™ — R, omitting the dependence
on the space variable { = (z,y, z) wherever convenient and using Itd’s rule,

0= lim (my* — gepr, ) (=0 — Ly)ddtdC
1770 J(0,8) xR2ntm
= lim e;my (ST + SY)odtd¢ —|—/ gepr, (O + Ly ) ddtdC —|—/ mod(0, ¢)dtdc,
1—00 (0,8) xR2n+m (0,T) xR2n+m R2n+m
= / gekr, (O + Li)pdtdC + / mo¢(0, ¢)dtdc, (4.75)
(O,S)XRQW"""" R?nﬁ—m

so that in the distributional sense of [7],

{at(gt/m) = L{ (gepr,) onR*™ Vit >0, (4.76)

(gomt,) = Mo.
By Proposition 7, the solution to (4.76) is unique in the class of integrable solutions and since m; belongs in this
same class, it holds that
gtlT, = My
for all t € [0,.5], which is that
ms — my, in L'(ur,) asi— oo.

for all 0 <t < S. By Corollary 3.8 in [9], there exists a sequence (i1} );eny made up of convex combinations of m’
that converge strongly to m; in L', hence a subsequence (1) jen that convergences pointwise almost everywhere.
By Fatou’s lemma, convexity of f(z) = xlnx > e~! for > 0 and Proposition 10, for t > tg, we get

/ht In hedpr, = /mt In (mt)
T,

, 5
< liminf [ /¥ In (mt >

Jj—oo U,

1-£_ 24
<iB<1) .
- t

6 ty from Proposition 10
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5 Conclusions

We explored the possibility of using the generalised Langevin equations in the context of simulated annealing.
Our main purpose was to establish convergence as for the underdamped Langevin equation and provide a proof of
concept in terms of performance improvement. Although the theoretical results hold for any scaling matrix A given
the stated restrictions, we saw in our numerical results that its choice has great impact on the performance. In
Section 3, Ay, A3 or A4 seemed to improve the exploration on the state space and/or the success proportion of the
algorithm. There is plenty of work still required in terms of providing a more complete methodology for choosing
A. This is left as future work and is also closely linked with time discretisation issues as a poor choice for A could
lead to numerical integration stiffness. This motivates the development and study of improved numerical integration
schemes, in particular, the extension of the conception and analysis on numerical schemes such as BAOAB [45] for
the Langevin equation for (1.3) and the extension of the work in [57] for non-identity matrices A and A. See [46]
for work in this direction.

In addition, the system in (1.3) is not the only way to add an auxiliary variable to the underdamped Langevin
equations in (1.2) whilst retaining the appropriate equilibrium distribution. Our choice was motivated by a clear
connection to the generalised Langevin equation (1.4) and link with accelerated gradient descent, but it could
be the case that a different third or higher order equations could be used with possibly improved performance.
Along these lines, one could consider adding skew-symmetric terms as in [20]. As regards to theory, an interesting
extension could involve establishing how the results here can be extended to establish a comparison of optimisation
and sampling in a nonconvex setting for an arbitrary number of dimensions similar to [49]. We leave for future work
finding optimal constants in the convergence results, investigating dependence on parameters and how the limits
of these parameters and constants relate to existing results for the Langevin equation in (1.2) in [55,64]. Finally,
one could also aim to extend large deviation results in [42,50,68] for the overdamped Langevin dynamics to the
underdamped and generalised case.
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Appendices

Appendix A Additional Results

We present the analog of Proposition 10 for the T} = T > 0 sampling case and a result about the choice of the
annealing schedule.
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Proof (of Propostion 6) After Pinsker’s inequality (2.12) and consideration of the definition (4.39) of H, what re-
mains is the partial time derivative part of the proof of Proposition 10. The proof concludes by the same calculations
as in Proposition 10, keeping in mind 7} = 0, until (4.68) followed by the Gronwall argument. Note that (4.52) and
(4.70) are not required and a log-Sobolev constant (in ¢ also) works, in which case (4.51) and hence the current
argument follow without requiring Assumption 2. The limiting € argument as in Proposition 4 is the same.

Proposition 11 Under Assumption 1, 3 and 4, the schedule T, = —2—, E > E is optimal in the sense that for

In(e+t)’
any differentiable f : Ry — R4, if

Cy is the log-Sobolev factor (4.52) and p is the finite order polynomial with nonnegative coefficients from the proof
of Proposition 10, then the relation

207! > |Tg|p(T;1) (A.2)
holds for large times only if limsup,_, . f(t) < 1.
Proof Suppose there exists a constant § > 0 and times (¢;);ey such that 0 < ¢; — oo and
fti)>1+45 Vi

From (4.52), )
C;l ~ O(e_ETtithil),

which after substituting in (A.1) gives

efET,fth—l = (e +t)ff(t)% ~ O(tif(t)f(t) Int). (A.3)

Compare this to

0o (1) o PE@Ie+0) ()
(1) o RO (LD 4 i pme 1)), (A4
which has order at least (tf(t))~!(Int)~2. For t = t;, i large enough, f(t) > 1+ 6 and so
IO £(1) Int < (t£(6) " (1), (A.5)

which violates (A.2).

Remark 8 One can strengthen the proposition by making precise the form of p from Proposition 10, which will deter-
mine how slowly f(t) is allowed to converge to 1; in fact p should be at least sixth order. This seems inconsequential
with respect to optimality and so is omitted.
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Fig. 3.1: Dynamics in order from top: (3.2), (3.1) with A = A4, ..

Right: Log histogram of 20 independent runs.

log total visits

log total visits

log total visits

log total visits

log total visits

., A4. Left: One instance of noise realisation.
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Fig. 3.2: Proportion of simulations satisfying optimality tolerance for U = U;. Panels from top to bottom: (3.2),
(3.1) with A = Ay, Ay, As. Left: Final position. Right: time-average of last 5000 iterations. We use v = 3 for
improving visualisation, the results and improvement in using (3.1) are similar for the case of v = 1. Results here
are for 20 independent runs and k < 5 - 10* -iterations.
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Fig. 3.3: Both proportion of success and numerical transition rates for U = Us. Panels from top to bottom: (3.2),
(3.1) with A = Ay, Ay, Az, Ay. Left: Proportion satisfying the optimality tolerance for time-average of last 5000
iterations. Right: Average number of crossings of position averages over 5000 iterations across {x; = 0} for each
independent run. The remaining details are as in caption of Figure 3.2.
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Fig. 3.4: Results for U = Us. Details are as in caption of Figure 3.3.
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