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Abstract. We introduce a notion of weak solution of the master equation without id-
iosyncratic noise in Mean Field Game theory and establish its existence, uniqueness up
to a constant and consistency with classical solutions when it is smooth. We work in a
monotone setting and rely on Lions’ Hilbert space approach. For the first-order master
equation without idiosyncratic noise, we also give an equivalent definition in the space of
measures and establish the well-posedness.

Introduction

We introduce a notion of a weak solution of the master equation in the Mean Field Games
(MFG for short) theory for first- and second-order models in a monotone setting and without
idiosyncratic noise. Using Lions’ Hilbert space approach, we show that the solution exists,
is unique up to additive constants, and, when it is smooth, classical. For the first-order
master equation without idiosyncratic noise, we also give an equivalent definition in the
space of measures and establish well-posedness. The arguments do not use any regularity
on the solutions which are known only in the presence of idiosyncratic noise.

The master equation in the MFG theory was introduced by Lions in his courses at Collège
de France [32]. Lions also introduced in [32] the Hilbertian approach and proved the ex-
istence of a classical solution under suitable structure conditions on the coupling function
(monotonicity) and Hamiltonian (convexity in the space variable).

Defining a notion of well-posed weak solutions for the master equation in MFG is one of
the important problems in the theory.

A step in this direction is a recent paper of Bertucci [7] on finite state models which in-
troduced the notion of monotone solutions for MFG with finite state space and studied its
well-posedness. The work of [7], which is based on a uniqueness technique developed by
Lions in [32], brought to bear techniques from the theory of viscosity solutions although
the actual notion of solution is not related to them. The very recent work [8] by Bertucci
extends [7] to the continuous state space and for several noise structures, and relies on a
regularity assumption on the solution which is known only for problems with idiosyncratic
noise.

The second author was partially supported by the National Science Foundation grants DMS-1266383 and
DMS-1600129, the Office for Naval Research grant N000141712095 and the Air Force Office for Scientific
Research grant FA9550-18-1-0494.
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Here we study the time-independent master equation without idiosyncratic noise which
reads as

U(x,m)− β∆U(x,m) +H(DxU(x,m), x)

+

ˆ

Rd

DmU(x,m, y) ·DpH(DxU(y,m), y)m(dy)

− β
(ˆ

Rd

Tr(D2
ymU(x,m, y))m(dy) + 2

ˆ

Rd

Tr(D2
xmU(x,m, y))m(dy)

+

ˆ

R2d

Tr(D2
mmU(x,m, y, y′))m(dy)m(dy′)

)
= F (x,m) in R

d × P2(R
d).

(0.1)

The unknown is U = U(x,m) : Rd × P2(R
d) → R, where P2(R

d) is the space of Borel
probability measures on R

d with finite second-order moment, H : R
d × R

d → R is the
Hamiltonian of the problem, F : Rd × P2(R

d) → R is a continuous map, and β ≥ 0 is the
size of the common noise which is assumed to be a d−dimensional Brownian motion. For
the meaning of the derivatives of U with respect tom we refer to the books by Cardaliaguet,
Delarue, Lasry and Lions [12] and Carmona and Delarue [17].

When β = 0, that is, when there is no common noise, (0.1) takes the simpler form

U(x,m) +H(DxU(x,m), x)+

ˆ

Rd

DmU(x,m, y) ·DpH(DxU(y,m), y)m(dy)

= F (x,m) in R
d × P2(R

d),

(0.2)

and is referred to as the first-order master equation.

The solution U can be interpreted as the value function of a player of a deterministic (when
β = 0) or a stochastic (when β > 0) differential game with infinitely many players whose
payoff is coupled through F . Notice that the main difference between the first-and second-
order equations is that (0.1) has the additional terms multiplied by β, which express the
impact of the common noise on the value function U of the small player.

The difficult term in (0.1) and (0.2) is the nonlocal integral
ˆ

Rd

DmU(x,m, y) ·DpH(DxU(y,m), y)m(dy),

which represents the impact of the crowd of players on a typical small player, makes the
equations nonlinear and infinite dimensional and hinders any local comparison principle and
definition.

We work in the so-called monotone setting assuming that

H = H(p, x) is convex in p and F is monotone in the Lasry-Lions sense, (0.3)

that is, for any m,m′ ∈ P2(R
d),

ˆ

Rd

(F (x,m)− F (x,m′))(m−m′)(dx) ≥ 0.

Without this monotonicity assumption the solution of the master equation might develop
discontinuities. The meaning of the solution in this case is an open problem which is
completely outside of the scope of the present paper.



WEAK SOLUTIONS FOR THE MASTER EQUATION WITH NO IDIOSYNCRATIC NOISE 3

In contrast, we expect here to have continuous solutions. However, because there is no
diffusion term (no idiosyncratic noise), the solution is, in general, not smooth. The expected
regularity is Lipschitz continuity and semiconcavity in space, and continuity in the measure.
Hence, the meaning of (0.1) is, in general, not clear. Finally, we note that, although the
equation contains second derivatives, the common noise is too degenerate to prevent shocks
on the derivative of the solution.

To study the second-order master equation we use the Hilbert space approach introduced
in [32] and write (0.1) in the Hilbert space L2(Ω;Rd) of Rd−random variables defined on
a given probability space (Ω,F,P). Combining ideas from viscosity solutions with [7] we
define a notion of weak solution of (0.1) (Definition 3.1), prove its consistency with the
classical formulation (0.1) when it is smooth (Proposition 3.2), and show that it exists
(Theorem 3.4) and is unique up to m−dependent constants (Theorem 3.3).

For (0.2), we also propose a notion of weak solution directly on R
d × P2(R

d) (Definition
2.1), and show that it exists (Theorem 2.2), is unique again up to m−dependent constants
(Theorem 2.4) and consistent (Proposition 3.2). Finally, we establish that the two notions
of solutions of (0.2) are equivalent (Theorem 4.1). The latter question is reminiscent of
similar issues for Hamilton-Jacobi equation in the space of measures as recently investigated
by Gangbo and Tudorascu [26].

Devising a notion of weak solution for (0.1) turns out to be much more challenging than for
(0.2). The reader might bear in mind the analogy with viscosity solutions and the difference
in the argument between first- and second-order equation as well as the difficulties due to
the infinite dimensional set-up.

We remark that the notions of weak solution introduced here guarantee that the gradient
(in space) of the solution is unique. To eliminate the constant it is necessary to work with
the equation satisfied by the solution and not its gradient, which, at the moment, is not
possible due to the lack of regularity. Although, for the sake of simplicity, we formulate
the results for the master equations (0.1) and (0.2), our work is mainly concerned with the
equations satisfied by the derivative DxU of the value function. All claims could have been
written in this set-up, and we explain this point of view in section 3.

Notice that, in order to mainstream the presentation, we work with the “stationary” version
of the equations, that is, we have no dependence on time. The extension to time-dependent
master equations does not present additional difficulties, although statements are heavier
to write and proofs slightly more technical.

We continue with a discussion of the general strategy of the paper. The definition of weak
solution we introduce here yields that, if U1, U2 : Rd × P2(R

d) → R are two continuous in
both variables and Lipschitz continuous with respect to the first variable solutions, then

inf
m,m′∈P2(Rd)

ˆ

Rd

(U1(x,m)− U2(x,m
′))(m−m′)(dx) ≥ 0, (0.4)

a fact which, in view of Lemma 1.1 proven in [32], implies that, for a.e. x ∈ R
d and for all

m ∈ P2(R
d),

DxU1(x,m) = DxU2(x,m),

and, hence,

U1(x,m) = U2(x,m) + c(m) for some c ∈ C(P2(R
d);R).
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If U1 and U2 are smooth solutions of (0.1) or (0.2), a simple but demanding computation
shows that (0.4) is indeed true in the monotone setting (0.3).

For (0.2), this computation relies on writing, for U = U1 or U = U2, the first-order derivative
in m of the map

m→
ˆ

Rd

U(x,m)(m−m′)(dx). (0.5)

For (0.1), it also asks for the second-order derivative in m. Of course, if U is not smooth,
this computation is unclear.

The breakthrough of [7], in the finite state set-up and of [8], in the continuous space set-up,
is to test quantities of the form (0.5) against simple smooth functions, exactly as in viscosity
solution theory. In the set-up of [7, 8], linear test functions are enough. We use variations
of this idea in our definitions of weak solutions.

For (0.1) and (0.2), there are three main differences with [7]. The first one is that we work
in an infinite dimensional setting. This issue has been already overcome in the framework of
viscosity solutions of Hamilton-Jacobi equation by introducing singular test functions; see,
for example, Crandall and Lions [19, 20], Tataru [37], Lions [31] and the recent monograph

by Fabbri, Gozzi and Świȩch [24] as well as the references therein. This issue does not
appear in [8] since the master equation is set in a compact state space (the torus).

For the first-order master equation one can work directly on P2(R
d) and use test functions

of the form
ˆ

Rd

φ(x)m(dx)− εd2(m, m̃),

with ε > 0, φ : Rd → R
d Lipschitz and m̃ ∈ P2(R

d), which is the sum of a linear and a
singular function in m. Writing (formally) the equation satisfied by (0.5) and using such
class of test functions leads essentially to our definition of weak solutions for (0.2).

For the second-order master equation, the argument above does not work directly because
of the second-order terms. This is the second difference with [7, 8], where the second-order
master equations are studied only in a formal way or under a priori regularity conditions on
the solution. In the finite dimensional framework, the second order derivatives are handled
by the so-called Jensen’s Lemma (see, for example, Crandall, Ishii and Lions [18] and the
references therein), which has no counterpart in infinite dimension. To deal with this issue
we use the Hilbert space approach to write the master equation in a Hilbert space (see [32])
and some ideas of the theory of viscosity solutions in infinite dimension put forward in [31]
to handle the second-order term.

The third and main difficulty compared to [7, 8] is related to the regularity of the solution.
Because (0.1) and (0.2) contain no idiosyncratic noise (in contrast with the equations studied
in [8]), the solution is expected to be merely Lipschitz continuous in space. Therefore
integrals of quantities of the form H(DxU(·,m), ·) against general probability measures do
not make sense. This requires to introduce a penalization term to the test functions in
order to “touch” the quantity (0.5) only at measures with a density. This technical point
is discussed in details after the definitions of weak solutions.

The MFG theory was introduced by Lasry and Lions in [30] and, in a particular setting,
by Caines, Huang and Malhamé [29]. By now there is a considerable body of literature
in the subject. Listing all the references is beyond the scope of this paper. Early in the
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development of the theory, it became clear that the “right object” to study is the master
equation, which was introduced in [32]. The master equation encompasses all the important
properties of the MFG models, and provides the way to obtain approximate Nash equilibria.
Its analysis has been largely developed by Lions in his courses in Collège de France [32],
and then studied, first at a heuristic level by Bensoussan, Frehse and Yam [4] and Carmona

and Delarue [16], and with more rigorous argument by Gangbo and Świȩch [25] in the pure
first-order case, Buckdahn, Li, Peng and Rainer [10], who considered linear equations with
idiosyncratic noise, Chassagneux, Crisan and Delarue [15], who studied nonlinear equations
with idiosyncratic noise, and Cardaliaguet, Delarue, Lasry and Lions [12] who dealt with
nonlinear equations in the presence of both idiosyncratic and common noises. Since then,
many works have been devoted to this topic. Lions also developed the Hilbertian approach
[32] in order to handle equation of the form (0.1) or (0.2), which yields the existence of
classical solutions under a structure condition on H and F ensuring the convexity of the
solution with respect to the space variable. A partial list of references on the master equation
is [2, 3, 5, 6, 7, 8, 9, 11, 17, 27, 28, 33, 34].

In spite of all the progress mentioned above, an important question that has remained
open is the development of a theory of weak solutions of the master equation, which is not
based on regularity. Indeed, without idiosyncratic noise, the solution is not expected to be
more than Lipschitz continuous in the space variable and not more than continuous in the
measure variable. The recent papers Gangbo and Mészáros [27] and Gangbo, Mészáros,
Mou and Zhang [28] overcome these difficulties by assuming a structure condition which
ensures space convexity and, hence, the smoothness of the solution. First steps in the
direction of dealing with nonsmooth solutions are the paper of Mou and Zhang [34], which
discusses some notions of weak solution based on the behavior of the solution with respect
to the solution of the mean field game system, as well as the aforementioned works [7, 8].

Organization of the paper. The paper is organized as follows. In section 1 we introduce
the Hilbert space approach and the basic assumptions. We also state an important technical
lemma which is in the background of the uniqueness up to a constant. In section 2 we study
the first-order master equation. Section 3 is about the second-order problem. Finally,
section 4 discusses the equivalence of the definitions for the first-order master equation.

Notation. Throughout the paper P(Rd), P1(R
d) and P2(R

d) are respectively the sets of
Borel probability measures on R

d, of Borel probability measures with finite first moment
and finite second moment respectively, which are denoted by M1 and M2, that is, given
m ∈ P(Rd), M1(m) =

´

Rd |x|m(dx) and M2(m) =
´

Rd |x|2m(dx). We let d1 and d2 be the

usual Wasserstein distances on P1(R
d) and P2(R

d) respectively. We denote by P2(R
d) ∩

L∞(Rd) the set of measuresm ∈ P2(R
d) which are absolutely continuous with respect to the

Lebesgue measure in R
d with density in L∞(Rd), which we also denote bym. If h : Rd → R

d

is a Borel measurable map and m ∈ P(Rd), we write h♯m for the image by h of the measure
m. If f ∈ L∞(O), then ‖f‖O,∞ is the usual L∞-norm. When O = R

d, then we simply

write ‖f‖∞. The inner product between x, y ∈ R
d is x · y. Finally, given m : O → R+

Borel-measurable, L2
m(O;Rk) = {f : O → R

k :
´

O
|f(x)|2m(x)dx < ∞}. When the domain

is Rd, we simply write L2
m.
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1. Preliminaries and assumptions

We recall several facts about the notion of monotonicity, the Hilbert space approach, some
notation from the theory of viscosity solutions in Hilbert spaces, and state the main as-
sumptions.

A key lemma on monotonicity. Following [30, 32], the notion of monotonicity plays a
central role in the analysis of the master equations (0.1) and (0.2). This can be illustrated
by the following lemma, proven in [32], which links monotonicity with uniqueness and plays
an instrumental role in the paper.

Lemma 1.1. Assume that U1, U2 : Rd × P2(R
d) → R are continuous in both variables and

Lipschitz continuous with respect to the first variable, and that, for all m,m′ ∈ P2(R
d),

ˆ

Rd

(U1(x,m)− U2(x,m
′))(m−m′)(dx) ≥ 0. (1.1)

Then, for a.e. x and all m ∈ P2(R
d), DxU1(x,m) = DxU2(x,m).

Proof. Fix m0 ∈ P2(R
d) and x ∈ R

d and, for h ∈ (0, 1), let m′ = (1− h)m0 + hδx, where δx
denotes the δ mass at x.

It follows from the assumption that
ˆ

Rd

(U1(x,m0)− U2(x, (1− h)m0 + hδx))(m0 − δx)(dx) ≥ 0.

In view of the continuity of U1 and U2, letting h→ 0+ we get
ˆ

Rd

(U1(x,m0)− U2(x,m0))(m0 − δx)(dx) ≥ 0,

which can be rewritten as

U1(x,m0)− U2(x,m0) ≤
ˆ

Rd

(U1(x,m0)− U2(x,m0))m0(dx).

Since a similar argument yields the reverse inequality, we find that for all x ∈ R
d,

U1(x,m0)− U2(x,m0) =

ˆ

Rd

(U1(x,m0)− U2(x,m0))m0(dx).

Hence, U1(·,m0)− U2(·,m0) is constant and therefore DxU1(·,m0) = DxU2(·,m0) a.e..
�

The Hilbert space approach. In order to investigate a notion of weak solution of (0.1),
we follow [32] and formulate the equation in the space L2(Ω;Rd) of Rd−valued random
variables, where (Ω,F,P) is an atomless probability space. We write L2 for L2(Ω;Rd), E
for expectation, and L(X) for the law of the random variable X.

If U : P2(R
d) → R and X ∈ L2, we set Ũ(X) = U(L(X)). It turns out (see [32, 17]) that U

is continuous if and only if Ũ is continuous. In addition, U is differentiable at m ∈ P2(R
d) if

and only if Ũ is Frechet differentiable at some (and then all) random variable X such that
L(X) = m and

DX Ũ(X) = DmU(X,m).

To handle the terms related with the common noise in (0.1), one has to keep in mind that
they are the impact of the common noise on the value function. In other words, if W is
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a d−dimensional Brownian motion defined on a different probability space (Ω′,F′,P′) with
expectation denoted by E

′ and if U = U(x,m) is a sufficiently smooth map, then (see, for
example, [32, 12, 17])

E
′
[
U(x+

√
2βWt, (Id+

√
2βWt)♯m)

]
− U(x,m)

= βt
(
∆U(x,m) +

ˆ

Rd

Tr(D2
ymU(x,m, y))m(dy) + 2

ˆ

Rd

Tr(D2
xmU(x,m, y))m(dy)

+

ˆ

R2d

Tr(D2
mmU(x,m, y, y′))m(dy)m(dy′)

)
+ o(t).

If Ũ(x,X) = U(x,L(X)) and e1, . . . , ed is the canonical basis of R
d, then, since W is

independent of X, the equality above becomes

E
′
[
Ũ(x+

√
2βWt, X +

√
2βWt)

]
− U(x,m)

= βt
( d∑

k=1

(D2
xxŨ(x,X) + 2D2

xX Ũ(x,X) +D2
XX(x,X))(ek, ek)

)
+ o(t).

With this in mind, the equation (0.1) written on L2 takes the form

Ũ(x,X) +H(DxŨ(x,X), x) + E

[
DX Ũ(x,X) ·DpH(DxŨ(X,X), X)

]

−β
( d∑

k=1

(D2
xxŨ(x,X) + 2D2

xX Ũ(x,X) +D2
XX Ũ(x,X))(ek, ek)

)

= F (x,L(X)) in R
d × L2.

(1.2)

Tools from the theory of viscosity solutions in infinite dimensions. As discussed
in the introduction, to define a notion of weak solution of (0.1) we need to manipulate
quantities of the form (0.5). It is actually even more convenient to also relax the variable
m̃ in (0.5) and, using the Hilbert space approach, to look at the map

(X,Y ) → Û(X,Y ) = E

[
Ũ(X,L(X))− Ũ(Y,L(X))

]
.

The “equation” satisfied by Û follows from (1.2) and contains many terms. Here we only
discuss the second-order term (the one multiplied by β) in (1.2). It is given by

L(X,Y ) = E

[ d∑

k=1

(D2
xx(Ũ(X,X)− Ũ(Y,X)) + 2D2

xX(Ũ(X,X)− Ũ(Y,X))

+D2
XX(Ũ(X,X)− Ũ(Y,X)))(ek, ek)

]
.

We note, after computing the second-order derivative of Û , that

L(X,Y ) = β

d∑

k=1

D2
(X,Y )Û(X,Y )((ek, ek), (ek, ek)).
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This leads to the introduction a particular second-order operators on L2 ×L2 as follows. If
X is a bilinear form on L2 × L2, we set

Λ(X) =
d∑

k=1

X((ek, ek), (ek, ek)). (1.3)

Here we use the fact that, since each ek can be seen as a constant random variable on R
d.

ek is also an element of L2.

It is immediate that −Λ is a degenerate elliptic operator and satisfies condition (2) and
(6) in [31]. Indeed, since Λ is linear, if HN is an increasing sequence of finite-dimensional
subspaces of H = L2×L2 and PN and QN are the projections onto HN and H⊥

N respectively,
condition (6) of [31] can be written as

lim
N→+∞

{|Λ(QN )|} = 0.

In fact, if HN contains all constant random variables, the space of which has of dimension
2d, then we actually have Λ(QN ) = 0. From now on we fix HN with this property.

For completeness, following [31], we recall next the notions of the second-order subdifferen-

tial D2,− and second-order subjet D
2,−

of a map from L2 × L2 → R.

To simplify the notation, we consider a lower semicontinuous map φ : H → R, where H
is a general separable Hilbert space, write L′(H) for the space of bounded bilinear forms
on H and denote the H-inner product by < ·, · >. In the problem we are studying here,
H = L2 × L2 and x = (X,Y ).

Given x0 ∈ H and φ : H → R lower semicontinuous, we say that L′(H) × H∋(X, p) ∈
D2,−φ(x0) if

lim inf
x→x0

[
‖x− xo‖−2

(
φ(x)− φ(x0)− (p, x− x0)−

1

2
(X(x− x0), x− x0)

)]
≥ 0.

It turns out that (X, p) ∈ D2,−φ(x0) is equivalent to the existence of ψ ∈ C2(H;R) such
that the map x → φ(x)− ψ(x) attains a minimum at x0 and (X, p) = (D2ψ(x0), Dψ(x0)).
Since we are working a separable Hilbert space, this last fact is proved as in the finite
dimensional case.

Finally,

D
2,−
φ(x) =

{
(X, p) ∈ L′(H)×H : there exist (Xn, pn, xn) ∈ L′(H)×H ×H such that

(Xn, pn) ∈ D2,−φ(xn) and (xn, pn, Xn, φ(xn)) →
n→∞

(x, p,X, φ(x))
}
.

In section 4 we will also need to refer to the first-order superdifferential D+ψ(x0) of an
upper semicontinuous ψ : H → R which is the possibly empty set of p ∈ H such that

lim sup
x→x0

[
‖x− xo‖−1

(
ψ(x)− φ(x0)− (p, x− x0)

)]
≤ 0.

The assumptions. We complete the introduction by stating some of the assumptions
needed in our study.
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Throughout the paper we assume that

H ∈ C1(Rd × R
d;R), H(0, x) is bounded and H is convex in the first variable, (1.4)

and

F : Rd × P1(R
d) → R is Lipschitz continuous, monotone and bounded. (1.5)

For the existence proof we will need much stronger conditions. In particular, we assume
that





(i) for any R > 0, there exists CR > 0 such that,

for all x, p ∈ R
d with |p| ≤ R,

|H(p, x)|+ |DpH(p, x)|+ |D2
pxH(p, x)|+ |D2

ppH(p, x)| ≤ CR,

(ii) there exists λ > 0 and C0 > such that,

for any p, q, x, z ∈ R
d with |z| = 1 and in the sense of distributions,

λ(DpH(p, x) · p−H(p, x)) +D2
ppH(p, x)q · q

+2D2
pxH(p, x)z · q +D2

xxH(p, x) z · z ≥ −C0,

(1.6)

and 



F ∈ C(Rd × P1(R
d);R) and there exists C0 > 0 such that

sup
m∈P1(Rd), t∈[0,T ]

[
‖F (·,m)‖∞ + ‖DF (·,m)‖∞ + ‖D2F (·,m)‖∞

]
≤ C0.

(1.7)

We also need to reinforce the monotonicity condition on F by assuming that




there exits αF > 0 such that, for all m1,m2 ∈ P1(R
d),

ˆ

Rd

(F (x,m1)− F (x,m2))(m1 −m2)(dx) ≥ αF

ˆ

Rd

(F (x,m1)− F (x,m2))
2dx,

(1.8)

and

ˆ

Rd

(F (x,m1)− F (x,m2))(m1 −m2)(dx) ≥ 0 implies m1 = m2. (1.9)

Conditions (1.6) and (1.7) ensure that the solution of the master equation is bounded and
uniformly semiconcave. The strong monotonicity condition (1.8), the strict monotonicity
condition (1.9), as well as (1.6) and (1.7) were used by the authors in [14] to solve the
underlying backward-forward system of stochastic partial differential equations. The results
of [14] are used here to establish the existence of the weak solution solution of (0.1).

2. The first-order master equation

The notion of weak solution. We study the first-order master equation (0.2) in R
d ×

P2(R
d) and introduce the following definition of weak solution.

Definition 2.1. A bounded function U = U(x,m) ∈ C(Rd × P2(R
d)) is a weak solution

of (0.2), if U is Lipschitz continuous and semiconcave in the first variable both uniformly
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in the second variable, and there exists C > 0 such that, for any m̃ ∈ P2(R
d) ∩ L∞(Rd),

m̂ ∈ P2(R
d), φ ∈W 1,∞(Rd) and ε > 0 such that the map

m→
ˆ

Rd

(U(x,m)− φ(x))(m(x)− m̃(x))dx+ ε(d2(m, m̂) + ‖m‖∞)

has a local minimum at m0 in P2(R
d) ∩ L∞(Rd)), we have

ˆ

Rd

U(x,m)(m0(x)− m̃(x))dx+

ˆ

Rd

H(DxU(x,m0), x)(m0(x)− m̃(x))dx

−
ˆ

Rd

(DxU(y,m0)−Dφ(y)) ·DpH(DxU(y,m), y)m0(y)dy (2.1)

≥
ˆ

Rd

F (x,m0)(m0(x)− m̃(x))dx− Cε(1 + ‖m0‖∞).

The idea of using this argument to define weak solution of (0.2) goes back to [7], which
considered a finite state space model.

We continue with some remarks on the notion of weak solution.

First notice that, if U as in Definition 2.1 and c ∈ C(P2(R
d)), then U + c is also a weak

solution, since
ˆ

Rd

(U(x,m) + c(m)− φ(x))(m(x)− m̃(x))dx

=

ˆ

Rd

(U(x,m)− φ(x))(m(x)− m̃(x))dx+

ˆ

Rd

c(m)(m(x)− m̃(x))dx

=

ˆ

Rd

(U(x,m)− φ(x))(m(x)− m̃(x))dx.

So the definition is more a notion of weak solution for DxU than for U . We develop this
point for the second-order master equation at the end of section 3.

The heuristic explanation of the definition is as follows. Ignoring the penalization terms in
ε, that is, assuming that ε = 0, and assuming that U is a smooth solution of (0.2), we see
that, if the map

m→
ˆ

Rd

(U(x,m)− φ(x))(m(x)− m̃(x))dx

has a local minimum at m0, then the first-order optimality condition yields
ˆ

Rd

DmU(x,m, y)(m(x)− m̃(x))dx+DxU(y,m)−Dφ(y) = 0. (2.2)

On the other hand, integrating (0.2) against (m− m̃), we find
ˆ

Rd

(U(x,m)+H(DxU(x,m), x))(m(x)− m̃(x))dx

+

ˆ

R2d

DmU(x,m, y) ·DpH(DxU(y,m), y)m(dy)(m− m̃)(dx)

=

ˆ

Rd

F (x,m)(m(x)− m̃(x))dx.
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Using (2.2) in the second term gives
ˆ

Rd

(U(x,m) +H(DxU(x,m), x))(m(x)− m̃(x))dx

+

ˆ

Rd

(DxU(x,m, y)−Dφ(y)) ·DpH(DxU(y,m), y)m(dy) =

ˆ

Rd

F (x,m)(m(x)− m̃(x))dx,

which is precisely (2.1) up to the penalization terms in ε.

There are some important differences between [7, 8] and our setting which is infinite di-
mensional. They are the lack of local compactness of the state space, the nonlocality of the
nonlinearity and the low, only Lipschitz continuity, regularity of the solution.

As in previous works for Hamilton-Jacobi equations in infinite dimensions, see, for example,
[37], we deal with the lack of compactness by introducing the penalization term εd2(m, m̃)
in the definition.

Recall that the solution U = U(x,m) is only almost everywhere differentiable in x. As a
result, the nonlocal transport term makes sense only if the integral is against absolutely
continuous measures with enough integrability. As we will see later, this is also related with
the construction of a solution, for which there is a natural representation formula only when
the measure is absolutely continuous with a bounded density. These consideration leads us
to add the penalization term ε‖m‖L∞ .

The existence of weak solutions. To prove the existence, we consider, for t0 ≥ 0 and
m0 ∈ P2(R

d)∩L∞(Rd), the solution (u,m) of the classical forward-backward MFG system




∂tu = u+H(Du, x)− F (x,m) in R
d × (t0,∞),

∂tm = div(mDpH(Du, x)) in R
d × (t0,∞),

m(·, t0) = m0,

(2.3)

whose existence and uniqueness follows from [30]. Recall that a solution of (2.3) is a pair
(u,m) : Rd× [0,+∞) → R× [0,+∞) such that u is a Lipschitz continuous and semiconcave
in space viscosity solution of the first equation while m is a bounded solution of the second
equation in the sense of distribution; see [30] and [13] for details.

Since H and F do not depend on time, the uniqueness of the solution of (2.3) implies that
u(·, t0) is independent of t0.
The candidate weak solution of (0.2) is

U(x,m0) = u(x, t0), (2.4)

which, as the next theorem asserts, is a weak solution of (0.2) on R
d × P2(R

d).

Theorem 2.2. Assume (1.6), (1.7), (1.8) and (1.9). Then the map U = U(x,m) : Rd ×
(P2(R

d)∩L∞(Rd)) defined by (2.4) has a continuous extension on R
d ×P2(R

d), which is a

weak solution of (0.2).

Proof. The extension property and the regularity part in the definition of weak solutions are
standard and we omit their proof (the extension is explained in details in the second-order
case). Here we only check the latter part of Definition 2.1.

For the argument we need the following lemma. For its proof we refer to [30] and [13].
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Lemma 2.3. There exists a C > 0, which is independent of t0 and m0, such that, for all

t ∈ (t0, t0 + 1),

d2(m(t),m0) ≤ C(t− t0), ‖m(t)‖∞ ≤ (1 + C(t− t0))‖m0‖∞ and

M2(m(t)) ≤ (1 + C(t− t0))M2(m0).

Let m̃ ∈ (P2(R
d) ∩ L∞(Rd)), m̂ ∈ P2(R

d), φ ∈W 1,∞(Rd) and ε > 0 be such that the map

m→
ˆ

Rd

(U(x,m)− φ(x))(m(x)− m̃(x))dx+ ε(d2(m, m̂) + ‖m‖∞)

has a local minimum at m0 ∈ (P2(R
d) ∩ L∞(Rd)).

Fix some t0 ≥ 0, and consider the solution (u,m) of (2.3) with initial condition m0.

Then, for h > 0 small, we have
ˆ

Rd

(U(x,m(t0 + h))− φ(x))(m(x, t0 + h)− m̃(x))dx

+ ε(d2(m(t0 + h), m̂) + ‖m(t0 + h)‖L∞(Rd))) ≥
ˆ

Rd

(U(x,m(t0))− φ(x))(m(x, t0)− m̃(x))dx+ ε(d2(m0, m̂) + ‖m0‖∞).

Using (2.4) and Lemma 2.3 we find
ˆ

Rd

(u(x, t0 + h)− φ(x))(m(x, t0 + h)− m̃(x))dx

+ ε(d2(m0, m̂) + Ch) + ε(1 + Ch)(‖m0‖L∞(Rd))

≥
ˆ

Rd

(u(x, t0)− φ(x))(m(x, t0)− m̃(x))dx+ ε(d2(m0, m̂) + ‖m0‖∞).

The classical, in the MFG-context, identity

d

dt

ˆ

Rd

u(x, t)m(x, t)dx =

ˆ

Rd

(u+H(Du(x, t), x, t)−DpH(Du(x, t), x, t) ·Du(x, t)− F (x,m(t))m(x, t)dx,

and the equation for u and m yield that

ˆ t0+h

t0

ˆ

Rd

(u+H(Du(x, t), x, t)− F (x,m(t))(m(x, t)− m̃(x))dxdt

−
ˆ t0+h

t0

ˆ

Rd

DpH(Du(x, t), x, t) · (Du(x, t)−Dφ(x))m(x, t)dxdt

≥ −Cεh− εCh‖m0‖∞.

Dividing by h and letting h→ 0 we obtain the result, since Du(x, t0) = DxU(x,m0) and u
is uniformly semiconcave in space while m is bounded in L∞, has a bounded second-order
moment and is L∞−weak ⋆ continuous in time.

�
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The uniqueness of the weak solution. We continue with the uniqueness result about
weak solution. In view of the observation in Lemma 1.1, we actually prove uniqueness up
to an m-dependent constant. Hence, the gradient in x of a weak solution is unique.

Theorem 2.4. Assume (1.4) and (1.5). Then weak solutions of (0.2) are unique up to an

m-dependent constant.

Proof. Assume that U and Ũ are two weak solutions of (0.2). Arguing along the lines of
[7, 8], the key point is to prove that

M = inf
(m,m̃)∈P2(Rd)×P2(Rd)

ˆ

Rd

(U(x,m)− Ũ(x, m̃))(m(x)− m̃(x))dx ≥ 0. (2.5)

Then the conclusion follows from Lemma 1.1.

The proof of (2.5) is achieved by penalization. Fix ε > 0 small and consider the map

Φε(m, m̃) =

ˆ

Rd

(U(x,m)− Ũ(x, m̃))(m(x)− m̃(x))dx

+ ε (‖m‖∞ + ‖m̃‖∞) ,

which is lower semicontinuous and bounded from below on P2(R
d)× P2(R

d) with values in
R ∪ {+∞}.
Next fix some m̂ ∈ P2(R

d) ∩ L∞. It follows from Ekeland’s variational principle [21] that
there exists a minimum mε, m̃ε of the map

(m, m̃) → Φε(m, m̃) + ε(d2(m, m̂) + d2(m̃, m̂)). (2.6)

Classical arguments show that

lim
ε→0

Φε(mε, m̃ε) + ε(d2(mε, m̂) + d2(m̃ε, m̂)) =M

and, therefore,

lim
ε→0+

ε (‖mε‖∞ + ‖m̃ε‖∞ + d2(mε, m̂) + d2(m̃ε, m̂)) = 0.

Using (2.6) and the fact that U and Ũ are weak solutions, we find
ˆ

Rd

U(x,m)(mε(x)− m̃ε(x))dx+

ˆ

Rd

H(DxU(x,mε), x)(mε(x)− m̃ε(x))dx

−
ˆ

Rd

(DxU(y,mε)−DxŨ(y, m̃ε)) ·DpH(DxU(y,mε), y)mε(y)dy

≥
ˆ

Rd

F (x,mε)(mε(x)− m̃ε(x))dx− Cε(1 + ‖mε‖L∞(Rd))

and
ˆ

Rd

Ũ(x, m̃ε)(m̃ε(x)−mε(x))dx+

ˆ

Rd

H(DxŨ(x, m̃ε), x)(m̃ε(x)−mε(x))dx

−
ˆ

Rd

(DxŨ(y, m̃ε)−DxU(y,mε)) ·DpH(DxŨ(y, m̃ε), ytε)m̃ε(y)dy

≥
ˆ

Rd

F (x, m̃ε)(m̃ε(x)−mε(x))dx− Cε(1 + ‖m̃ε‖∞).
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Adding the last two inequalities we find
ˆ

Rd

(
U(x,mε)− Ũ(x, m̃ε)

)
(mε(x)− m̃ε(x))dx+ Cε(1 + ‖mε‖∞ + ‖m̃ε‖∞)

≥
ˆ

Rd

(H(DxŨ(x, m̃ε), x)−H(DxU(x,mε), x)

−DpH(DxU(x,mε)) · (DxŨ(x, m̃ε)−DxU(x,mε))mε(x)dx

+

ˆ

Rd

(H(DxU(x,mε), x)−H(DxŨ(x, m̃ε), x)

−DpH(DxŨ(x, m̃ε), x) · (DxU(x,mε)−DxŨ(x, m̃ε)))m̃ε(x)dx

+

ˆ

Rd

(F (x,mε)− F (x, m̃ε))(mε(x)− m̃ε(x))dx.

In view of the convexity of H in the gradient argument and the monotonicity of F , the right-
hand side of the inequality above is nonnegative. Hence, letting ε → 0 leads to M ≥ 0,
which is the desired result.

�

3. The second-order master equation with common noise only

The definition of weak solutions of (0.1) and its analysis are considerably more involved
than the one of (0.2) due to the presence of the extra terms arising from the common noise.
Although we are not dealing with viscosity solutions, readers should draw of the analogy
and level of complications in the theory of first- and second-order viscosity solutions. One
of the main reasons, is the need to deal with second derivatives in m. For this, we consider
the Hilbert space formulation of the master equation, which was introduced in [32].

We also remark that, although the weak solution we introduce is not a viscosity solution of
the master equation, the arguments used to obtain the uniqueness use several steps of the
proof of the uniqueness of viscosity solutions. This similarity can be already seen in [7, 8].

The rest of the section is divided in three subsections. The first is about the Hilbert space
formulation, the definition of weak solution, and the consistency with classical solutions.
The second is about the uniqueness and the third is about the existence.

The notion of weak solution. In order to define the notion of weak solution for (0.1),
we recall some notation from the Hilbert space approach discussed in section 1. In addition
to the general setting and notation already discussed there, we also consider the set L∞

ac of
random variables X ∈ L2 = L2(Ω;Rd) such that L(X) is absolutely continuous with respect
to the Lebesgue measure λ on R

d and such that dL(X)/dλ ∈ L∞(Rd). The operator Λ is
defined in (1.3).

Given U ∈ C(Rd×P2(R
d);R), the map Û : L2×L2 → R is defined, for all (X,Y ) ∈ L2×L2,

by

Û(X,Y ) = E [U(X,L(X))− U(Y,L(X))] .

For any ε > 0, we also consider Û ε : L∞
ac × L2 → R given by

Û ε(X,Y ) = E [U(X,L(X))− U(Y,L(X))] + ε

∥∥∥∥
dL(X)

dλ

∥∥∥∥
∞
.
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Notice that Û and Û ε actually only depend on DxU , if DxU exists, and not on U .

The notion of weak solution is introduced next.

Definition 3.1. A bounded map U ∈ C(Rd × P2(R
d)) is a weak solution of the master

equation (0.1) if U is Lipschitz continuous and semiconcave in x uniformly in m and there
exists a constant C > 0 such that, for all (X,Y ) ∈ L∞

ac × L2, any ε ∈ (0, 1) and all

(X, (pX , pY )) ∈ D
2,−
Û ε(X,Y ),

0 ≤ Û(X,Y )− βΛ (X)− E [F (X,L(X))− F (Y,L(X))]

+ E [H(DxU(X,L(X)), X)−H(−pY , Y )]

− E [(DxU(X,L(X))− pX) ·DpH(DxU(X,L(X)), X)] + Cε

(
1 +

∥∥∥∥
dL(X)

dλ

∥∥∥∥
∞

)
.

(3.1)

Following Definition 3.1, it is necessary to make a number of remarks.

As it will be apparent below, the definition actually characterizes W = DxU and not U .
Characterizing U seems to be a much harder problem. Indeed, given DxU , (0.1) becomes
a linear transport equation in the space of measures with a drift DpH(DxU) which has a
poor regularity.

The assumptions made on U can be translated into assumptions in W = DxU : we will do
so at the end of the section.

The penalization term
∥∥∥dL(X)

dλ

∥∥∥
∞

is needed to ensure that, since DxU is only defined a.e.

in R
d, the terms

E [H(DxU(X,L(X)), X)] and E [(DxU(X,L(X))− pX) ·DpH(DxU(X,L(X)), X)] .

are well defined.

Finally, we note that the probability space (Ω,F,P) is fixed. It is intuitively clear that the
notion of solution should not depend on the particular choice of the probability space, but
we do not check this here.

Consistency of the definition. The following proposition is about the consistency of the
notion of weak solution we consider here.

Proposition 3.2. Assume that H ∈ C1(Rd × R
d;R) and F ∈ C(Rd × P1(R

d);R). If

U : R
d × P2(R

d) → R is a weak solution of (0.1) and U , DxU,DmU,Dxx, DmmU and

DxmU are continuous in x and m, then U is a classical solution of (0.1) up to adding a

continuous function of m to the right-hand side of (0.1).

Here again one can see that the notion of weak solution characterizes the space derivative
of U . This point is developed in more detail later in this section.
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The proof of Proposition 3.2. We claim that, for any X0, Y0 ∈ L2
ac,

E

[
U(Y0,L(X0))− βM [U ](Y0,L(X0))− F (Y0,L(X0))

+H(DxU(Y0,L(X0)), Y0)
]

− E [DmU(Y0,L(X0), X0) ·DpH(DxU(X0,L(X0)), X0)]

≤ E

[
U(X0,L(X0))− βM [U ](X0,L(X0))− F (X0,L(X0))

+H(DxU(X0,L(X0)), X0)
]

− E [DmU(X0,L(X0), X0) ·DpH(DxU(X0,L(X0)), X0)] ,

(3.2)

where

M [U ](x,m) =∆U(x,m) +

ˆ

Rd

Tr(D2
ymU(x,m, y))m(dy) + 2

ˆ

Rd

Tr(D2
xmU(x,m, y))m(dy)

+

ˆ

R2d

Tr(D2
mmU(x,m, y, y′))m(dy)m(dy′).

Indeed, fix θ > 0. It follows from Ekeland-Lebourg [22] or Stegall (see [23, 35, 36]) that, for
any ε > 0, there exists pX , pY ∈ L2 such that ‖pεX‖2 + ‖pεY ‖2 ≤ ε and the map

(X,Y ) → Û ε(X,Y )− E [U(X,L(X))− U(Y,L(X))]

+ θ(‖X −X0‖22 + ‖Y − Y0‖22)− E [pεX ·X + pεY · Y ]

has a minimum at (Xε, Yε).

Note that, as ε→ 0, (Xε, Yε) → (X0, Y0) in L
2 × L2 and, since X0 ∈ L2

ac,

ε

∥∥∥∥
dL(Xε)

dλ

∥∥∥∥
∞

→ 0.

It follows from Definition 3.1, that

0 ≤ Û(Xε, Yε)− βΛ (X)− E [F (Xε,L(Xε))− F (Yε,L(Xε))]

+ E [H(DxU(Xε,L(Xε)), Xε)−H(−pY , Yε)]
− E [(DxU(Xε,L(Xε))− pX) ·DpH(DxU(Xε,L(Xε)), Xε)]

+ Cε

(
1 +

∥∥∥∥
dL(Xε)

dλ

∥∥∥∥
∞

)
,

(3.3)

where, with mε = L(Xε),

pX = DxU(Xε,mε) +

ˆ

Rd

(DmU(Xε,mε, y)−DmU(Yε,mε, y))mε(dy)− 2θ(Xε −X0) + pεX ,

pY = −DxU(Yε,mε))− 2θ(Yε − Y0) + pεY ,

XXX = D2
xxU(Xε,mε) +

ˆ

R2d

(D2
mmU(Xε,mε, y, , y

′)−D2
mmU(Yε,mε, y, y

′))mε(dy)mε(dy
′)

+ 2

ˆ

Rd

D2
mxU(Xε,mε, y)mε(dy) +

ˆ

Rd

D2
ym(U(Xε,mε, y)−D2

ymU(Yε,mε, y))mε(dy)− 2θI,

XXY = −
ˆ

Rd

D2
mxU(Yε,mε, y)mε(dy)
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and
XY Y = −D2

xxU(Yε,mε))− 2θI.

In view of the definition of Λ, we have

Λ(X) = E

[
M [U ](Xε,L(Xε))−M [U ](Yε,L(Xε))

]
− 4θd.

We can then pass to the limit in (3.3) as ε→ 0 and then as θ → 0 to get (3.2).

Fix again X0 ∈ L2
ac. Since (3.2) holds for any random variable Y0, it holds in particular for

any deterministic Y0 ∈ R
d. Then, using the assumption on L(X0) and (3.2), we find that

Y0 → U(Y0,m0)− βM [U ](Y0,m0)− F (Y0,m0) +H(DxU(Y0,m0), Y0)

−
ˆ

Rd

DmU(Y0,m0, y) ·DpH(DxU(y,m0), y)m0(dy)

is constant, that is, it is a map g(m0) which depends continuously on m0 only.

It follows that U satisfies (0.1) at m0 with a right-hand side given by F (x,m0) + g(m0)
instead of F (x,m0). Since L

2
ac is dense in L2, (0.1) holds everywhere (with right-hand side

F + g instead of F ) .
�

The uniqueness of the weak solution. We now investigate the uniqueness of the weak
solutions.

Theorem 3.3. Assume (1.4) and (1.5). Then there exists at most one weak solution of

the master equation (0.1) up to an m-dependent constant.

Proof. Let U1 and U2 be two weak solutions of (0.1) and, for all (X,Y ) ∈ L2 × L2, set

Û1(X,Y ) = E [U1(X,L(X))− U1(Y,L(X))] and Û2(X,Y ) = E [U2(Y,L(Y ))− U2(X,L(Y ))] .

The goal is to prove that

inf
X,Y

[Û1(X,Y ) + Û2(X,Y )] ≥ 0, (3.4)

which is equivalent to

inf
m,m′∈P2(Rd)

ˆ

Rd

(U1(x,m)− U2(x,m
′))(m(dx)−m′(dx)) ≥ 0.

In view of Lemma 1.1 the last inequality implies that DxU1 = DxU2.

We begin the proof of (3.4) setting

M = inf
X,Y

[Û1(X,Y ) + Û2(X,Y )],

and considering, for ε > 0 and α > 0, the map Φε,α : L2 × L2 × L2 × L2 → R ∪ {+∞}
defined by

Φε,α(X,Y,X
′, Y ′) = E [U1(X,L(X))− U1(Y,L(X))]

+ E
[
U2(Y

′,L(Y ′))− U2(X
′,L(Y ′)) + α(|X|2 + |Y ′|2)

]

+
1

2α
(‖X −X ′‖22 + ‖Y − Y ′‖22) + ε

(∥∥∥∥
dL(X)

dλ

∥∥∥∥
∞

+

∥∥∥∥
dL(Y ′)

dλ

∥∥∥∥
∞

)
.

Let
Mε,α = inf

X,Y
Φε,α(X,Y,X

′, Y ′)
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and observe that, as ε, α→ 0,

Mε,α →M.

Since Φε,α has a quadratic growth and is lower semicontinuous in (L2)4, we can find using
Stegall’s Lemma, for any δ > 0, pX , pY , pX′ , pY ′ ∈ L2 such that

‖pX‖2 + ‖pY ‖2 + ‖pX′‖2 + ‖pY ′‖2 ≤ δ (3.5)

and the map

(X,Y,X ′, Y ′) → Φε,α(X,Y,X
′, Y ′)− E

[
pX ·X + pY · Y + pX′ ·X ′ + pY ′ · Y ′]

has a minimum Mε,α,δ at (Xδ, Yδ, X
′
δ, Y

′
δ ).

We note that, as δ → 0, Mε,α,δ → Mε,α and, for any κ > 0, there exist δ, α > 0 and ε > 0
small enough so that

‖Xδ −X ′
δ‖22 + ‖Yδ − Y ′

δ‖22 + α(‖Xδ‖22 + ‖Y ′
δ‖22) +

1

2α
(‖Xδ −X ′

δ‖22 + ‖Yδ − Y ′
δ‖22) < κ (3.6)

and

ε

(∥∥∥∥
dL(Xδ)

dλ

∥∥∥∥
∞

+

∥∥∥∥
dL(Y ′

δ )

dλ

∥∥∥∥
∞

)
< κ. (3.7)

Following Lemma 4 of [31], we can then find, for all N ≥ 1, operators XN , YN such that
XN = PNXNPN , YN = PNYNPN (recall that PN and QN are the projections onto HN and
H⊥

N respectively; see section 1),

− 1

α

(
I −I
−I I

)
≤
(

XN 0
0 YN

)
≤ 2

α

(
I 0
0 I

)
, (3.8)

(XN +
1

α
QN ,−

(Xδ, Yδ)− (X ′
δ, Y

′
δ )

α
− 2α(Xδ, 0) + (pX , pY )) ∈ D

2,−
Û ε
1 (Xδ, Yδ)

and

(YN +
2

α
QN ,

(Xδ, Yδ)− (X ′
δ, Y

′
δ )

α
− 2α(0, Y ′

δ ) + (p′X , p
′
Y )) ∈ D

2,−
Û ε
2 (X

′
δ, Y

′
δ ),

where

Û ε
1 (X,Y ) = E [U1(X,L(X))− U1(Y,L(X))] + ε

∥∥∥∥
dL(X)

dλ

∥∥∥∥
∞

and

Û ε
2 (X

′, Y ′) = E
[
U2(Y

′,L(Y ′))− U2(X
′,L(Y ′))

]
+ ε

∥∥∥∥
dL(Y ′)

dλ

∥∥∥∥
∞
.

It follows from the definition of weak solutions that

0 ≤ Û1(Xδ, Yδ)− βΛ

(
XN +

1

α
QN

)
− E [F (Xδ,L(Xδ))− F (Yδ,L(Xδ))]

+ E

[
H(DxU1(Xδ,L(Xδ)), Xδ)−H(

Yδ − Y ′
δ

α
− pY , Yδ)

]
(3.9)

− E

[
(DxU1(Xδ,L(Xδ))− (−Xδ −X ′

δ

α
− 2αXδ + pX)) ·DpH(DxU1(Xδ,L(Xδ)), Xδ)

]

+ Cε

(
1 +

∥∥∥∥
dL(Xδ)

dλ

∥∥∥∥
∞

)
,
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and, for Σ : L2 × L2 → L2 × L2 defined by Σ(X,Y ) = (Y,X),

0 ≤ Û2(X
′
δ, Y

′
δ )− βΛ

(
Σ(YN +

1

α
QN )

)
− E

[
F (Y ′

δ ,L(Y
′
δ ))− F (X ′

δ,L(Y
′
δ ))
]

+ E

[
H(DxU2(Y

′
δ ,L(Y

′
δ )), Y

′
δ )−H(−Xδ −X ′

δ

α
− pX′ , X ′

δ)

]
(3.10)

− E

[
(DxU2(Y

′
δ ,L(Y

′
δ ))− (

Yδ − Y ′
δ

α
− 2αY ′

δ + p′Y )) ·DpH(DxU2(Y
′
δ ,L(Y

′
δ )), Y

′
δ )

]

+ Cε

(
1 +

∥∥∥∥
dL(Y ′

δ )

dλ

∥∥∥∥
∞

)
.

We have already noticed that Λ is linear with Λ(QN ) = 0. Moreover, in view of the definition
of Λ, we also have Λ ◦ Σ = Λ. Hence, (3.8) implies

Λ

(
XN +

1

α
QN

)
+ Λ

(
Σ(YN +

1

α
QN )

)
≥ 0.

The Lipschitz regularity and monotonicity of F also gives

E [F (Xδ,L(Xδ))− F (Yδ,L(Xδ))] + E
[
F (Y ′

δ ,L(Y
′
δ ))− F (X ′

δ,L(Y
′
δ ))
]

≥ −C(‖Xδ −X ′
δ‖2 + ‖Yδ − Y ′

δ‖2).

Using the inequalities above in (3.9) and (3.10) we find

0 ≤ Û1(Xδ, Yδ) + Û2(X
′
δ, Y

′
δ ) + C(‖Xδ −X ′

δ‖2 + ‖Yδ − Y ′
δ‖2)

+ E

[
H(DxU1(Xδ,L(Xδ)), Xδ)−H(

Yδ − Y ′
δ

α
− pY , Yδ)

]

− E

[
(DxU1(Xδ,L(Xδ))− (−Xδ −X ′

δ

α
− 2αXδ + pX)) ·DpH(DxU1(Xδ,L(Xδ)), Xδ)

]

+ E

[
H(DxU2(Y

′
δ ,L(Y

′
δ )), Y

′
δ )−H(−Xδ −X ′

δ

α
− pX′ , X ′

δ)

]

− E

[
(DxU2(Y

′
δ ,L(Y

′
δ ))− (

Yδ − Y ′
δ

α
+ 2αY ′

δ + p′Y )) ·DpH(DxU2(Y
′
δ ,L(Y

′
δ )), Y

′
δ )

]

+ Cε

(
1 +

∥∥∥∥
dL(Xδ)

dλ

∥∥∥∥
∞

+

∥∥∥∥
dL(Y ′

δ )

dλ

∥∥∥∥
∞

)
.

The Lipschitz regularity of H (note that it is enough to assume that H is only locally
Lipschitz continuous) and the fact that DxU1 and DxU2 are bounded, together with (3.5),
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allows to rewrite the last inequality as

0 ≤ Û1(Xδ, Yδ) + Û2(X
′
δ, Y

′
δ ) + Cα(‖Xδ‖2 + ‖Y ′

δ‖2)
+ C(‖Xδ −X ′

δ‖2 + ‖Yδ − Y ′
δ‖2)(1 + α−1(‖Xδ −X ′

δ‖2 + ‖Yδ − Y ′
δ‖2) + δ)

− E

[
H(−Xδ −X ′

δ

α
− pX′ , X ′

δ)−H(DxU1(Xδ,L(Xδ)), X
′
δ)

]

− E

[
−((−Xδ −X ′

δ

α
+ pX)−DxU1(Xδ,L(Xδ))) ·DpH(DxU1(Xδ,L(Xδ)), X

′
δ)

]

− E

[
H(

Yδ − Y ′
δ

α
− pY , Yδ)−H(DxU2(Y

′
δ ,L(Y

′
δ )), Yδ)

]

− E

[
−((

Yδ − Y ′
δ

α
+ p′Y )−DxU2(Y

′
δ ,L(Y

′
δ ))) ·DpH(DxU2(Y

′
δ ,L(Y

′
δ )), Yδ)

]

+ Cε

(
1 +

∥∥∥∥
dL(Xδ)

dλ

∥∥∥∥
∞

+

∥∥∥∥
dL(Y ′

δ )

dλ

∥∥∥∥
∞

)
.

Since H is convex in the first variable, we find, again due to (3.5), that

0 ≤ Û1(Xδ, Yδ) + Û2(X
′
δ, Y

′
δ ) + Cα(1 + ‖Xδ‖22 + ‖Y ′

δ‖22)

+ C
(
‖Xδ −X ′

δ‖2 + ‖Yδ − Y ′
δ‖2 + δ

)(
1 + α−1(‖Xδ −X ′

δ‖2 + ‖Yδ − Y ′
δ‖2) + δ

)

+ Cε

(
1 +

∥∥∥∥
dL(Xδ)

dλ

∥∥∥∥
∞

+

∥∥∥∥
dL(Y ′

δ )

dλ

∥∥∥∥
∞

)
.

Recalling that, for any κ > 0, we can find δ, α and ε so small that (3.6) and (3.7) hold, we
find that

0 ≤Mα,ε,δ + Cκ,

which in turn implies that M ≥ 0 as δ, ε, α→ 0.
�

The existence of weak solutions. The result is stated and proved next.

Theorem 3.4. Assume (1.6), (1.7), (1.8) and (1.9). Then there exists a weak solution of

the master equation (3.31).

Proof. The construction of a weak solution relies on the stochastic MFG system studied in
[14]. For this, we fix a Brownian motion (Wt)t≥0 defined on a probability space (Ω′,F′,P′)
which is independent of the space (Ω,F,P) on which we develop the notion of weak solution.
Abusing the notation we still denote by E the expectation with respect to the product
measure P⊗ P

′.

For t0 ≥ 0, let (ũ, m̃, M̃) be the solution of the system





dtũt =
[
ũt(x) + H̃t0,t(Dũt(x), x)− F̃t0,t(x, m̃t)

]
dt+ dM̃t in R

d × (t0,+∞),

∂tm̃t = div(m̃tDpH̃t0,t(Dũt(x), x)) in R
d × (t0,+∞),

m̃t0 = m0 in R
d,

(3.11)
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with

H̃t0,t(p, x) = H(p, x+
√

2β(Wt −Wt0)),

F̃t0,t(x,m) = F (x+
√

2β(Wt −Wt0), (id+
√

2β(Wt −Wt0))♯m).
(3.12)

We recall from [14] that (ũ, m̃, M̃) is an adapted process such that, for a.e. x ∈ R
d, (M̃t(x))

is a martingale, ũ solves the first equation a.s. and a.e. and m̃ solves the second equation
a.s. in the sense of distributions.

It was shown in Lemma 3.6, Lemma 3.4 and the proof of Theorem 3.3 all in [14] that, if
(1.6) and (1.8) hold, then (3.11) has a solution such that, for some C0 > 0 which depends
only on H and F and all t ∈ (t0,∞) and z ∈ R

d,

‖ũt‖∞ + ‖Dũt‖∞ + ‖M̃t‖∞ +D2ũtz · z ≤ C, and

for a.e. x ∈ R
d, the process (M̃(x))t≥t0) is a continuous martingale,

(3.13)

and, if m0 ∈ L∞ and M2(m0) < +∞, then

‖m̃t‖∞ ≤ ‖m0‖∞eC0(t−t0) and M2(m̃t) ≤M2(m0)e
C0(t−t0) a.s. (3.14)

Note that, since ũ is adapted to the filtration generated by (Wt −Wt0)t≥t0 , ũt0(x) is deter-
ministic and independent of t0.

Let
U(x,m0) = ũt0(x).

It follows from (3.13) that U is Lipschitz continuous and semiconcave with respect to x
uniformly in m.

Moreover, U admits a continuous extension on R
d×P2(R

d). This is a consequence of the fact
that there exists C0 > such that, for any m0,m

′
0 ∈ P2(R

d) which are absolutely continuous
with a bounded density,

|U(x,m0)− U(x,m′
0)| ≤ C0d1(m0,m

′
0))

1/(d+2). (3.15)

This last estimate follows from Lemma 3.7 which is stated and proved after the end of the
ongoing proof.

The aim is to show that U , which, in view of (3.13), is bounded, continuous in (x,m) and
Lipschitz continuous and semiconcave in x uniformly in m, is a weak solution to (0.1).

The relation between the MFG system (3.11) and the master equation (0.1) is explained
from the fact that, for any (h, x) ∈ (0,+∞)× R

d and a.s.,

U(x+
√

2β(Wt0+h −Wt0), (id+
√

2β(Wt0+h −Wt0))♯m̃t0+h) = ũt0+h(x). (3.16)

This is the subject of Lemma 3.8 which is stated and proved after the end of the ongoing
proof.

Following the discussion about the connection between subdifferentials and subjets in sec-
tion 1 and Definition 3.1, we fix a C2-test function Φ : L2 × L2 → R and assume that the
map

(X,Y ) → E [U(X,L(X))− U(Y,L(X))]− Φ(X,Y ) + ε

∥∥∥∥
dL(X)

dλ

∥∥∥∥
∞

achieves a minimum I at (X,Y ).

(3.17)
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Note that, without loss of generality, we may assume that this minimum is strict and that
−Φ has a quadratic growth.

We claim that

0 ≤ Û(X,Y )− βΛ
(
D2

(X,Y )
Φ(X,Y )

)
− E

[
F (X,L(X))− F (Y ,L(X))

]

+ E
[
H(DxU(X,L(X)), X)−H(−DY Φ(X,Y ), Y )

]

− E
[
(DxU(X,L(X))−DXΦ(X,Y )) ·DpH(DxU(X,L(X)), X)

]

+ Cε

(
1 +

∥∥∥∥
dL(X)

dλ

∥∥∥∥
∞

)
,

(3.18)

which is the condition needed for U to be a weak solution.

In order to handle terms of the form H(DxU(Y,L(X)), Y ), we need to regularize U with
respect to the space variable. For this, we fix a smooth, nonnegative kernel with compact
support ξ and, for η ∈ (0, ε) small, we consider the mollifier ξη(x) = η−dξ(x/η).

The uniform in m Lipschitz continuity of U with respect to x and the Lipschitz continuity
of ũt yield that, for a uniformly small η,

‖ξη ∗x U(·,m)− U(·,m)‖ ≤ Cη and ‖ξη ∗x ũt − ũt‖ ≤ Cη. (3.19)

It follows from Stegall’s Lemma, that, for all η > 0 small, there exist pX , pY ∈ L2 such that

‖pX‖2 + ‖pY ‖2 ≤ η

and the map

(X,Y ) →E [U(X,L(X))− ξη ∗ U(·,L(X))(Y )]− Φ(X,Y )− E [pX ·X + pY · Y ]

+ ε

∥∥∥∥
dL(X)

dλ

∥∥∥∥
∞

achieves a minimum Iη at some point (Xη, Y η) ∈ L2
ac × L2.

(3.20)

The main step of the ongoing proof is to show that

0 ≤ Û(Xη, Y η)− βΛ
(
D2

(X,Y )Φ(Xη, Y η)
)
− E

[
F (Xη,L(Xη))− F (Y η,L(Xη))

]

+ E
[
H(DxU(Xη,L(Xη)), Xη)−H(−DY Φ(Xη, Y η)− pY , Y η)

]

− E
[
(DxU(Xη,L(Xη))−DXΦ(Xη, Y η)− pX) ·DpH(DxU(Xη,L(Xη)), Xη)

]

+ Cε

(
1 +

∥∥∥∥
dL(Xη)

dλ

∥∥∥∥
∞

)
+ Cη

(3.21)

and

|DY Φ(Xη, Y η) + pY | ≤ C, a.s. (3.22)

We continue with the proof of (3.18) and establish (3.21) and (3.22) later.

For the remainder of the argument all the limits are taken as η → 0. Hence we will not be
repeating this fact.

It is clear that Iη → I. Moreover, the fact that the minimum in (3.17) is strict yields that

(Xη, Y η) → (X,Y ) in L2 × L2,
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and, thus, ∥∥∥∥
dL(Xη)

dλ

∥∥∥∥
∞

→
∥∥∥∥
dL(X)

dλ

∥∥∥∥
∞
.

In addition, since Xη → X in L2, it follows that the density of mη = L(Xη), which is

uniformly bounded, converges weakly-⋆ to the density of m = L(X).

The uniform continuity of U in both variables and the uniform semiconcavity in x allows
to pass to the limit in the terms

E
[
H(DxU(Xη,L(Xη)), Xη)

]
=

ˆ

Rd

H(DxU(x,mη), x)mη(x)dx

and

E
[
(DxU(Xη,L(Xη)) ·DpH(DxU(Xη,L(Xη)), Xη)

]

=

ˆ

Rd

(DxU(x,mη) ·DpH(DxU(x,mη), x))mη(x)dx.

Similarly, since

DXΦ(Xη, Y η) + pX → DXΦ(X,Y ) in L2 and

DpH(DxU(Xη,L(Xη)), Xη) → DpH(DxU(X,L(X)), X) a.s.,

it is possible to pass in the limit in

E
[
(−DXΦ(Xη, Y η)− pX) ·DpH(DxU(Xη,L(Xη)), Xη)

]
.

Finally, since DY Φ(Xη, Y η) + pY → DY Φ(X,Y ) in L2, in view of (3.22), we can also pass

to the limit in E
[
H(−DY Φ(Xη, Y η)− pY , Y η)

]
.

In conclusion, one can pass to the limit in the whole expression (3.21) and obtain (3.18).

We now return to the proofs of (3.21) and (3.22). To simplify the notation, we write X, Y
and Φ for Xη, Y η and Φ + E[pX ·X + pY · Y ] respectively, and assume that the map

(X,Y ) → E [U(X,L(X))− ξη ∗ U(·,L(X))(Y )]− Φ(X,Y )

+ε

∥∥∥∥
dL(X)

dλ

∥∥∥∥
∞

achieves a minimum at (X,Y )
(3.23)

which, without loss of generality, we assume that is 0.

Let (ũ, m̃) be the solution of (3.11) with initial condition m0 = L(X).

In order to use (3.23), we now need to lift the (random) flow (m̃t)t≥t0 to L2.

The natural thing to do is to find a solution (φx)t≥t0 of the ode (with random coefficients)

d

dt
φxt = −DpH̃t0,t(Dũt(φ

x
t ), φ

x
t ) in (t0,∞), φxt0 = x, (3.24)

which is adapted to the filtration generated by (Wt−Wt0)t≥t0 . Then one would expect that

m̃t(x) = φx♯m0, so that Xt = φXt would have the property that m̃t = L(Xt|W ).

Unfortunately, the existence of such a flow is not known in general without adding some
randomness to the flow or some extra structure condition on the data; see the discussion in
Section 2.6 of [14].
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To overcome this issue, we proceed by approximation. It follows from Lemma 3.6, Lemma

3.8 and the proof of Theorem 3.8 in [14] that there exists a sequence (ũN , m̃N , M̃N )N≥1

such that, for any T > t0 and R > 0,

lim
N→∞

sup
t∈[t0,T ]

E

[
‖ũt − ũNt ‖d+1

L∞(BR)

]
= 0, ‖m̃N

t ‖∞ ≤ ‖m0‖∞eC0(t−t0) (3.25)

and, a.s.,

lim
N→∞

m̃N = m̃ in C0([0, T ],P2(R
d)) and in L∞ − weak− ⋆ .

Then, following [13], we can solve, for a.e. x ∈ R
d, the ode

d

dt
φN,x
t = −DpH̃

N
t0,t(Dũ

N
t (φN,x

t ), φN,x
t ), φN,x

t0
= x (3.26)

in a unique way and, as shown in [13], we have m̃N
t (x) = φN,x

t ♯m0.

We set XN
t = φN,X

t and remark that by definition m̃N
t = L(XN

t |W ); note that XN
t =

XN
t (ω, ω′) where (ω, ω′) ∈ Ω× Ω′.

If Ψ : L2 → R is continuous, we denote by Ψ(XN
t ) the random variable ω′ → Ψ(XN

t (·, ω′))
on Ω′, and observe that

Ψ(XN
t +

√
2β(Wt0+h −Wt0)) = Ψ(XN

t (·, ω′) + z)z=
√
2β(Wt0+h−Wt0

)(ω′).

Set ũηt (x) = (ξη ∗ ũt)(x) and, for all (X,Y ) ∈ L2 × L2,

Ûη(X,Y ) = E [U(X,L(X))− ξη ∗ U(·,L(X))(Y )] .

To complete the ongoing proof we need two additional results which we state below as
separate lemmata and present their proof later.

Lemma 3.5. Fix h > 0. For N large enough, depending on h, we have

E

[
Ûη(XN

t0+h +
√
2β(Wt0+h −Wt0), Y +

√
2β(Wt0+h −Wt0))

]
− Ûη(X,Y )

≤ hE
[
(ũt0(X) +H(Dũt0(X), X)−DpH(Dũt0(X), X) ·Dũt0(X)− F (X,m0)

]

− hE
[
ũt0(Y ) +H(−DY Φ(X,Y ), Y )− F (Y ,m0)

]
+ Cηh+ o(h),

where m0 = L(X). In addition, (3.22) holds.

Lemma 3.6. For N large enough depending on h,

E

[
Φ(XN

t0+h +
√
2β(Wt0+h −Wt0), Y +

√
2β(Wt0+h −Wt0))

]

≥ Φ(X,Y ) + hE
[
−DpH(Dũt0(X), X) ·DXΦ(X,Y )

]
+ βhΛ(D2

(X,Y )Φ(X,Y )) + o(h).
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To prove (3.21) we recall that the minimum in (3.23) is assumed to be 0, and we find, using
(3.14), (3.25) and Lemma 3.5, that, for N large enough,

E

[
Φ(XN

t0+h +
√

2β(Wt0+h −Wt0), Y +
√
2β(Wt0+h −Wt0))

]

≤ E

[
Ûη(XN

t0+h +
√

2β(Wt0+h −Wt0), Y +
√
2β(Wt0+h −Wt0))

]

+ εE′
[∥∥∥∥∥
dL(XN

t0+h −
√
2β(Wt0+h −Wt0)|W )

dλ

∥∥∥∥∥
∞

]

≤ Ûη(X,Y ) + hE
[
(ũt0(X) +H(Dũt0(X), X)−DpH(Dũt0(X), X) ·Dut0(X)− F (X,m0)

]

− hE
[
ũt0(Y ) +H(−DY Φ(X,Y ), Y )− F (Y ,m0)

]

+ ε(1 + Ch)‖m0‖∞ + Cηh+ o(h).

We have also seen from Lemma 3.6 that, for N large enough,

E

[
Φ(XN

t0+h +
√
2β(Wt0+h −Wt0), Y +

√
2β(Wt0+h −Wt0))

]

≥ Φ(X,Y ) + hE
[
−DpH(Dũt0(X), X) ·DXΦ(X,Y )

]
+ βhΛ(D2

(X,Y )Φ(X,Y )) + o(h).

Combining the last two inequalities and using that Ûη(X,Y ) = Φ(X,Y ) − ε‖m0‖∞ and
DxU(x,m0) = Dũt0(x), we get, letting h→ 0,

E

[
−DpH(DxU(X,L(X)), X) ·DXΦ(X,Y )

]
+ βΛ(D2

(X,Y )Φ(X,Y ))

≤ E
[
U(X,L(X)) +H(DxU(X,L(X)), X)

]

− E
[
DpH(DxU(X,L(X)), X) ·DxU(X,L(X))− F (X,L(X))

]

− E
[
U(Y ,L(X)) +H(−DY Φ(X,Y ), Y )− F (Y ,L(X))

]

+ Cε(1 + ‖m0‖∞) + Cη,

and, after some rearranging,

0 ≤ Û(X,Y )− βΛ
(
D2

(X,Y )
Φ(X,Y )

)
− E

[
F (X,L(X))− F (Y ,L(X))

]

+ E
[
H(DxU(X,L(X)), X)−H(−DY Φ(X,Y ), Y )

]

− E
[
(DxU(X,L(X))−DXΦ(X,Y )) ·DpH(X,DxU(X,L(X)))

]

+ Cε

(
1 +

∥∥∥∥
dL(X)

dλ

∥∥∥∥
∞

)
+ Cη,

which is (3.21).
�

We continue with the statements and proofs of the technical facts used in the previous
proof.

Lemma 3.7. Assume (1.6) and (1.8). Then there exists C0 > 0 such that, for all m0,m
′
0 ∈

P2(R
d) which are absolutely continuous with bounded density, (3.15) holds.

Proof. We only present a sketch, since the complete proof can be concluded by standard
arguments.
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Let (ũ, m̃, M̃) and (ũ′, m̃′, M̃ ′) be the solutions of (3.11) with initial condition m0 and m′
0

respectively. Following the proof of Lemma 3.7 in [14], we have

E

[
ˆ +∞

t0

ˆ

Rd

e−t
(
F̃t0,t(x, m̃t)− F̃t0,t(x, m̃

′
t)
)
(m̃t(x)− m̃′

t(x))dxdt

]

≤ −E

[
ˆ

Rd

(ũt0(x)− ũ′t0(x))(m0(x)−m′
0(x))dx

]
.

The strong monotonicity of F and its Lipschitz regularity in x uniformly in m on the one
hand, and the uniform Lipschitz regularity in x of ũ and ũ′ on the other hand, yield by an
interpolation inequality

αFE

[
ˆ +∞

0
e−t
∥∥∥F̃t0,t(·, m̃t)− F̃t0,t(·, m̃′

t)
∥∥∥
d+2

∞
dt

]
≤ Cd1(m0,m

′
0).

Then the optimal control representation of the solution (Proposition 2.7 of [14]) and Hölder’s
inequality give

|ũt0(x)− ũ′t0(x)| ≤ E

[
ˆ +∞

0
e−t
∥∥∥F̃t0,t(·, m̃t)− F̃t0,t(·, m̃′

t)
∥∥∥
∞
dt

]
≤ Cd1

1/(d+2)(m0,m
′
0).

Using the definition of U , we may now conclude.
�

Lemma 3.8. For any (h, x) ∈ (0,+∞)× R
d and a.s.

U(x+
√
2β(Wt0+h −Wt0), (id+

√
2β(Wt0+h −Wt0))♯m̃t0+h) = ũt0+h(x). (3.27)

Proof. Let (ũh, m̃h, M̃h) be defined, for t ≥ t0 + h and x ∈ R
d, by

ũht (x) = ũt(x−
√

2β(Wt0+h −Wt0)), m̃
h
t = (id+ 2β(Wt0+h −Wt0))♯m̃t

and

M̃h
t (x) = M̃t(x−

√
2β(Wt0+h −Wt0))− M̃t0+h(x−

√
2β(Wt0+h −Wt0)).

Recalling (3.12), we find, for a.e. x ∈ R
d, any t ≥ t0 + h and a.s.,

ũht (x)− ũht0+h(x) = ũt(x−
√

2β(Wt0+h −Wt0))− ũt0+h(x−
√
2β(Wt0+h −Wt0))

=

ˆ t

t0+h

[
ũhs (x) + H̃t0,s(Dũ

h
s (x), x−

√
2β(Wt0+h −Wt0))

− F̃t0,s(x−
√
2β(Wt0+h −Wt0), m̃s)

]
ds+ M̃h

t (x)− M̃h
t0+h(x)

=

ˆ t

t0+h

[
ũhs (x) + H̃t0+h,s(Dũ

h
s (x), x)− F̃t0+h,s(x, m̃

h
s )
]
ds+ M̃h

t (x)− M̃h
t0+h(x),

since, for s ≥ t0 + h,

F̃t0+h,s(x, m̃
h
s ) = F (x+

√
2β(Ws −Wt0+h), (id+

√
2β(Ws −Wt0+h))♯m̃

h
s )

= F̃t0,s(x−
√

2β(Wt0+h −Wt0), (id−
√

2β(Wt0+h −Wt0))♯m̃
h
s )

= F̃t0,s(x−
√

2β(Wt0+h −Wt0), m̃s).

A similar argument shows that m̃h is a.s. a weak solution of

∂tm̃
h
t = div(m̃h

tDpH̃t0+h,t(Dũ
h
t (x), x)) in R

d × (t0,+∞).
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This proves that (ũh, m̃h, M̃h) solves (3.11) on the time interval (t0 + h,+∞) and with the
initial condition m̃h

t0+h. Therefore U(x, m̃h
t0+h) = ũht0+h(x) a.s., which implies the result.

�

The proof of Lemma 3.5. The definition of Ûη gives

Ûη(XN
t0+h +

√
2β(Wt0+h −Wt0), Y +

√
2β(Wt0+h −Wt0))

= U(XN
t0+h +

√
2β(Wt0+h −Wt0),L(X

N
t0+h +

√
2β(Wt0+h −Wt0)|W ))

− ξη ∗ U(·,L(XN
t0+h +

√
2β(Wt0+h −Wt0)|W ))(Y +

√
2β(Wt0+h −Wt0)),

where

L(XN
t0+h +

√
2β(Wt0+h −Wt0)|W ) = (id+

√
2β(Wt0+h −Wt0))♯L(X

N
t0+h|W )

= (id+
√

2β(Wt0+h −Wt0))♯m̃
N
t0+h.

Since, as N → +∞ a.s., m̃N
t0+h converges weakly to m̃t0+h a.s., it follows that, for N large

enough,

E
′
[
Ûη(XN

t0+h +
√
2β(Wt0+h −Wt0), Y +

√
2β(Wt0+h −Wt0))

]

≤ E

[
U(XN

t0+h +
√
2β(Wt0+h −Wt0), (id+

√
2β(Wt0+h −Wt0))♯m̃t0+h)

− ξη ∗ U(·, (id+
√
2β(Wt0+h −Wt0))♯m̃t0+h)(Y +

√
2β(Wt0+h −Wt0))

]
+ h2/2

= E

[
ũt0+h(X

N
t0+h)− ũηt0+h(Y )

]
+ h2/2,

the last equality coming from (3.27) and the definition of ũη.

Since

E
[
ũt0+h(X

N
t0+h)

]
= E

[
ˆ

Rd

ũt0+h(x)m̃
N
t0+h(x)dx

]
→ E

[
ˆ

Rd

ũt0+h(x)m̃t0+h(x)dx

]

using the weak convergence of m̃N to m̃, we can find N large enough such that

E
′
[
Ûη(XN

t0+h +
√
2β(Wt0+h −Wt0), Y +

√
2β(Wt0+h −Wt0))

]

≤ E

[
ˆ

Rd

ũt0+h(x)m̃t0+h(x)dx

]
− E

[
ũηt0+h(Y )

]
+ h2

= Ûη(X,Y ) + E

[
ˆ

Rd

(ũt0+h(x)mt0+h(x)− ũt0(x)mt0(x))dx

]

− E

[
ũηt0+h(Y )− ũηt0(Y )

]
+ h2.

(3.28)

We analyze the two middle terms in the right-hand side of (3.28) separately.
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A standard computation gives

E

[
ˆ

Rd

(ũt0+h(x)mt0+h(x)− ũt0(x)mt0(x))dx

]

= E

[ ˆ t0+h

t0

ˆ

Rd

(ũt(x) + H̃t0,t(Dũt(x), x)−DpH̃t0,t(Dũt(x), x) ·Dũt(x)

− F̃t0,t(x, m̃t)) m̃t(x)dxdt
]

≤ h

ˆ

Rd

(ũt0(x) +H(Dũt0(x), x)−DpH(Dũt0(x), x) ·Dũt0(x)

− F (x,m0)) m0(x)dx+ o(h),

(3.29)

where the last inequality comes from the semiconcavity of ũ. We also have

E

[
ũηt0+h(Y )− ũηt0(Y )

]
=E

[ ˆ t0+h

t0

ũηt (Y ) + ξη ∗
(
H̃t0,t(Dũt(·), ·)

)
(Y )

− ξη ∗ F̃t0,t(·, m̃t)(Y ) dt
]
.

Using thatDũt is bounded, H is locally Lipschitz continuous and convex in the first variable,
F is globally Lipschitz continuous and ξ has a compact support, we get

E

[
ũηt0+h(Y )− ũηt0(Y )

]
≥ E

[
ˆ t0+h

t0

ũt(Y ) + H̃t0,t(Dũ
η
t (Y ), Y )− F̃t0,t(Y , m̃t) dt

]
− Cηh.

Since the map Y → −E
[
ũηt0(Y )

]
− Φ(X,Y ) has a minimum at Y , we know that

DY Φ(X,Y ) = −Dũηt0(Y ) a.s..

Recalling that Dũ is globally bounded and the change of notation at the beginning of this
part, yields (3.22).

Moreover the last inequality can be rewritten as

E

[
ũηt0+h(Y )− ũηt0(Y )

]

≥ E

[
ũt0(Y ) +H(−DY Φ(X,Y ), Y )− F (Y ,m0) dt

]
− Cηh− o(h),

(3.30)

because, in view of the the semiconcavity of ũ, t→ Dũηt (x) is continuous in L
1
loc at t0.

Combining (3.28), (3.29) and (3.30) completes the proof.
�

The proof of Lemma 3.6. Set

Zt = (XN
t0+h +

√
2β(Wt0+h −Wt0), Y +

√
2β(Wt0+h −Wt0)).

The map t→ XN
t is Lipschitz continuous in L2 and solves (3.26). Hence, for any bounded

stopping time τ ≥ t0 we have

Φ(Zτ ) = Φ(X,Y ) +

ˆ τ

t0

(−E

[
DpH̃

N
t0,t(Dũ

N
t (XN

t ), XN
t ) ·DXΦ(Zt)|W

]

+ β

d∑

k=1

D2
(X,Y )Φ(Zt)((ek, ek), (ek, ek)) ) dt+

√
2β

ˆ τ

t0

(DXΦ(Zt) +DY Φ(Zt))dWt.
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It follows from a standard localization argument that

E [Φ(Zt0+h)] = Φ(X,Y ) +

ˆ t0+h

t0

(−E

[
DpH̃

N
t0,t(Dũ

N
t (XN

t ), XN
t ) ·DXΦ(Zt)

]

+ βΛ(D2
(X,Y )Φ(Zt)))dt ≥

Φ(X,Y ) + hE
[
−DpH(Dũt0(X), X) ·DXΦ(X,Y )

]
+ βhΛ(D2

(X,Y )Φ(X,Y )) + o(h).

�

Formulation for the gradient of the solution. We explain in more detail how to
formulate all the results of this section in term of the derivative DxU of U . As pointed
out several times already, this formulation is the natural one in our framework. Let us
underline also that the knowledge of DxU is central in the applications since the vector
field −DpH(DxU(x,m), x) is the optimal feedback of the MFG problem.

We begin noticing that the gradient W = (W1, . . . ,Wd) = DxU of a solution U to (0.1)
satisfies, at least formally and for each i = 1. . . . , d,

Wi(x,m)− β∆Wi(x,m) +DpH(W (x,m), x) ·DxWi(x,m) +Dxi
H(W (x,m), x)

+

ˆ

Rd

DmWi(x,m, y) ·DpH(W (y,m), y)m(dy)

− β
(ˆ

Rd

Tr(D2
ymWi(x,m, y))m(dy) + 2

ˆ

Rd

Tr(D2
xmWi(x,m, y))m(dy)

+

ˆ

R2d

Tr(D2
mmWi(x,m, y, y

′))m(dy)m(dy′)
)
= Fxi

(x,m).

(3.31)

Mimicking Definition 3.1 we introduce, for (X,Y ) ∈ L∞
ac × L2,

Ŵ (X,Y ) = E

[
ˆ 1

0
W ((1− t)X + tY,L(X))dt

]
, Ŵ ε(X,Y ) = Ŵ (X,Y ) + ε

∥∥∥∥
dL(X)

dλ

∥∥∥∥
∞
.

We define the notion of weak solution to (3.31):

Definition 3.9. A map W : Rd × P2(R
d) → R

d is a weak solution of the master equation
(3.31) if (i) W is globally bounded, m → W (·,m) is continuous in L1

loc(R
d), x → W (x,m)

is irrotational for any m and satisfies, for x, y ∈ R
d and m ∈ P2(R

d)

(W (x,m)−W (y,m)) · (x− y) ≤ C|x− y|2,
and (ii) there exists a constant C > 0 such that, for all (X,Y ) ∈ L∞

ac × L2, any ε ∈ (0, 1)

and all (X, (pX , pY )) ∈ D
2,−
Ŵ ε(X,Y ),

0 ≤ Ŵ (X,Y )− βΛ (X)− E [F (X,L(X))− F (Y,L(X))]

+ E [H(W (X,L(X)), X)−H(−pY , Y )]

− E [(W (X,L(X))− pX) ·DpH(W (X,L(X)), X)] + Cε

(
1 +

∥∥∥∥
dL(X)

dλ

∥∥∥∥
L∞(Rd)

)
.

With this definition in mind, Proposition 3.2 can be restated as follows.
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Proposition 3.10. Assume that H : Rd×R
d → R is of class C1 and F : Rd×P1(R

d) → R

is continuous and class C1 in the space variable. If W : Rd × P2(R
d) → R

d is a weak

solution of (3.31) and W , DxW,DmW,DmmW and DxmW are continuous in x and m,

then W is a classical solution to (3.31).

The proof is the same as the one of Proposition 3.2. Simply notice that all the expressions
involving U in the proof actually only involve DxU . In the same way, we have the following
reformulation of the uniqueness of the weak solution.

Theorem 3.11. Assume that H : Rd × R
d → R is locally Lipschitz continuous and F :

R
d × P1(R

d) → R is Lipschitz continuous and monotone. Then there exists at most one

solution of the master equation (3.31).

The existence of a weak solution for (3.31) is a straightforward application of Theorem 3.4.

4. Relation between the two definitions for the first-order master

equation

We revisit the first-order master equation (0.2) and show directly that, in this case, the
definition in the Hilbert space (Definition 3.1) is equivalent to the one on the space of
measures (Definition 2.1). One direction is rather straightforward while the opposite is
more complicated.

Theorem 4.1. A map U is a weak solution of (0.1) with β = 0 in the sense of Definition

3.1 if and only if U is a weak solution of (0.2) in the sense of Definition 2.1.

We split the proof in two propositions, each one stating one implication in the equivalence
claimed by the theorem.

Proposition 4.2. Let U be a weak solution of (0.1) with β = 0 in the sense of Definition

3.1. Then U is a weak solution of (0.2) in the sense of Definition 2.1.

Proof. Let φ be a Lipschitz continuous map, m̃ ∈ P2(R
d)∩L∞(Rd), m̂ ∈ P2(R

d) and assume
that m0 ∈ P2(R

d) ∩ L∞(Rd) minimizes

m→
ˆ

Rd

(U(x,m)− φ(x))(m(x)− m̃(x))dx+ ε(d2(m, m̂) + ‖m‖∞).

Fix X0 ∈ L2 and Ỹ , Ŷ ∈ L2 be such that L(X0) = m0, L(Ỹ ) = m̃ and L(Ŷ ) = m̂. Then,
for any δ > 0, the map

X →E

[
U(X,L(X))− U(Ỹ ,L(X))− φ(X) + φ(Ỹ ) + δ|X −X0|2

]
+ ε‖X − Ŷ ‖2

+ ε

∥∥∥∥
dL(X)

dλ

∥∥∥∥
∞

has a unique minimum at X0.

Fix α > 0 and let φα be a standard regularization of φ, such that Dφα is uniformly bounded
and converges a.e. to Dφ. It follows from Stegall’s Lemma that there exist pX , pY with
‖pX‖2 + ‖pY ‖2 < α and such that the map

(X,Y ) →E

[
U(X,L(X))− U(Y,L(X))− φα(X) + φα(Y ) + δ|X −X0|2 +

1

2α
|Y − Ỹ |2

− pX ·X − pY · Y
]
+ ε(α+ E

[
|X − Ŷ |2

]
)1/2 + ε

∥∥∥∥
dL(X)

dλ

∥∥∥∥
∞
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has a minimum at (Xα, Yα), and Yα → Ỹ and Xα → X0 as α→ 0.

It follows from Definition 3.1 that

0 ≤ Û(Xα, Yα)− E [F (Xα,L(Xα))− F (Yα,L(Xα))]

+ E [H(DxU(Xα,L(Xα)), Xα)−H(−pYα
, Yα)] (4.1)

− E [(DxU(Xα,L(Xα))− pXα
) ·DpH(DxU(Xα,L(Xα)), Xα)] + Cε

(
1 +

∥∥∥∥
dL(Xα)

dλ

∥∥∥∥
∞

)
,

where

pXα
= Dφ(Xα) + 2δ(Xα −X0)− ε(α+ E

[
|Xα − Ŷ |2

]
)−1/2(Xα − Ŷ ) + pX (4.2)

and

pYα
= −Yα − Ỹ

α
−Dφ(Yα) + pY .

In view of the optimality of Yα, −pYα
∈ D+

x U(Yα,L(Xα)) a.s. and, therefore, pYα
is bounded

in L∞ since U is uniformly Lipschitz continuous in the first variable. It follows that, up to a
subsequence denoted in the same way as the full family, the pYα

’s converge, as α → 0,
weakly in L2 to some p

Ỹ
. Since U is uniformly semiconcave in space, it follows that

−p
Ỹ

∈ D+
x U(Ỹ ,L(X̃)). Finally, given that Ỹ has an absolutely continuous density, we

infer that −p
Ỹ
= DxU(Ỹ ,L(X̃)) a.s..

Using the convexity of H, we get

E

[
H(DxU(Ỹ ,L(X̃)), Ỹ )

]
≤ lim inf

α→0
E [H(−pYα

, Yα)] .

The other terms in (4.1) easily pass to the limit. Indeed, recalling that the density of the law
of Xα converges to m0 in L∞−weak-∗ and noticing that the term in ε in (4.2) is uniformly
bounded by ε, as expected we obtain

0 ≤ Û(X0, Ỹ )− E

[
F (X0,L(X0))− F (Ỹ ,L(X0))

]

+ E

[
H(DxU(X0,L(X0)), X0)−H(DxU(Ỹ ,L(X̃), Ỹ )

]

− E [(DxU(X0,L(X0))−Dφ(X0) ·DpH(DxU(X0,L(X0)), X0)]

+ Cε

(
1 +

∥∥∥∥
dL(X0)

dλ

∥∥∥∥
∞

)
.

�

We now consider the other direction. A already mentioned, the argument is much more
intricate than the one for Proposition 4.2. The main difficulty is how to transform the
subdifferential in the Hilbert space in the definition into a test function in the space of
measures. This question has been investigated in Gangbo and Tudorascu [26] in the setting
of Hamilton-Jacobi equations (see also Alfonsi and Jourdain [1] for a related topic) and we
largely use these ideas although in a slightly different context.

Proposition 4.3. If U is a weak solution of (0.2) in the sense of Definition 2.1, then U
satisfies (0.1) with β = 0 in the sense of Definition 3.1.
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Proof. Fix ε > 0 and a C2-test function Φ : L2 × L2 → R and assume that the map

(X,Y ) → E [U(X,L(X))− U(Y,L(X))]− Φ(X,Y ) + ε

∥∥∥∥
dL(X)

dλ

∥∥∥∥
∞

achieves a strict minimum I at (X,Y ) ∈ L∞
ac × L2.

(4.3)

The first step consists in finding a perturbation ensuring that, at the minimum (Xδ, Y δ),
we have in addition that Y δ ∈ L∞

ac.

Fix δ > 0. Stegall’s lemma yields pX , pY ∈ L2 with ‖pX‖2 + ‖pY ‖2 ≤ δ and (Xδ, Y δ) ∈
L∞
ac × L∞

ac such that

(X,Y ) →E
[
U(X,L(X))− U(Y,L(X))− pX ·X − pY · Y + |X −X|2 + |Y − Y |2

]

− Φ(X,Y ) + ε

∥∥∥∥
dL(X)

dλ

∥∥∥∥
∞

+ δ

∥∥∥∥
dL(Y )

dλ

∥∥∥∥
∞

achieves a minimum Iδ at (Xδ, Y δ) ∈ L∞
ac × L∞

ac.

Note that, as δ → 0, Iδ → I and, hence, (Xδ, Y δ) → (X,Y ) in L2 and

lim
δ→0

∥∥∥∥
dL(Xδ)

dλ

∥∥∥∥
∞

=

∥∥∥∥
dL(X)

dλ

∥∥∥∥
∞

and lim
δ→0

δ

∥∥∥∥
dL(Y δ)

dλ

∥∥∥∥
∞

= 0. (4.4)

We also note that the DxU(Y δ,L(Xδ))’s are bounded in L∞ and, therefore, converge (up to
a sequence that we denote in the same way) in L∞−weak ∗ to a random variable Z ∈ σ(Y ).
The measurability of Z is a consequence of the facts that DxU(Y δ,L(Xδ)) ∈ σ(Y δ) and
Y δ → Y .

We claim that

Z = −DY Φ(X,Y ). (4.5)

Indeed, fix φ ∈ C1
c (R

d;Rd). In view of the optimality of Y δ, for h > 0 we have

E
[
−U(Y δ + hφ(Y δ),L(Xδ))− pY (Y δ + hφ(Y δ)) + |(Y δ + hφ(Y δ))− Y |2

]

− Φ(Xδ, (Y δ + hφ(Y δ))) + δ

∥∥∥∥
dL((Y δ + hφ(Y δ)))

dλ

∥∥∥∥
∞

(4.6)

≥ E
[
−U(Y δ,L(Xδ))− pY Y δ + |Y δ − Y |2

]
− Φ(Xδ, Y δ) + δ

∥∥∥∥
dL(Y δ)

dλ

∥∥∥∥
∞
.

Recalling that the density of the law of (Y δ + hφ(Y δ)) is given by |det(J(Id+ hφ)−1)|m ◦
(Id+ hφ)−1, m being the law of Y δ and J the Jacobian matrix, we have that

∥∥∥∥
dL((Y δ + hφ(Y δ)))

dλ

∥∥∥∥
∞

≤ (1 + Ch‖Dφ‖∞)‖
∥∥∥∥
dL(Y δ)

dλ

∥∥∥∥
∞
.

Hence, dividing (4.6) by h and letting h→ 0 we get

E
[
(−DxU(Y δ,L(Xδ))− pY ·+2(Y δ − Y )−DY Φ(Xδ, Y δ)) · φ(Y δ)

]

≥ −Cδ‖φ‖C1

∥∥∥∥
dL(Y δ)

dλ

∥∥∥∥
∞
.
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Next, we let δ → 0. Since DxU(Y δ,L(Xδ)) → Z in L∞−weak ∗, (Xδ, Y δ) → (X,Y ) in L2,
and (4.4) holds, we find

E
[
−Z · φ(Y )−DY Φ(X,Y ) · φ(Y )

]
≥ 0.

In Lemma 4.6 below we prove that DY Φ(X,Y ) is σ(Y ) measurable. Hence, (4.5) holds.

We note for later use that, in view of the convexity of H with respect to the first variable,
we find that

E
[
H(−DY Φ(X,Y ), Y )

]
≤ lim inf

δ→0
E
[
H(DxU(Y δ,L(X)), Y δ)

]
. (4.7)

We now start the second part of the proof, in which Y δ is fixed and where we use the fact
that U is a solution of (0.2). We set m0 = L(Xδ) and m̃ = L(Y δ). Then Xδ is a minimum
point of

X → E
[
U(X,L(X))− U(Y δ,L(X))

]
− Φ(X,Y δ) + ε

∥∥∥∥
dL(X)

dλ

∥∥∥∥
∞
.

For µ ∈ P2(R
d) and X ∈ L2 let

W (µ) =

ˆ

Rd

U(x, µ)(µ− m̃) + ε

∥∥∥∥
dµ

dλ

∥∥∥∥
∞

and W̃ (X) =W (L(X)).

Since W̃ − Φ(·, Y δ) has a minimum at Xδ and Φ ∈ C2 it follows that, for some constant
C > 0 and all X ∈ L2,

W̃ (X) ≥ W̃ (Xδ) + E
[
DXΦ(Xδ, Y δ) · (X −Xδ)

]
− C‖X −Xδ‖22. (4.8)

The main difficulty is to replace DXΦ(Xδ, Y δ) by a map of the form Dφ(Xδ) for some
φ ∈ C1(Rd).

It turns out that, although we are not able to find such φ, we have the following result,
which is largely borrowed from ideas of [26] and [1] (recall that m0 = L(Xδ)). Its proof is
presented after the end of the ongoing one.

Lemma 4.4. There exists a map h ∈ L2
m0

(Rd) and a sequence φn ∈ C∞
c (Rd) such that, as

n→ ∞, Dφn → h in L2
m0

(Rd,Rd) and, for all v ∈ L2
m0

(Rd,Rd),

E
[
v(Xδ) ·DXΦ(Xδ, Y δ)

]
= E

[
v(Xδ) · h(Xδ)

]
. (4.9)

We also need the following fact. Its proof is given later in this section.

Lemma 4.5. If n is sufficiently large, the map

P2(R
d) ∋ m→

ˆ

Rd

(U(x,m)− φn(x))(m(dx)− m̃(dx)) + ε
(
d2(m,m0) + ‖m‖∞

)

has a local minimum at m0 ∈ P2(R
d) ∩ L∞(Rd).



34 PIERRE CARDALIAGUET AND PANAGIOTIS E. SOUGANIDIS

Since U is a solution of (0.2) in the sense of Definition 2.1, in view of the previous lemmata,
we find

ˆ

Rd

U(x,m)(m0(x)− m̃(x))dx+

ˆ

Rd

H(DxU(x,m0), x)(m0(x)− m̃(x))dx

−
ˆ

Rd

(DxU(y,m0)−Dφn(y)) ·DpH(DxU(y,m), y)m0(dy)

≥
ˆ

Rd

F (x,m0)(m0(x)− m̃(x))dx− Cε(1 + ‖m0‖2L∞(Rd)).

Moreover, since Dφn → h in L2
m0

(Rd), letting n→ ∞ yields
ˆ

Rd

U(x,m)(m0(x)− m̃(x))dx+

ˆ

Rd

H(DxU(x,m0), x)(m0(x)− m̃(x))dx

−
ˆ

Rd

(DxU(y,m0)− h(y)) ·DpH(DxU(y,m), y)m0(dy)

≥
ˆ

Rd

F (x,m0)(m0(x)− m̃(x))dx− Cε(1 + ‖m0‖2∞).

Note that in view of (4.9) and of the definition of m0 and m̃ the above can be rewritten as

E
[
U(Xδ,L(Xδ))− U(Y δ,L(Xδ)) +H(DxU(Xδ,L(Xδ)), Xδ)−H(DxU(Y δ,L(Xδ)), Y δ)

]

− E
[
(DxU(Xδ,L(Xδ))−DXΦ(Xδ, Y δ)) ·DpH(DxU(Xδ,L(Xδ)), Xδ)

]

≥
[
F (Xδ,L(Xδ))− F (Y δ,L(Xδ))

]
− Cε

(
1 +

∥∥∥∥
dL(Xδ)

dλ

∥∥∥∥
∞

)
.

Recalling that (Xδ, Y δ) → (X,Y ) in L2 and that (4.4) and (4.7) hold, we obtain easily (3.1)
by letting δ → 0.

�

In the proof above we used the following fact.

Lemma 4.6. Let Y be defined as in (4.3). Then DY Φ(X,Y ) is σ(Y )−measurable.

Proof. Fix a standard mollifier ρ and, for δ > 0, set ρδ(x) = δ−dρ(x/δ). It follows that
there exists pY with ‖pY ‖2 < δ such that

Y → E
[
−ρδ ∗ U(·,L(X))(Y )− pY · Y + |Y − Y |2

]
− Φ(X,Y )

has a minimum at some Yδ.

Since Y is a minimum of

Y → E
[
−U(Y,L(X))

]
− Φ(X,Y )

and U is uniformly Lipschitz continuous in the first variable, it follows that, as δ → 0,
Yδ → Y in L2.

The optimality condition for Yδ reads

−ρδ ∗DxU(·,L(X))(Yδ)− pY + 2(Yδ − Y )−DY Φ(X,Yδ) = 0,

so that DY Φ(X,Yδ) + pY is measurable with respect to σ(Yδ, Y ).

Letting δ → 0 yields the claim.
�
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We conclude with the proofs of the two lemmata used above.

The proof of Lemma 4.4. Let pX = DXΦ(Xδ, Y δ) and µ = L((Xδ, pX)), and denote by νx
the conditional law of pX given Xδ = x. Then

µ(dx, dy) = m0(dx)νx(dy).

Let Q1 = [0, 1]d and λ be the Lebesgue measure on Q1. For m0−a.e. x ∈ R
d, there exists

a unique gradient ψx : Rd → R
d of a convex function such that νx = ψx♯λ. It then follows

from the continuity of the optimal transport map with respect to the target measure that
the map (x, y) → ψx(y) is measurable.

Consider a random variable Z with uniform law on Q1 which is independent of Xδ. It
follows that the law of (Xδ, ψXδ

(Z)) is equal to µ.

Indeed, for any f ∈ C0
b (R

d × R
d), we have

E

[
f(Xδ, ψXδ

(Z))
]
=

ˆ

Rd×Q1

f(x, ψx(z))m0(dx)dz =

ˆ

Rd×Rd

f(x, y)ψx♯λ(dy)m0(dx)

=

ˆ

Rd×Rd

f(x, y)µ(dx, dy).

In particular, since (Xδ, ψXδ
(Z)) and (Xδ, pX) have the same law, for any measurable and

bounded vector field v : Rd → R
d, we have

E
[
v(Xδ) · pX

]
= E

[
v(Xδ) · ψXδ

(Z)
]
= E

[
v(Xδ) · h(Xδ)

]
,

where h(Xδ) is the conditional expectation of ψXδ
(Z) given Xδ, which, in view of the

independence of Xδ and Z, is equal to

h(Xδ) = E [ψx(Z)]x=Xδ
=

ˆ

Q1

ψXδ
(z)dz.

The aim is to prove that the measurable map h : Rd → R
d actually belongs to T2

m0
P2(R

d),

which is the closure in L2
m0

(Rd,Rd) of the set {Dφ, φ ∈ C∞
c (Rd)}.

For this we recall that the orthogonal complement of T2
m0

P2(R
d) in L2

m0
(Rd,Rd) is the set

of vector fields b ∈ L2
m0

(Rd,Rd) such that div(bm0) = 0 in the sense of distributions.

Fix b as above. We claim that
ˆ

Rd

h(x) · b(x)m0(dx) = 0.

Indeed, let T > 0 and note that m0 is a constant-in-time solution of the continuity equation

∂tm+ div(mb) = 0 on R
d × (0, T ], m(0) = m0.

It follows from the classical Ambrosio’s superposition principle, that there exists a Borel
probability measure η on Γ = C0([0, T ],Rd) such that m0 = et♯η for any t ∈ [0, T ], et being
the evaluation map at time t, and, η−a.e. γ ∈ Γ is an absolutely continuous solution of
γ̇(t) = b(γ(t)).

Choose t0 ∈ [0, T ) such that, for η−a.e. γ, γ̇(t0) exists and equals b(γ(t0)) and disintegrate
η with respect to m0 so that η(dγ) =

´

Rd ηx(dγ)m0(dx), where, for m0−a.e. x ∈ R
d and

ηx−a.e. γ ∈ Γ, γ(t0) = x. Note mx(t) the probability measure mx(t) = et♯ηx.
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Fix t ∈ (t0, T ]. Arguing as above, we can find ξx,t : Q1 → R
d, which is the gradient of

a convex function, such that, for m0−a.e. x ∈ R
d, ξx,t♯λ = mx(t). In addition, the map

(x, t, z) → ξx,t(z) is Borel measurable.

Let Z ′ be a random variable with uniform law onQ1 such thatXδ, Z and Z ′ are independent,
and apply (4.8) with X = ξXδ ,t

(Z ′) to get, in view of the fact that L(X) = m0,

0 ≥E
[
pX · (X −Xδ)

]
− C‖X −Xδ‖22 = E

[
ψXδ

(Z) · (ξXδ ,t
(Z ′)−Xδ)

]
− C‖ξXδ ,t

(Z ′)−Xδ‖22

= E

[
h(Xδ) · (ξXδ ,t

(Z ′)−Xδ)
]
− C(t− t0)

2.

Note that

E

[
h(Xδ) · (ξXδ ,t

(Z ′)−Xδ)
]
=

ˆ

Rd×Q1

h(x) · (ξx,t(z)− x)m0(x)dxdz

=

ˆ

Rd×Rd

h(x) · (y − x)m0(x)ξx,t♯λ(dy)dx =

ˆ

Γ
h(γ(t0)) · (γ(t)− γ(0))η(dγ)

= (t− t0)

ˆ

Rd

h(x) · b(x)m0(x)dx+ o(t− t0).

Inserting the last equality in the previous inequality we find that, for any b ∈ (T2
m0

P2(R
d))⊥,

ˆ

Rd

h(x) · b(x)m0(x)dx = 0.

It follows that h ∈ T2
m0

P2(R
d), and this implies that the existence of a sequence of maps

φn ∈ C∞
c (Rd) such that Dφn → h in L2

m0
(Rd).

�

The proof of Lemma 4.5. Fix m ∈ P2(R
d). Since m0 is absolutely continuous with respect

to the Lebesgue measure, there exists a unique ξ, which is the gradient of a convex function,
such that ξ♯m0 = m, and, in view of (4.9), (4.8) can be written, for X = ξ(Xδ), as

W (m) ≥W (m0) +

ˆ

Rd

h(x) · (ξ(x)− x)m0(dx)− Cd2
2(m0,m).

Replacing h by Dφn we get

W (m) ≥W (m0)+

ˆ

Rd

Dφn(x) · (ξ(x)−x)m0(dx)−‖Dφn−h‖L2
m0

d2(m0,m)−Cd2
2(m0,m).

Note that

∣∣∣∣
ˆ

Rd

φn(x)(m−m0)(dx)−
ˆ

Rd

Dφn(x) · (ξ(x)− x)m0(dx)

∣∣∣∣

=

∣∣∣∣
ˆ 1

0

ˆ

Rd

(Dφn((1− t)ξ(x) + tx)−Dφn(x)) · (ξ(x)− x)m0(dx)

∣∣∣∣ ≤ ‖D2φn‖∞d2
2(m,m0).

Hence, there exist δn → 0, such that, for any m ∈ P2(R
d),

W (m) ≥W (m0) +

ˆ

Rd

φn(x)(m−m0)(dx)− δnd2(m0,m)− (δ−1
n + C)d2

2(m0,m).
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Choosing rn = δn(δ
−1
n + C)−1 yields that m0 is a minimum in Brn(m0) of the map

P2(R
d) ∋ m→W (m)−

ˆ

Rd

φn(x)(m−m0)(dx) + 2δnd2(m0,m).

The definition of W yields that, if n so large that 2δn ≤ ε, m0 is a minimum in Brn(m0) of
the map

P2(R
d) ∋ m→

ˆ

Rd

(U(x,m)− φn(x))(m(dx)− m̃(dx)) + ε
(
d2(m,m0) + ‖m‖∞

)
.

�
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