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Abstract. We consider the optimization problem of maximizing the k-th Laplacian eigenvalue,
λk, over flat d-dimensional tori of fixed volume. For k = 1, this problem is equivalent to the densest
lattice sphere packing problem. For larger k, this is equivalent to the NP-hard problem of finding
the d-dimensional (dual) lattice with longest k-th shortest lattice vector. As a result of extensive
computations, for d ≤ 8, we obtain a sequence of flat tori, Tk,d, each of volume one, such that the
k-th Laplacian eigenvalue of Tk,d is very large; for each (finite) k the k-th eigenvalue exceeds the
value in (the k →∞ asymptotic) Weyl’s law by a factor between 1.54 and 2.01, depending on the
dimension. Stationarity conditions are derived and numerically verified for Tk,d and we describe
the degeneration of the tori as k →∞.

1. Introduction

Consider the d-dimensional lattice ΓB := BZd generated by the basis matrix B ∈ GL(d,R)
and the d-dimensional flat torus TB := Rd/ΓB. The volume of TB is given by vol(TB) = | detB|.
Each eigenpair, (λ, ψ), of the Laplacian, −∆, on TB corresponds to an element of the dual lattice,
Γ∗B = B−tZd = ΓB−t :

λ = 4π2‖w‖2, ψ(x) = e2πi〈x,w〉, ∀x ∈ TB, w ∈ Γ∗B.

The multiplicity of each non-zero eigenvalue is even since w ∈ Γ∗B and −w correspond to the same
eigenvalue. It follows that the eigenvalues of −∆ on TB, enumerated in increasing order including
multiplicity,

0 = λ0 < λ1 = λ2 ≤ λ3 = λ4 ≤ · · · ,
are characterized by the Courant-Fischer formulae,

(1) λk(TB) = min
E∈Zdk+1

max
v∈E

4π2‖B−tv‖2,

where Zdk := {E ⊂ Zd : |E| = k}. Since the multiplicity is even, throughout this manuscript, it will

be convenient to use the notation κ := 2
⌈
k
2

⌉
, where d·e is the ceiling function.

For k ∈ N, define the volume-normalized Laplacian eigenvalue, Λk : GL(d,R)→ R, by

(2) Λk,d(B) = λk(TB) · vol(TB)
2
d .
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The volume-normalized eigenvalues are scale invariant in the sense that Λk,d(αB) = Λk,d(B) for all
α ∈ R \ {0}. Weyl’s law states that for any B ∈ GL(d,R),

(3) Λk,d(B) ∼ gd π2 k
2
d , as k →∞,

where gd = 4(ωd)
− 2
d and ωd = π

d
2

Γ( d2 +1)
is the volume of the unit ball in Rd.

In this work, for fixed k, d ∈ N, we consider the eigenvalue optimization problem

(4) Λ?k,d = max
B∈GL(d,R)

Λk,d(B).

The existence of a matrix B? attaining the maximum in (4) was proven in [15, Theorem 1.1]. The
tori TA and TB are isometric if and only if A and B are equivalent in

O(d,R) \GL(d,R)/GL(d,Z).

Here, O(d,R) is the group of orthogonal matrices and GL(d,Z) is the group of unimodular ma-
trices. Since the Laplacian spectrum is preserved by isometry, it follows that the solution to the
optimization problem in (4) is not unique. Minkowski’s first fundamental theorem implies that
Λ?1,d ≤ 4π2d; see, e.g., Theorem 22.1 and Corollary 22.1 in [9]. Together with the Courant-Fischer

formula (1), this result implies that Λ?k,d ≤ dπ2κ2.

For general d and k, the maximizer in (4) is unknown. In dimension d = 1, it is easy to see that

Λ?k,1 = π2κ2. In dimension d = 2, it was shown by M. Berger that Λ?1,2 = 8π2
√

3
is attained by the

basis B1,2 = 1
2

(
2 1

0
√

3

)
, which generates the equilateral torus [3]. It was shown in [12] that for

k ≥ 1,

(5) Bk,2 =
1

2

(
2 1

0
√
κ2 − 1

)
is a local maximum with value Λk,2 = 2π2κ2

√
κ2−1

. It is shown that this lattice is globally optimal for

k = 1, 2, 3, 4. For each k, the corresponding eigenvalue has multiplicity 6 and, as k → ∞, the flat
tori generated by these bases degenerate.

Principal eigenvalue. We first review the relationship between the principal volume-normalized
eigenvalue and the lattice sphere packing problem. Recall that for a given lattice, ΓA, the density
of a sphere packing with centers at ΓA is given by

P(A) = proportion of space that is occupied by the spheres.

The kissing number, τ(A), associated with the sphere packing is the number of other spheres each
sphere touches.

Using the Courant-Fischer formulae (1) with k = 1, λ1(TB) = minE∈Zd\{0} 4π2‖B−tv‖2, we see

that
√

λ1
4π2 is the length of the shortest vector in the lattice Γ∗B. The density of a packing of balls

with centers on the dual lattice, Γ∗B is

P(B∗) =
volume of ball

volume of fundamental region
=

ωdρ
d

| detB−t|
= ωdρ

d|detB|,

where ρ is the radius of the balls. Observing that the shortest vector in the lattice is exactly

twice the radius of the ball packing, we have
√

λ1
4π2 = 2ρ, giving ρ2 = λ1

16π2 . It then follows that

P
2
d = ω

2
d
d ρ

2(detB)
2
d = ω

2
d
d

λ1
16π2 (detB)

2
d = ω

2
d
d

1
16π2 Λ1. Rearranging gives the following lemma.
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d Γ∗B τ(B∗) P(B∗) Λ1,d(B)
1 A1 2 1 4π2 ≈ 39.4784

2 A2 6 π
2
√

3
≈ 0.9069 [16] 8π2

√
3
≈ 45.5858

3 A3 = D3 12 π
3
√

2
≈ 0.7405 [8] 4π22

1
3 ≈ 49.7397

4 D4 24 π2

16 ≈ 0.6169 [14] 4π2
√

2 ≈ 55.8309

5 D5 40 4π2

15 2−
5
2 ≈ 0.4653 [14] 4π22

3
5 ≈ 59.8381

6 E6 72 π3

48
√

3
≈ 0.3729 [4] 8π23−

1
6 ≈ 65.7460

7 E7 126 π3

105 ≈ 0.2953 [4] 4π22
6
7 ≈ 71.5131

8 E8 240 π4

384 ≈ 0.2537 [4] 8π2 ≈ 78.9568

Table 1. For dimensions d = 1, . . . , 8, we tabulate the lattice with the largest
known density, the corresponding kissing number τ(B∗), the density P(B∗), and
the volume-normalized eigenvalue of the torus, Λ1,d(B). All values except Λ1,d can
be obtained from [7, Table 1.2].

Lemma 1.1. Let B ∈ GL(d,R) and let Λ1,d(B) = λ1(TB) ·vol(TB)
2
d be the corresponding principal

volume-normalized eigenvalue of the flat torus TB := Rd/ΓB. Let P(B∗) be the packing density for
the arrangement of balls with centers on the dual lattice, Γ∗B = B−tZd. Then

(6) Λ1,d(B) = 16π2ω
− 2
d

d P(B∗)
2
d ,

where ωd denotes the volume of a d-dimensional ball. Furthermore, the kissing number, τ(B∗), of
the packing is the multiplicity of λ1(TB).

A consequence of Lemma 1.1 is that the eigenvalue optimization problem in (4) for k = 1 is
equivalent to finding the densest lattice packing of balls in d-dimensions. We can also restate the
eigenvalue problem in terms of the Gram matrix of B−1

k,d, denoted

Gk,d = (Bk,d)
−1(Bk,d)

−t ∈ Rd×d.
When k = 1, (4) can be written

(7)
Λ?1,d
4π2

= max
G∈Sd>0

min
v∈Zd\0

vtGv

detG
1
d

.

where Sd>0 is the space of positive definite quadratic forms. The right hand side term of (7) is the so-
called Hermite’s constant. It is known that finding Hermite’s constant is equivalent to determining
the densest lattice sphere packing [24, p. 6].

Much is known about the densest lattice packings for small dimensions, d [7]. In particular, this
problem is NP-hard [1, 20], but the densest known lattices for dimension d = 1, . . . , 8 are known
via Voronoi’s algorithm for the enumeration of perfect positive definite quadratic forms [24]. The
corresponding largest volume-normalized Laplacian eigenvalues are tabulated in Table 1. We refer
the reader to [7] for details about the lattices and to the website of G. Nebe [22] for explicit bases
and Gram matrices for these lattices. Note that the multiplicity of λ1 for these flat tori is very
large. We also note that recently, for dimension d = 8 and k = 1, the E8 lattice was proven to be
the maximizer of (4) using a different technique [25].

In this paper, we focus on dimensions d ≤ 8, but we briefly remark that this problem for the
principal volume-normalized eigenvalue has been studied in higher dimensions. In particular, [7]
and [18] give the densest known lattices for higher dimensions and the Leech lattice was proven to
give the densest lattice sphere packing in dimension 24 [6].
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Higher eigenvalues. For higher values of k, the eigenvalue optimization problem in (4) is less well-

studied. Recently, Jean Legacé observed that using the test lattice basis B̃k,d = diag(1, · · · , 1, κ2 ) ∈
Rd×d, one can obtain the lower bound on the maximal value,

(8) Λ?k,d ≥ Λk,d(B̃k,d) = 22− 2
d π2 κ

2
d , k, d ∈ N.

Comparing (8) with Weyl’s law (3), he observed that this is a meaningful bound if ωd ≤ 2 = ω1,
which holds for 2 ≤ d ≤ 10. He further proved that, for 2 ≤ d ≤ 10, the optimal tori degenerate as
k →∞ [15].

Summary of main results. As a result of extensive computations, for dimensions d = 2, . . . , 8
and all k ≥ 1, we have identified d-dimensional flat tori T ◦k,d := Rd/ΓB◦k,d , generated by lattices

bases, B◦k,d which have very large k-th volume-normalized eigenvalue, Λ◦k,d := Λk,d(B
◦
k,d). The

bases B◦k,d have the largest objective function for the optimization problem (4) that we were able
to identify. Rather than report the basis matrices, we report the corresponding Gram matrices for
(B◦k,d)

−1,

G◦k,d = (B◦k,d)
−1(B◦k,d)

−t ∈ Rd×d,

which have a nicer form. Define the Z8×8 matrix

Gk =



2κ2 κ2 κ2 0 κ2 0 κ2 −4
κ2 2κ2 0 0 0 0 κ2 −4
κ2 0 2κ2 0 κ2 0 0 0
0 0 0 2κ2 −κ2 κ2 −κ2 0
κ2 0 κ2 −κ2 2κ2 0 κ2 0
0 0 0 κ2 0 2κ2 −κ2 0
κ2 κ2 0 −κ2 κ2 −κ2 2κ2 −4
−4 −4 0 0 0 0 −4 8


.

The Gram matrix G◦k,d is defined to be the d × d lower-right submatrix of Gk for each k ≥ 1. A
lattice basis, B◦k,d can be recovered from G◦k,d via the Cholesky decomposition. The nesting of the

Gram matrices is a result of the dual lattices generated by the basis (B◦k,d)
−t being laminated, i.e.,

(B◦k,d)
−t =

(
b
− 0 −

(B◦k,d−1)−t

)
for some gluing vector b ∈ Rd. For example, in dimension d = 2 we

have G◦k,2 =

(
2κ2 −4
−4 8

)
∝ B−1

k,2B
−t
k,2, where Bk,2 is defined in (5).

The following Numerical Observation1 summarizes the results of numerous computations for the
flat tori T ◦k,d, and their volume-normalized eigenvalues, Λ◦k,d.

Numerical Observation 1.2. For k ≥ 1 and d ≤ 8, the flat tori T ◦k,d have k-th volume-normalized

eigenvalues Λ◦k,d := Λk,d(B
◦
k,d) as tabulated in the second row of Table 2. The multiplicity of the

eigenvalues are given in the sixth and seventh rows of Table 2. The corresponding lattice vectors
are of the form ±v where v is a vector tabulated in Table 4.

Details on our computations supporting Numerical Observation 1.2 are given in Section 2.
Magma code with these supporting computations can be found at [13].

1In this paper, we will use the terminology “Numerical Observation” to succinctly state results that depend
on numerical computations. “Theorem” will be reserved for statements that can be proven without numerical
computation.
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d 1 2 3 4 5 6 7 8

Λ◦
k,d

hdπ
2 κ2

(
κ4

κ2−1

) 1
2

(
κ4

κ2− 4
3

) 1
3

(
κ4

κ2−2

) 1
4

(
κ4

κ2−2

) 1
5

(
κ4

κ2− 5
2

) 1
6

(
κ4

κ2− 8
3

) 1
7

(
κ4

κ2−3

) 1
8

hd 1 2 4 · 3−
1
3 2

7
4 4 2

11
6 4

(
16
3

) 1
7 2

5
2

hd/gd 1 π
2

2
3
2

1
3 π

2
3 π2−

3
4 2 5√2π4/5

152/5
π√
2 3√3

2 25/7π6/7

33/7352/7 π6−
1
4

hd/gd ≈ 1 1.57 1.80 1.87 1.94 1.54 1.98 2.01

k = 1 mult. 2 6 12 24 40 72 126 240

k ≥ 2 mult. 2 6 12 22 38 62 106 182

| detG◦k,d|/8 1 2(κ2 − 1) κ2(3κ2 − 4) 4κ4(κ2 − 2) 4κ6(κ2 − 2) 2κ8(2κ2 − 5) κ10(3κ2 − 8) 2κ12(κ2 − 3)

Table 2.
Λ◦k,d
hdπ2 , hd hd/gd, eigenvalue multiplicities for k = 1 and k ≥ 2. See

Numerical Observation 1.2 and following discussion in Section 1.

We plot k vs Λ◦k,d for d ≤ 8 in Figure 1 and tabulate the first few values in Table 3. Using the

observation that for a > 0, κ4

κ2−a ≥ k
2, we have that for each dimension d ≤ 8,

Λ◦k,d ≥ hd π2 κ
2
d , ∀k ≥ 1,

where κ := 2
⌈
k
2

⌉
and hd is a constant, which does not depend on k, as tabulated in the third row

of Table 2. In particular, this shows that the optimal value in (4) satisfies

Λ?k,d ≥ hd π2 κ
2
d , ∀k ≥ 1.

In the fourth row of Table 2, we compute the value of hd/gd, where gd is the constant appearing in
Weyl’s law. Depending on the dimension, the Laplace eigenvalues of T ◦k,d exceed the value in Weyl’s
law by a factor between 1.54 and 2.01 as indicated in the fifth row of Table 2.

The eigenvalue multiplicities listed in Table 2 are very large. This is a consequence of the fact

that all lattice vectors v ∈ Z8 in Table 4 satisfy vtG◦k,dv = 8
⌈
k
2

⌉2
= 2κ2. Note that the first vector

in the table is
(
0, · · · , 0,

⌈
k
2

⌉)
∈ Z8. The k − 1 non-trivial lattice vectors, v with smaller value of

v 7→ vtG◦k,dv are of the form ±
(

0, · · · , 0,
⌈
j
2

⌉)
, where j = 1, . . . , k − 1.

In Section 3, we give a condition for stationarity; see Theorem 3.4. In Section 4.2, we show nu-
merically that the bases B◦k,d satisfy this stationarity condition for k ≥ 1 and d ≤ 8. In Section 4.3,
we also show numerically that the tori T ◦k,d degenerate as k →∞. Supporting Sage code for these

numerical claims is available at [13].
Finally, in Section A, we describe the numerical methods that were used to compute the locally

maximal solutions to the optimization problem in (4) and compute the bases B◦k,d, described above.

Briefly, the optimization problem in (4) was solved by solving a sequence of linearized problems,
similar to the method in [18] for the closest packing problem (k = 1). We have also used these
methods to investigate (4) for d > 8. Although we have identified locally optimal solutions in higher
dimensions, we were not able to identify laminated structure in these higher dimensional lattices.

Other related work. We briefly mention that Milnor used the relationship between flat tori and
lattices to find two 16 dimensional compact Riemannian Manifolds that have the same Laplace
spectrum (isospectral) but are not isometric [21].

In this paper, we count the length of lattice vectors with multiplicity. However, we could consider
the problem where we enumerate the length of vectors in ΓB in increasing order without multiplicity,

0 = ν0 < ν1 < ν2 < · · · ,
5



Figure 1. For indicated dimensions d = 1, . . . , 8, a plot of k vs. Λ◦k,d.

k \ d 1 2 3 4 5 6 7 8
1,2 39.478 45.586 49.740 55.831 59.838 65.746 71.513 78.957
3,4 157.914 81.546 71.005 68.648 70.596 72.363 76.480 81.033
5,6 355.306 120.115 91.527 82.487 81.768 81.494 84.590 88.336
7,8 631.655 159.162 110.262 94.644 91.275 89.217 91.387 94.461
9,10 986.960 198.387 127.623 105.511 99.567 95.873 97.187 99.662
11,12 1421.223 237.697 143.920 115.401 106.966 101.748 102.262 104.187
13,14 1934.442 277.057 159.365 124.532 113.685 107.029 106.790 108.204
15,16 2526.619 316.446 174.109 133.050 119.864 111.845 110.892 111.826
17,18 3197.752 355.855 188.263 141.062 125.605 116.283 114.651 115.132
19,20 3947.842 395.279 201.909 148.649 130.981 120.410 118.128 118.179

Table 3. Λ◦k,d for the indicated values of the eigenvalue number k and dimension d.

where νk is called the k-th length of ΓB. In this setting, for dimensions 2 to 8, Paul Schmutz
Schaller [23] conjectured that the lattices with best known sphere packings have maximal lengths,
i.e., for all k > 0 their k-th length is strictly greater than the k-th length of any other lattice in
the same dimension with the same covolume. This problem is also equivalent to the extremal k-th
length of closed geodesics among the flat tori of the same dimension and volume. In [26], Willging
showed that the conjecture is false in dimension 3 and demonstrated that the 6-th shortest vector
of the honeycomb lattice is longer than the 6-th shortest vector of the face-centered cubic lattice,
which is the optimal lattice for sphere packing in dimension 3.
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k = 1, 2 k ≥ 3 lattice vector
1 1 0 0 0 0 0 0 0 dk/2e
2 2 0 0 0 0 0 0 1 0
3 3 0 0 0 0 0 0 1 1
4 4 0 0 0 0 0 1 0 0
5 5 0 0 0 0 0 1 1 0
6 6 0 0 0 0 0 1 1 1
7 7 0 0 0 0 1 0 0 0
8 8 0 0 0 0 1 0 -1 0
9 9 0 0 0 0 1 -1 -1 0

10 10 0 0 0 0 1 0 -1 -1
11 11 0 0 0 0 1 -1 -1 -1
12 0 0 0 0 1 -1 -2 -1
13 12 0 0 0 1 0 0 0 0
14 13 0 0 0 1 0 -1 0 0
15 14 0 0 0 1 1 -1 0 0
16 15 0 0 0 1 1 0 0 0
17 16 0 0 0 1 0 0 1 1
18 17 0 0 0 1 0 0 1 0
19 18 0 0 0 1 1 -1 -1 -1
20 19 0 0 0 1 1 -1 -1 0
21 20 0 0 1 0 0 0 0 0
22 21 0 0 1 -1 -1 1 0 0
23 22 0 0 1 0 -1 0 0 0
34 23 0 0 1 -1 -1 0 0 0
25 24 0 0 1 0 -1 0 1 1
26 25 0 0 1 0 -1 0 1 0
27 26 0 0 1 0 -1 1 1 1
28 27 0 0 1 -1 -1 1 1 1
29 28 0 0 1 0 -1 1 1 0
30 29 0 0 1 -1 -1 1 1 0
31 30 0 0 1 -1 -2 1 1 1
32 31 0 0 1 -1 -2 1 1 0
33 0 0 1 -1 -2 2 2 1
34 0 0 1 0 -1 1 2 1
35 0 0 1 0 -2 1 2 1
36 0 0 1 -1 -2 1 2 1
37 32 0 1 0 0 0 0 0 0
38 33 0 1 0 0 0 -1 -1 0
39 34 0 1 0 0 0 0 -1 0
40 35 0 1 0 -1 0 0 -1 0
41 36 0 1 0 0 1 0 -1 0
42 37 0 1 -1 0 1 0 -1 0
43 38 0 1 0 0 1 -1 -1 0
44 39 0 1 -1 0 1 -1 -1 0
45 40 0 1 0 1 1 -1 -1 0
46 41 0 1 -1 1 1 -1 -1 0
47 42 0 1 -1 1 2 -1 -1 0
48 43 0 1 0 0 1 -1 -2 0
49 44 0 1 -1 0 1 -1 -2 0
50 45 0 1 0 0 1 -1 -2 -1
51 46 0 1 -1 0 1 -1 -2 -1
52 47 0 1 -1 1 2 -2 -2 0
53 48 0 1 -1 1 2 -2 -2 -1
54 49 0 1 0 0 0 0 0 1
55 50 0 1 -1 0 2 -1 -2 0
56 51 0 1 -1 1 2 -1 -2 0
57 52 0 1 -1 0 2 -1 -2 -1
58 53 0 1 -1 1 2 -1 -2 -1
59 0 1 -2 1 3 -2 -3 -1
60 0 1 -1 1 2 -2 -3 -1

k = 1, 2 k ≥ 3 lattice vector
61 0 1 -1 0 2 -2 -3 -1
62 0 1 -1 0 2 -1 -3 -1
63 0 1 -1 1 3 -2 -3 -1
64 54 1 0 0 0 0 0 0 0
65 55 1 0 0 -1 -1 0 -1 0
66 56 1 0 0 0 0 -1 -1 0
67 57 1 1 -1 0 1 -1 -2 0
68 58 1 0 0 0 0 0 -1 0
69 59 1 0 0 -1 0 0 -1 0
70 60 1 0 -1 0 0 -1 -1 0
71 61 1 -1 0 -1 -1 1 0 0
72 62 1 -1 0 0 -1 0 0 0
73 63 1 -1 0 -1 -1 0 0 0
74 64 1 0 -1 0 0 0 -1 0
75 65 1 0 -1 -1 0 0 -1 0
76 66 1 -1 -1 0 0 0 0 0
77 67 1 -1 0 0 0 0 0 0
78 68 1 0 -1 0 1 0 -1 0
79 69 1 0 -1 0 1 -1 -1 0
80 70 1 0 -1 1 1 -1 -1 0
81 71 1 -1 0 -1 -2 1 1 0
82 72 1 -1 0 0 -1 0 1 0
83 73 1 -1 0 0 -1 0 1 1
84 74 1 0 -1 0 1 -1 -2 -1
85 75 1 0 -1 0 1 -1 -2 0
86 76 1 -1 0 0 -1 1 1 0
87 77 1 -1 0 -1 -1 1 1 0
88 78 1 -1 0 0 -1 1 1 1
89 79 1 -1 0 -1 -1 1 1 1
90 80 1 0 0 -1 -1 1 0 0
91 81 1 -1 0 -1 -2 1 1 1
92 82 1 0 0 0 -1 0 0 0
93 83 1 0 0 -1 -1 0 0 0
94 84 1 0 0 0 0 0 0 1
95 85 1 0 -1 0 0 0 0 0
96 86 1 0 0 -1 -1 1 0 1
97 87 1 0 0 0 -1 0 0 1
98 88 1 0 0 -1 -1 0 0 1
99 89 1 0 -1 0 0 0 0 1

100 90 1 -1 1 -1 -2 1 1 0
101 91 1 -1 1 -1 -2 1 1 1
102 1 -1 0 0 -1 1 2 1
103 1 -1 1 -1 -3 2 2 1
104 1 -1 1 -2 -3 2 2 1
105 1 -1 0 0 -2 1 2 1
106 1 0 1 -1 -2 1 1 1
107 1 -1 0 -1 -2 2 2 1
108 1 0 0 0 -1 0 1 1
109 1 -1 1 0 -2 1 2 1
110 1 0 0 -1 -2 1 1 1
111 1 0 0 -1 -1 1 1 1
112 1 -1 1 -1 -3 2 3 1
113 1 -2 1 -1 -3 2 3 1
114 1 -1 1 -1 -3 2 3 2
115 1 -1 1 -1 -2 2 2 1
116 1 -1 1 -1 -3 1 2 1
117 1 0 0 0 -1 1 1 1
118 1 -1 0 -1 -2 1 2 1
119 1 -1 1 -1 -2 1 2 1
120 2 -1 0 -1 -2 1 1 1

Table 4. For the B◦k,d-lattice, k-th shortest lattice vectors and indexing for k = 1, 2
and k ≥ 3. For d < 8, as indicated by horizontal lines, we use only vectors that are
zero in the first 8− d components. The red indices are discussed in Section 4.2.
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2. Comments on the computations supporting Numerical Observation 1.2

Here, we discuss the claims in Numerical Observation 1.2 regarding the k-th volume-normalized
Laplacian eigenvalues of the torus T ◦k,d,

(9) Λ◦k,d := min
E∈Zdk+1

max
v∈E

4π2(detB◦k,d)
2
d ‖(B◦k,d)−tv‖2.

and the corresponding lattice vectors, E. For k = 1, the computation of Λ◦k,d is known as the

shortest lattice vector problem (SVP) for the dual lattice, Γ∗B◦k,d
= (B◦k,d)

−tZd. The SVP appears

in a variety of cryptoanalysis problems and, although NP-hard [1, 20], can be solved for fixed k in
moderately-high dimensions [11, 19]. We are unaware of a method to find the shortest k vectors of
the lattice B◦k,d analytically.

For fixed (small to moderately large) k ∈ N , we can compute Λ◦k,d in a rigorous way using the

ShortVectors function2 in Magma [5]. The enumeration routine underlying this function relies on
floating-point approximation, but is run in a rigorous way by using the default setting with the
parameter Proof set to true. For each d = 1, . . . , 8, we checked all values of k from 1 to 500,000
and every value k ∈ {1 × 106, 2 × 106, · · · , 9 × 106, 1 × 107, 2 × 107, · · · , 9 × 107, 1 × 108}.
Magma code with these supporting computations can be found in the solve_SVP.magma file at [13].
Indeed, the claims made in Numerical Observation 1.2 hold for these values of k.

3. Eigenvalue perturbation formulae and conditions for stationarity

Recall that the eigenvalues of −∆ on a flat torus each have multiplicity of at least two. We will
refer to an eigenvalue as a double eigenvalue if it has multiplicity of exactly two. We first give the
perturbation formula for a double eigenvalue.

Theorem 3.1. When λ is a double eigenvalue with corresponding lattice vectors ±v ∈ Zd, the
variation of the normalized eigenvalue Λ with respect to the Gram matrix G satisfies

Λ (G0 + δG) = Λ (G0) +

〈
∂Λ

∂G
, δG

〉
F

+ o (‖δG‖)

where ∂Λ
∂G = −Λ

dG
−1 + 4π2 (det(G))−

1
d vvt.

Proof. For an invertible, symmetric matrix G, Jacobi’s formula states that

det(G0 + δG) = detG0 + detG0〈G−1, δG〉+ o (‖δG‖) .

Since

Λ = 4π2 (det(G))−
1
d
〈
vvt, G

〉
F
,

for fixed lattice vector v, we obtain the desired result using the product rule. �

We next give a perturbation formula for eigenvalues of greater multiplicity.

Theorem 3.2. Suppose the Laplacian eigenvalue λ has even multiplicity m > 2 with corresponding
lattice vectors given by ±vj ∈ Zd, j = 1, . . . , m2 . A perturbation of the Gram matrix of the form

G = G0 + δG will split the normalized eigenvalue Λ = | detG|−
1
dλ into up to m

2 (un-sorted)
normalized eigenvalues (each with multiplicity of at least two) given by

Λj (G0 + δG) = Λ (G0) + µj + o (‖δG‖) , j = 1, . . . ,
m

2

2http://magma.maths.usyd.edu.au/magma/handbook/text/331
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where µj = 〈Mj , δG〉 and

(10) Mj = −Λ

d
G−1

0 + 4π2 (detG0)−
1
d vjv

t
j .

Proof. The volume-normalized eigenvalue, Λ, satisfies

4π2 (det(G0))−
1
d 〈vj , G0vj〉 = Λ, 1 ≤ j ≤ m

2
.

Noting that the lattice vectors vj are fixed, the perturbed volume normalized eigenvalues satisfy

4π2 (det(G0 + δG))−
1
d 〈vj , (G0 + δG)vj〉 = Λ + µj + o(‖δG‖), 1 ≤ j ≤ m

2
.

The first order terms give

−4π2

d
(det(G0))−

1
d 〈G−1

0 , δG〉 〈vj , G0vj〉+ 4π2 (det(G0))−
1
d 〈vj , δGvj〉 = µj , 1 ≤ j ≤ m

2
.

Thus

µj = 4π2 (det(G0))−
1
d

{
〈vj , δGvj〉 −

1

d
〈G−1

0 , δG〉 〈vj , G0vj〉
}
,

as desired. �

Recall that the volume normalized eigenvalue is scale invariant, i.e., Λ(αG0) = Λ(G0) for α 6= 0.
In Theorem 3.2, if we take δG = εG0 we obtain µj = 0 for all j = 1, . . . , m2 and Λj(G0 + δG) =
Λ(G0) + o(‖G0‖), as we expect.

We next use Theorem 3.2 to derive two necessary conditions for local optimality in the eigenvalue
optimization problem (4). We say that G0 is a stationary point for Λ if for every δG we have that
there exists at least one j ∈ {1, . . . , m2 } such that µj ≤ 0. We say that G0 is a strict local maximum
for Λ if for every δG satisfying 〈δG,G0〉 = 0 we have at least one j ∈ {1, . . . , m2 } such that µj < 0.

Theorem 3.3. Using the notation in Theorem 3.2, a necessary condition for G0 to be a strict

local maximum for Λ is that the collection of outer products {vjvtj}
m
2
j=1 spans the space of symmetric

Rd×d matrices.

Proof. Otherwise, there exists a matrix δG = A so that for all j = 1, . . . , m2 , we have

〈A, vjvtj〉 = 0.

In this case, for every j = 1, . . . , m2 , we have

µj = 〈Mj , A〉 = −Λ

d
〈G−1

0 , A〉.

Changing the sign of A if necessary, we may assume that 〈G−1
0 , A〉 ≤ 0, implying µj ≥ 0 for all

j = 1, . . . , m2 . �

Theorem 3.4. Using the notation in Theorem 3.2, the Gram matrix G0 is a stationary point for
Λ if and only if there are non-negative coefficients cj ≥ 0, j = 1, . . . , m2 , not all zero, such that∑m

2
j=1 cjMj = 0.

Proof. We consider the linear map U : Sd++ → R
m
2 defined by

Uj(G) := µj(G) = 〈Mj , G〉F , j = 1, . . . ,
m

2
.

9



To find the adjoint map of U , denoted U∗ : R
m
2 → Sd++, for c ∈ R

m
2 , we compute

〈Uj(G), c〉Rm2 =

m
2∑
j=1

cj〈Mj , G〉F =

〈 m
2∑
j=1

cjMj

 , G

〉
F

,

so that U∗c =
∑m

2
j=1 cjMj .

Stationarity of G0 means that δG 7→ U(δG) ∈ R
m
2 has at least one non-positive component for

every δG, i.e., there is no solution to the linear system

(11) U(δG) > 0.

We recall Gordan’s Alternative Theorem (see, e.g., [2, Thm. 10.4]) which states that either (11)
has a solution or

(12) U∗c = 0, c ≥ 0, c 6= 0

has a solution. Thus it is enough to show that there is a non-trivial, non-negative c ∈ ker(U∗). �

Remark 3.5. For k = 1, the eigenvalue optimization problem (4) is equivalent to Hermite’s constant
(7) and determining the densest lattice sphere packing. It was shown by Voronoi that a lattice gives
the densest lattice sphere packing if and only if it is perfect and eutactic [24, Thm. 3.9]. It can be
seen that the necessary conditions here imply Theorems 3.3 and 3.4 for k = 1. Note that the lack
of convexity for higher eigenvalues makes a sufficiency condition more difficult to state.

4. Properties of flat tori, T ◦k,d, and degeneracy as k →∞

In this section, we show that G◦k,d for d ≤ 8 and k ≥ 1 satisfies the necessary condition for

strict local maximum given in Theorem 3.3 (see Section 4.1) and provide numerical evidence that
it satisfies the necessary condition for stationarity in Theorem 3.4 (see Section 4.2). In Section 4.3,
we describe the degeneracy of flat tori T ◦k,d as k →∞.

4.1. Linear Independence.

Theorem 4.1. Let {vj}
m
2
j=1 be the collection of lattice vectors gives in Table 4. The collection of

outer products {vjvtj}
m
2
j=1 spans the space of symmetric Rd×d matrices. Consequently, G◦k,d for d ≤ 8

and k ≥ 1 satisfy the necessary conditions for a strict local maximum given in Theorem 3.3.

Proof. We only need
(
d
2

)
≤ m

2 outer products vjv
t
j to span the space of symmetric matrices, so for

dimensions, d = 4, 5, 6, 7, 8, it is not necessary to use all of the lattice vectors listed in Table 4. The
lattice vector indices we use are given by

J = {1 | 2, 3 | 4 : 6 | 7 : 10 | 12 : 14, 16, 17 | 20 : 25 | 32 : 37, 49 | 54, 56, 64, 66, 67, 82, 83, 84}.

Here, the vertical lines correspond to the horizontal lines in Table 4 and identify the dimension
that the lattice vector first appears. For each dimension d, we reshape the upper triangular part of

the matrices vjv
t
j into vectors and stacking the vectors as columns of a matrix Fd ∈ R(d2)×(d2). The

matrices Fd are the lower left
(
d
2

)
×
(
d
2

)
block of the following matrix, F ∈ R36×36, where to reduce

size we use the shorthand N = 1, H = −1, and � = κ2

4 ,
10



F =



0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 N N N N N N N N
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 H H 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 H H 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 H 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 H H 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 H 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 H H 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 N
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 N N N N N N N 0 0 0 N N 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 H 0 0 0 0 N 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 H 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 N N 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 H 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 H H H H H 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 N 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 N N N N N N 0 0 0 0 0 N 0 0 0 N N 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 H 0 H 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 H H H H H 0 0 0 0 0 H 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 N 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 N N 0 0 0 0 0 N 0 0 0 N 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 N 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 N N N N N 0 N 0 N 0 0 0 0 0 N 0 0 0 0 0 0 0 0 0 N 0
0 0 0 0 0 0 0 0 0 0 0 0 N 0 0 0 N 0 N 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 N 0
0 0 0 0 0 0 0 0 0 0 0 H H 0 0 0 H 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 N N 0 0 0 0 0 0 0 0 0 N 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 N 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 N N N N 0 0 N 0 0 0 N N N N N 0 0 0 0 N N 0 0 0 0 0 0 N N 0
0 0 0 0 0 0 0 0 H 0 0 0 H 0 0 0 H 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 H H H 0 0 0 0 0 0 0 0 0 H H 0 0 0 0 H H 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 H 0 0 0 0 0 0 0 0 0 H 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 N N N 0 0 N 0 0 N N 0 0 0 N 0 0 0 0 0 N 0 0 0 0 0 0 N 0 0 0 0 0 0
0 0 0 0 N N 0 0 N 0 0 0 0 0 0 0 0 0 0 0 0 0 N 0 0 0 0 0 0 N 0 0 0 0 0 0
0 0 0 0 0 N 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 N N 0 N N 0 N N N 0 0 0 N N 0 0 0 0 N N 0 N N N N N 0 0 N N 0 0 0 0 0
0 0 N 0 0 N 0 0 0 N 0 0 0 N 0 0 0 0 0 N 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
� 0 N 0 0 N 0 0 0 N 0 0 0 N 0 0 0 0 0 N 0 0 0 0 0 0 0 N 0 0 0 0 0 0 0 N



.

We will show that the matrices Fd have non-zero determinant, and hence the outer products are
linearly independent. If the matrix F has non-zero determinant, then Fd for each d ≤ 8 also
has non-zero determinant. Observing that the upper left submatrix blocks of F are zero, we see
that the determinant of F is the product of the lower-left to upper-right diagonal sub-blocks of
the matrix F . Judiciously choosing the minors in the Laplace expansion for the determinant, we

obtain | detF | = |detFd| = κ2

4 6= 0. �

4.2. Stationarity of tori. Here, for each k ≥ 1 and 2 ≤ d ≤ 8, we give a vector c = c(k, d) ∈ R
m
2 ,

that satisfies the stationarity condition given in Theorem 3.4. We first observe that such a vector
c, if one exists, is not unique for d = 4, 5, 6, 7, 8, as the following argument shows. Reshaping the
symmetric matrices Mj as defined in (10) into vectors of length

(
d
2

)
, the condition for stationarity

in Theorem 3.4 is that a non-negative linear combination gives zero. Of course, if the number of
vectors, m

2 , exceeds
(
d
2

)
, i.e., m > d(d + 1), then the columns are linearly dependent. Looking at

Table 2, this is the case for d = 4,5,6,7,8.
11



d 2 3 4 5 6 7 8

ak,d
2κ2−4
κ2

3κ2−8
κ2 4κ

2−4
κ2 6κ

2−4
κ2 8κ

2−5
κ2 43κ2−16

κ2 18κ
2−6
κ2

bk,d · 2κ2−4
κ2 2κ

2−4
κ2 2κ

2−3
κ2 2κ

2−4
κ2 2κ

2−4
κ2

2κ2−9
κ2

Table 5. The values of ak,d and bk,d used in the definition of the vector c◦. See Section 4.2.

For k = 1, 2, for every 2 ≤ d ≤ 8, define c◦ = (1, · · · , 1) ∈ R
m
2 . For k ≥ 3 and 2 ≤ d ≤ 8, define

the vector c◦ ∈ R
m
2 by

c◦i =


ak,d i = 1

bk,d i ∈ I
1 otherwise,

where the constants ak,d and bk,d are specified in Table 5 and the index set I is defined

I := {4 | 7 | 12 : 15 | 20 : 23 | 33 : 42 | 55 : 70}.

The indices in I correspond to the lattice vectors in Table 4, where the indices in I are displayed in
red. The vertical lines here correspond to the horizontal lines in Table 4 and identify the dimension
that the lattice vector first appears.

Numerical Observation 4.2. For every k ≥ 1, and 2 ≤ d ≤ 8, the vector c◦ ∈ R
m
2 satisfies the

stationarity condition given in Theorem 3.4.

It is straightforward to check that Numerical Observation 4.2 holds. Sage code that symbolically
verifies the claim is provided in [13]. Comments on how we first identified c◦ ∈ R

m
2 are made in

Appendix A.2.
As an example, we verify Numerical Observation 4.2 in dimension d = 3. We have G◦k,d =2κ2 −κ2 0
−κ2 2κ2 −4

0 −4 8κ2

 so that

(G◦k,d)
−1 =

1

8(3κ2 − 4)

16κ
2−1
κ2 8 4

8 16 8
4 8 3κ2

 ,

12



and detG◦k,d = 8κ2(3κ2 − 4). We also have Λ◦k,3 = 4π2
(

κ4

3κ2−4

) 1
3

= 8π2κ2
(

detG◦k,d

)−1/d
(see

Table 2), and, from Table 4 and Table 5,

c◦1 =
3κ2 − 8

κ2
v1v

t
1 =

0 0 0
0 0 0

0 0 κ2

4


c◦2 = 1 v2v

t
2 =

0 0 0
0 1 0
0 0 0


c◦3 = 1 v3v

t
3 =

0 0 0
0 1 1
0 1 1


c◦4 =

2κ2 − 4

κ2
v4v

t
4 =

1 0 0
0 0 0
0 0 0


c◦5 = 1 v5v

t
5 =

1 1 0
1 1 0
0 0 0


c◦6 = 1 v6v

t
6 =

1 1 1
1 1 1
1 1 1

 .

We can then compute

6∑
i=1

c◦iMi = −
Λ◦k,3
d

(
6∑
i=1

c◦i

)
(G◦k,d)

−1 + 4π2
(
detG◦k,d

)− 1
d

6∑
i=1

c◦i viv
t
i .

Since
∑6

i=1 c
◦
i = 3

(
3κ2−4
κ2

)
and

6∑
i=1

c◦i viv
t
i =

4(κ2 − 1)/κ2 2 1
2 4 2
1 2 3κ2/4

 ,

we obtain
∑6

i=1 c
◦
iMi = 0.

4.3. Degeneracy of flat tori as k → ∞. For fixed k ∈ N and d ≤ 8, denote the eigenvalues of

the normalized Gram matrix
G◦k,d

det(G◦k,d)
1
d

by µk1 ≤ µk2 ≤ · · · ≤ µkd. In Figure 2, we plot k vs µk1, . . . , µ
k
d

for d = 2, . . . , 8. From Figure 2, we hypothesize that, in each dimension, for large k,

µki ∼ cik2·pi/d,

for constants ci, pi that are independent of k. In particular, p1 = −(d− 1) and p2 = · · · = pd = 1,

which necessarily satisfy
∑d

i=1 pi = 0.
In Figure 3, we give further geometric interpretation of vtG◦k,dv = 2κ2 in dimensions d = 2 and

3. For k = 1, 3, 5, 7, we plot the ellipses/ellipsoids corresponding to the Gram matrix, as well as
the k-th shortest lattice vectors. In d = 2 dimensions, the ellipses intersect six lattice points and
elongate as k increases in one direction. In d = 3 dimensions, the ellipsoids intersect 12 lattice points
and again elongate in one direction. In both cases, the elongation in one direction corresponds to

13



Figure 2. Log-log plots of k vs the eigevalues, µ, of the Gram matrix, G◦k,d for
dimensions d = 2, . . . , 8.
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-2 0 2

-5

0

5
1
 = 45.5858

-2 0 2

-5

0

5
3
 = 81.5463

-2 0 2

-5

0

5
5
 = 120.1153

-2 0 2

-5

0

5
7
 = 159.162

Figure 3. The ellipses (d = 2) and ellipsoids (d = 3) corresponding to the Gram
matrix, G◦k,d for k = 1, 3, 5, 7. The intersecting lattice points are indicated.

the first eigenvalue of the Gram matrix scaling as µ1(k) ∼ c1k
−2(d−1)/d and the other eigenvalues

scaling as µi(k) ∼ cik2/d.
Finally, we conclude with a discussion of the successive minima. Recall that, for 1 ≤ i ≤ d, the

i-th successive minimum of a lattice with basis B is defined by

γi(B) = min{‖vi‖ : ∃ lin. ind. v1 . . . , vi ∈ BZd with ‖v1‖ ≤ . . . ≤ ‖vi‖}.
That is, γi is the smallest number γ, such that the ellipsoid {‖Bx‖ ≤ γ} contains i linearly
independent vectors (see, e.g., [24]). For each k ≥ 1, d ≤ 8, we have γ1((B◦k,d)

−t) = 2
√

2 is

attained by the vector (0, · · · , 1) and γ2((B◦k,d)
−t) = · · · = γd((B

◦
k,d)
−t) =

√
2κ. In particular,

since the injectivity radius of a flat torus, TB, satisfies inj(TB) = γ1(B) � γd(B−t)−1, we have that

inj(T ◦k,d) � k−1. If we scale T ◦k,d by α = vol(T ◦k,d)
− 1
d = |detG◦k,d|

1
2d � k

d−1
d (see Table 2), we obtain

that vol(αT ◦k,d) = 1. We then compute inj(αT ◦k,d) = γ1(αB) = αγ1(B) � αγd(B−t)−1 = k−
1
d , which

is consistent with [15, Thm. 1.2].

Acknowledgments. We would like to thank Jean Lagacé and Lenny Fukshansky for useful con-
versations.

References

[1] M. Ajtai. “The shortest vector problem in L2 is NP-hard for randomized reductions”. In: Proceedings
of the thirtieth annual ACM symposium on Theory of computing. 1998, pp. 10–19. doi: 10.1145/
276698.276705.

15

https://doi.org/10.1145/276698.276705
https://doi.org/10.1145/276698.276705


[2] A. Beck. Introduction to Nonlinear Optimization. Society for Industrial and Applied Mathematics,
2014. doi: 10.1137/1.9781611973655.
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von Ludwig August Seeber”. J. reine angew. Math 20.312-320 (1840), p. 3.

[9] P. M. Gruber. Convex and Discrete Geometry. Springer Berlin Heidelberg, 2007. doi: 10.1007/978-
3-540-71133-9.

[10] Gurobi Optimization. version 8.0.1, www.gurobi.com. 2018.
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[17] A. K. Lenstra, H. W. Lenstra, and L. Lovász. “Factoring polynomials with rational coefficients”.

Mathematische Annalen 261.4 (1982), pp. 515–534. doi: 10.1007/bf01457454.
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Appendix A. Numerical methods

In this appendix, we describe a numerical method for approximating solutions to the optimization
problem in (4) and for generating a vector c ∈ R

m
2 that satisfies the stationarity condition given in

Theorem 3.4.

A.1. Optimization method. In Section 2, we explained how we can compute Laplacian eigen-
values of given tori. Here we describe an optimization method for generating those lattices. The
optimization problem in (4) can be trivially rewritten as

Λ?k,d = max
α,B

α(13a)

s.t. Λj(TB) ≥ α, j ≥ k.(13b)

Our strategy for solving (13) is to successively solve its linearization. Writing

B−t = (I + ε)B−t0

for some fixed B0 ∈ GL(d,R) and a matrix ε ∈ GL(d,R) with small norm, we compute the first-
order approximations

detB−t = detB−t0 det(I + ε)

= detB−t0 (1 + 〈I, ε〉F + o(‖ε‖))
and

λk(TB) = 4π2‖B−tvk‖2

= 4π2
(
vtkB

−1
0 (I + εt)(I + ε)B−t0 vk

)
= 4π2‖B−t0 vk‖2 + 8π2〈(B−t0 vk)(B

−t
0 vk)

t, ε〉F + o(‖ε‖).

Combining these, and assuming detB−t0 > 0, we obtain

Λk,d(B) = λk(TB)|detB−t|− 2
d

=
(
4π2‖B−t

0 vk‖2 + 8π2〈(B−t
0 vk)(B−t

0 vk)t, ε〉F + o(‖ε‖)
)

det(B−t
0 )−

2
d (1 + 〈I, ε〉F + o(‖ε‖))−

2
d

= Λk(B0) + 〈Σk, ε〉F + o(‖ε‖),

where

Σk := 8π2 det(B−t0 )−
2
d (B−t0 vk)(B

−t
0 vk)

t − 2

d
Λk,d(B0)I.

A linearization of the optimization problem in (13) is then

max
α,ε

α(14a)

s.t. Λj,d(B0) + 〈Σj , ε〉F ≥ α, j ≥ k.(14b)

Additionally, for β > 0, we add the diagonally dominant constraints

−β ≤ εi,i ≤ β i ∈ [d](14c)

− β

d− 1
≤ εi,j ≤

β

d− 1
i 6= j(14d)

which ensure ‖ε‖ < 2β. We retain only a finite number of constraints in (14b) by considering
only the j = k, . . . , k + K + 1 for some integer K > 1 shortest lattice vectors. This linearization
procedure is similar to that appearing in [18] for the closest packing problem.

The linear optimization problem (14), which depends on the parameter β, is then solved using the
Gurobi linear programming library [10] repeatedly until ‖B−B0‖ falls below a specified tolerance.
The parameter β is treated as a trust-region parameter and adaptively set at each iteration to
ensure that the linearization of Λk,d (B) is faithful.
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In these numerical computations, floating point arithmetic was performed to find the maximal
lattice Bk,d. We then formed the Gram matrix for the dual lattice, B−1

k,dB
−t
k,d and observed numer-

ically that all of the elements are multiples of the smallest nonzero element of the Gram matrix,
suggesting that the Gram matrix can be rescaled as an integer matrix. We then used the Lenstra-
Lenstra-Lovász (LLL) lattice basis reduction algorithm [17] to simplify the matrix and row/column
permutations to obtain the laminated structure of Gk.

A.2. Numerical method for the stationarity condition. Here, we explain how, in Section 4.2,
we computed a vector c◦ = c◦(k, d) ∈ R

m
2 , that satisfies the stationarity condition given in The-

orem 3.4. As explained in Section 4.2, the vector is not unique, so it is challenging to derive a
general formula for c◦ from an (arbitrarily computed) solution for various k, d. To overcome this
obstacle, we specify an addition condition that gives uniqueness. For fixed k ≥ 1, 2 ≤ d ≤ 8, m
the multiplicity of the eigenvalue, and Mj ∈ Rd×d, j = 1, . . . , m2 as defined in (10), we consider the
quadratic optimization problem

min
c∈R

m
2

‖c‖22(15a)

such that c ≥ 0(15b)

m/2∑
j=1

cjMj = 0(15c)

c1 = 1.(15d)

which asks for the shortest vector c (in the `2 sense) that satisfies the desired properties. For each
dimension d, we solved this problem for small values of k, and were able to deduce the general
formula, yielding c◦ ∈ R

m
2 as given in Section 4.2.
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