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Abstract. This paper focuses on a class of highly nonlinear stochastic differential delay equations5
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1. Introduction. Nonlinear stochastic differential delay equations (SDDEs)16

have been widely used to model many systems in aerospace, nuclear industry, artificial17

intelligence, modern military systems, financial systems and other fields. Stability and18

stabilization of SDDEs have been two of the most important research topics. There19

has already existed huge literature in the field of stability and stabilization of SDDEs.20

The classical and frequently imposed condition in the study of the stabilization by21

feedback control is that the diffusion and drift coefficients of the underlying SDDEs22

need to satisfy the linear growth condition (see, e.g., [3, 9, 10, 16, 17, 26, 28]). But23

this condition is too restrictive for many nonlinear SDDE systems in applications.24

To meet the need of applications, several authors (see, e.g., [5, 7, 14, 21]) developed25

the stabilization theory for highly nonlinear SDDEs driven by Brownian motions and26

Markov chains, where the diffusion and drift coefficients only need to satisfy the27

polynomial growth condition. Their theory is hence applicable to many more practical28

SDDE systems. Nevertheless, their theory is only applicable to SDDE systems where29

the time delay is either constant and differentiable with its derivative being bounded30

by a positive number less than 1. This condition has been imposed only because of31

the mathematical technique used—the technique of time change but might not be a32

natural feature of SDDE systems in the real world. For example, piece-wise constant33

delays or sawtooth delays occur frequently in sampled-data controls or network-based34

controls (see, e.g., [1]) but they are not differentiable. It was in this spirit that a much35

weaker condition was recently established in [5] to replace the differentiability of the36

time delay. As demonstrated, their new results are applicable to a much wider class37

of SDDE systems in applications.38
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Although Brownian motions have been widely used to model the system un-39

certainties which are affected by many independent factors with no-one playing a40

dominated role, while Markov chains to model the abrupt changes of system param-41

eters or structures (see, e.g., [5, 7, 14, 16, 17, 18, 21, 23, 26]), they cannot model42

the random jumps of the system states. This can be seen clearly by the continuity43

of the solutions of SDDEs driven by Brownian motions and Markov chains. On the44

other hands, the states of many practical systems are indeed subject to random jumps45

due to unpredictable events, e.g., earthquake, storm, flood, bankrupt, war, pandemic.46

Lévy processes have been used to model such random jumps, as these processes have47

significant tail and peak pulse characteristics (see, e.g., [4, 13, 24, 25, 27, 29]). Natu-48

rally, stability of such-type SDDEs have also been studied. For example, Yin et al. in49

[25] were concerned with the stability of a class of switching jump-diffusion processes.50

Yuan et al. in [27] investigated sufficient conditions for stability of delay jump diffu-51

sion processes. Zhu in [29] focused on the pth moment and almost sure stability of a52

class of stochastic differential equations with Lévy noise.53

It is noted that the aforementioned references [25, 27, 29] with Lévy noise all54

consider the stability of SDDEs satisfying the linear growth condition. From the55

perspective of practical applications, it is very necessary to study the stability and56

stabilization of highly nonlinear Markov-modulated SDDEs with Lévy noise. The57

main aim of this paper is to explore how a feedback control with time-varying delay58

can stabilize a given unstable highly nonlinear Markov-modulated SDDE with Lévy59

noise. The key contributions of this paper are as follows:60

• This is the first paper on the stabilization by feedback controls for a class of61

SDDEs driven by the Lévy processes, in addition to Brownian motions and62

Markov chains, where the coefficients are highly nonlinear (i.e., do not satisfy63

the linear growth conditions).64

• Notably, the time-varying delays in the given SDDE as well as in the feedback65

control need only to meet a much weaker condition than those imposed in66

most of the existing papers. For example, they are no-longer required to be67

differentiable. Different methods from those used, for example, in the proof68

of [5, Lemma 2.2], are developed to cope with the càdlàg property of the69

underlying solution as well as the general time-varying delays.70

• This paper does not only establish a general existence-and-unique theorem71

on the global solution of the nonlinear SDDE driven by Lévy noise, but also72

obtains the finiteness and boundedness of the moments of the solution. These73

are not only generalisations of [5, Theorem 2.4 and 2.6], but will also form a74

foundation for further research in this area.75

The paper is organized as follows. In Section 2, we propose model, notations and76

assumptions. In Section 3, we give the conditions that the control function needs to77

meet. In Section 4, we show the sufficient conditions for exponential stability and78

almost surely exponential stability. In Section 5, we provide an example to show the79

effectiveness of the theoretical results. Conclusions are presented in the last section.80

2. Model, notations and assumptions. Throughout this paper, unless oth-81

erwise specified, we use the following notations. AT is the transpose of a vector or82

matrix A. |x| denotes its Euclidean norm, where x ∈ Rd is a vector. For a matrix83

A, |A| =
√

trace(ATA) denotes its trace norm. If A is a symmetric real-valued ma-84

trix (A = AT ), denote by λmin(A) and λmax(A) its smallest and largest eigenvalue,85

respectively. For λ > 0, denote by D([−λ, 0];Rd) the family of càdlàg functions (i.e.86

one that is right-continuous with left limits) ϕ from [−λ, 0] → Rd with the norm87
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STABILIZATION OF HIGHLY NONLINEAR SYSTEMS 3

‖ϕ‖ = sup−λ≤u≤0 |ϕ(u)|. Denote by Db
F0

([−λ, 0];Rd) the family of all bounded, F0-88

measurable, D([−λ, 0];Rd)-valued random variables. Denote by C2,1(Rd×S×R+;R)89

the family of all real-valued functions V (x, i, t) on Rd × S × R+ which are contin-90

uously twice differentiable in x and once in t. For such a C2,1-function V , we set91

Vt = ∂V
∂t , Vx = ( ∂V∂x1

, · · · , ∂V∂xd ) and Vxx = ( ∂2V
∂xi∂xj

)d×d. For two real numbers a and b,92

a ∨ b = max{a, b} and a ∧ b = min{a, b}. IA is the indicator function of A, where A93

is a subset of Ω; that is, IA(ω) = 1 for ω ∈ A and IA(ω) = 0 for ω /∈ A.94

Let B(t) = (B1(t), · · · , Bm(t))T be an m-dimensional Brownian motion defined95

on the probability space (Ω,F ,P) with its filtration {Ft}t≥0 satisfying the usual96

conditions (i.e., it is increasing and right continuous while F0 contains all P-null97

sets). For fixed ω ∈ Ω, N(t, ·)(ω) is a Poisson random measure defined on R+ × Rn0 ,98

where Rn0 = Rn − {0}, and its compensated Poisson random measure is denoted by99

Ñ(dt, dz) = N(dt, dz)− ϑ(dz)dt, where ϑ is a Lévy measure satisfying100

(2.1)

∫
Rn0

(1 ∧ |z|2)ϑ(dz) <∞.101

Usually, the pair (B,N ) is called a Lévy noise. It is easy to show from (2.1) that102

ϑ
(
{z ∈ Rn0 : |z| ≥ b}

)
< ∞ for any b > 0 but we may not have ϑ

(
{z ∈ Rn0 : |z| <103

b}
)
<∞. That is, the Lévy measure might not be finite.104

Let {r(t), t ≥ 0} be a right-continuous Markov chain on the probability space105

taking values in a finite state space S = {1, 2, · · · , N} with generator Γ = (γij)N×N106

given by107

(2.2) P{r(t+ ∆) = j|r(t) = i} =

{
γij∆ + o(∆) i 6= j,

1 + γii∆ + o(∆) i = j,
108

where ∆ > 0 and γij ≥ 0 is the transition rate from i to j if i 6= j while γii =109

−
∑
j 6=i γij . In this paper, we assume that the Markov chain r(·), the Brownian110

motion B(·) and the Poisson random measure N(·, ·) are independent of each other.111

In general, the SDDE with Markov switching, driven by the Lévy noise, has the112

form113

dy(t) =f(y(t−), y((t− δt)−), r(t), t)dt+ g(y(t−), y((t− δt)−), r(t), t)dB(t)114

+

∫
0<|z|<c

h(y(t−), y((t− δt)−), r(t), t, z)Ñ(dt, dz)115

+

∫
|z|≥c

H(y(t−), y((t− δt)−), r(t), t, z)N(dt, dz),(2.3)116

117

where y(t−) = lims↑t y(s), f : Rd×Rd×S×R+ → Rd, g : Rd×Rd×S×R+ → Rd×m,118

h : Rd×Rd×S×R+×Rn0 → Rd and H : Rd×Rd×S×R+×Rn0 → Rd, the constant119

c ∈ (0,∞) allows us to specify what we mean by ’large’ and ’small’ jumps in specific120

applications, and δt is a time-varying function. Observe that the last integral term in121

(2.3) is a compound Poisson process, which can be handled easily by using interlacing122

(see, e.g., [2, pp. 112-115]) or by the methods developed in this paper on how to deal123

with small jumps. It hence makes sense to begin by omitting the large jumps term124

and concentrate on the study of the equation driven by continuous noise interspersed125

with small jumps (see, e.g., [2, pp. 302]). We will therefore concentrate on the study126
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4 HAILING DONG, JUAN TANG, AND XUERONG MAO

of the simplified SDDE with small jumps in the form127

dx(t) =f(x(t−), x((t− δt)−), r(t), t)dt+ g(x(t−), x((t− δt)−), r(t), t)dB(t)128

+

∫
0<|z|<c

h(x(t−), x((t− δt)−), r(t), t, z)Ñ(dt, dz),(2.4)129

130

with the initial data131

(2.5) {x(t) : −λ ≤ t ≤ 0} = ξ ∈ Db
F0

([−λ, 0];Rd) and r(0) = i0,132

where x(t−) = lims↑t x(s) and the details of positive constant λ will be given in133

Assumption 2.1. Next we will state an assumption about δt and a useful lemma.134

Assumption 2.1. [5] The time-varying delay δt is a Borel measurable function135

from R+ to [λ1, λ], and has the property that136

(2.6) λ̄ := lim sup
∆→0+

(
sup
s≥−λ

µ(Ms,∆)

∆

)
<∞,137

where λ1 and λ are both positive constants with λ1 < λ, Ms,∆ = {t ∈ R+ : t − δt ∈138

[s, s+ ∆)} and µ(·) denotes the Lebesgue measure on R+.139

It is worth noting that many time-varying delay functions in practice satisfy this140

assumption. For example, consider that δt is a Lipschitz continuous function with its141

Lipscitiz coefficient λ2 ∈ (0, 1). That is,142

(2.7) |δt − δs| ≤ λ2(t− s), ∀ 0 ≤ s < t <∞.143

For any s ≥ −λ, let r = inf{t ∈ Ms,∆}. It is easy to see that r ∈ Ms,∆, namely144

s ≤ r − δr < s+ ∆. If t ≥ r + ∆/(1− λ2), then145

t− δt − s ≥ t− δt − (r − δr) ≥ t− r − |δt − δr| ≥ (1− λ2)(t− r) ≥ ∆.146147

Hence t−δt ≥ s+∆, i.e., t /∈Ms,∆. In other words, we get Ms,∆ ⊂ [r, r+∆/(1−λ2)),
which implies µ(Ms,∆)/∆ ≤ 1/(1 − λ2). As this holds for arbitrary s ≥ −λ and
∆ ∈ (0, 1), Assumption 2.1 must hold with λ̄ = 1/(1 − λ2). This, in particular,
shows that many sawtooth delays (that occur frequently in sampled-data controls or
network-based controls), e.g.,

δt =

∞∑
k=1

[
(0.15 + 0.05(t− 2k))I[2k,2k+1)(t) + (0.25− 0.05(t− 2k))I[2k+1,2(k+1))(t)

]
,

satisfy Assumption 2.1.148

Lemma 2.2. Let Assumption 2.1 hold. Let ϕ be a càdlàg function from [−λ,∞)149

to R+ such that it has at most finite number of jumps during any finite time interval.150

Then, for any T > 0,151

(2.8)

∫ T

0

ϕ(t− δt)dt ≤ λ̄
∫ T−λ1

−λ
ϕ(t)dt.152

Proof. This lemma is a generalisation of [5, Lemma 2.2], where ϕ was assumed153

to be continuous. The proof here is different from that in [5] as we need to deal with154
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the càdlàg property. By Assumption 2.1, for any ε > 0, there is a positive number ∆̄155

such that156

sup
s≥−λ

µ(Ms,∆)

∆
≤ λ̄+ ε, ∀∆ ∈ (0, ∆̄).(2.9)157

158

Fix any T > 0. We may assume, without loss of any generality, that ϕ has only one159

jump at T1 ∈ (−λ, T − λ1), as the case of multiple jumps can be proved in the same160

fashion. Noting that −λ ≤ t − δt ≤ T − λ1 for t ∈ [0, T ], we divide the interval161

[−λ, T − λ1] into three parts [−λ, T1), (T1, T − λ1] plus a single value set {T1}. Let162

n1 and n2 be a pair of arbitrarily large integers such that ∆1 := (T1 +λ)/n1 < ∆̄ and163

∆2 := (T−λ1−T1)/n2 < ∆̄. Set t1u = −λ+u∆1 for u = 0, 1, · · · , n1 and t2v = T1+v∆2164

for v = 0, 1, · · · , n2. By the definition of the Riemann-Lebesgue integral, we have165 ∫ T

0

ϕ(t− δt)dt = lim
n1→∞

n1−1∑
u=0

µ(Mt1u,∆1
)ϕ(t1u) + lim

n2→∞

n2−1∑
v=0

µ(Mt2v,∆2
)ϕ(t2v)166

+
[
ϕ(T1)− ϕ(T−1 )

]
µ(MT1

),(2.10)167
168

where MT1
= {t ∈ [−λ, T − λ1] : t− δt = T1}. Let ∆3 ∈ (0, 0.5∆̄) be arbitrarily small169

so that T1−∆3 > −λ. Then MT1 ⊂MT1−∆3,2∆3 and, by (2.9), µ(MT1) ≤ 2(λ̄+ε)∆3.170

As ∆3 is arbitrary, we must have µ(MT1) = 0. By (2.9), we also have µ(Mt1u,∆1
) ≤171

(λ̄+ ε)∆1 and µ(Mt2v,∆2
) ≤ (λ̄+ ε)∆2. It then follows from (2.10) that172

∫ T

0

ϕ(t− δt)dt ≤ lim
n1→∞

n1−1∑
u=0

(λ̄+ ε)∆1ϕ(t1u) + lim
n2→∞

n2−1∑
v=0

(λ̄+ ε)∆2ϕ(t2v)173

= (λ̄+ ε)

∫ T1

−λ
ϕ(t)dt+ (λ̄+ ε)

∫ T−λ1

T1

ϕ(t)dt174

= (λ̄+ ε)

∫ T−λ1

−λ
ϕ(t)dt.(2.11)175

176

Letting ε→ 0 yields the required assertion (2.8).177

Remark 2.3. [5, Lemma 2.2] is not applicable to our SDDE as it requires the178

continuity of ϕ while the solution here is càdlàg. That is why we need to establish179

our new Lemma 2.2. Moreover, the proof of [5, Lemma 2.2] relies entirely on the180

continuity of ϕ while our proof here needs to deal with the càdlàg property.181

We need to impose some assumptions on the coefficients.182

Assumption 2.4. Both coefficients f and g are locally Lipschitz continuous, and183

there exist positive constants p, q, α1, α2, α3 with p ∧ q > 2 such that184

(2.12) xT f(x, y, i, t) +
q − 1

2
|g(x, y, i, t)|2 ≤ α1(|x|2 + |y|2)− α2|x|p + α3|y|p,185

for all (x, y, i, t) ∈ Rd × Rd × S × R+.186

Assumption 2.5. For any positive real number R, there exists a constant χR such187

that188

(2.13)

∫
0<|z|<c

|h(x, y, i, t, z)− h(x̄, ȳ, i, t, z)|ϑ(dz) ≤ χR(|x− x̄|+ |y − ȳ|)189
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for all x, x̄, y, ȳ ∈ Rd with |x| ∨ |x̄| ∨ |y| ∨ |ȳ| ≤ R and (i, t) ∈ S×R+. There are also190

constants L > 0 and α ≥ 1 such that for all (x, y, i, t, z) ∈ Rd × Rd × S × R+ × Rn0191

and 0 < |z| < c,192

(2.14) |h(x, y, i, t, z)| ≤ L|z|α(|x|+ |y|).193

Remark 2.6. It is quite standard to derive from
∫
Rn0

(1 ∧ |z|2)ϑ(dz) < ∞ that194 ∫
0<|z|<c |z|

rϑ(dz) <∞ for r ≥ 2.195

Condition (2.14) forces that h(0, 0, i, t, z) ≡ 0, which is naturally required for the196

stability purpose in this paper. The following two lemmas show the existence and197

uniqueness of the global solution and the finiteness of the moments.198

Lemma 2.7. Under Assumptions 2.1, 2.4 and 2.5, the SDDE (2.4) with the initial199

data (2.5) has a unique global solution x(t) on [−λ,∞) and the solution has the200

properties that for all t ≥ 0201

(2.15) E|x(t)|q <∞202

and203

(2.16) E
∫ t

0

|x(s)|p+q−2ds <∞.204

Proof. To make the proof more understandable, we divide the whole proof into205

three steps.206

Step 1. We claim that we can find two positive numbers β1 and β2 such that207

(2.17)∫
0<|z|<c

[
|x+ h(x, y, i, t, z)|q − |x|q − q|x|q−2xTh(x, y, i, t, z)

]
ϑ(dz) ≤ β1|x|q + β2|y|q.208

To show this, we construct a function F (s) = |x + sht(z)|q for s ≥ 0, where we use209

ht(z) := h(x, y, i, t, z) to simplify notation. By using the mean value theorem, there210

exists a constant ξ1 ∈ (0, 1) such that211

F (1)− F (0) = |x+ ht(z)|q − |x|q212

= q|x+ ξ1ht(z)|q−2(x+ ξ1ht(z))Tht(z).(2.18)213214

Then construct a function G(v) = q|x + vξ1ht(z)|q−2(x + vξ1ht(z))Tht(z) for v ≥ 0.215

Similarly, it can be shown that there exists a constant ξ2 ∈ (0, 1) such that216

G(1)−G(0) = q|x+ ξ1ht(z)|q−2(x+ ξ1ht(z))Tht(z)− q|x|q−2xTht(z)217

≤ ξ1
{
q(q − 1)|x+ ξ1ξ2ht(z)|q−2|ht(z)|2

}
.(2.19)218

219

These imply220

|x+ h(x, y, i, t, z)|q − |x|q − q|x|q−2xTh(x, y, i, t, z)221

≤ ξ1q(q − 1)(|x|+ |h(x, y, i, t, z)|)q−2|h(x, y, i, t, z)|2222

≤ 2q−2ξ1q(q − 1)
(
|x|q−2|h(x, y, i, t, z)|2 + |h(x, y, i, t, z)|q

)
.(2.20)223

224
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Using (2.14) and the Young inequality, we can get225

|x|q−2|h(x, y, i, t, z)|2 ≤ 2L2|z|2α(|x|q + |x|q−2|y|2)226

≤ 2L2|z|2α
(

2(q − 1)

q
|x|q +

2

q
|y|q
)

(2.21)227
228

and229

|h(x, y, i, t, z)|q ≤ Lq|z|qα(|x|+ |y|)q230

≤ 2q−1Lq|z|qα(|x|q + |y|q).(2.22)231232

Substituting (2.20)-(2.22) into the left-hand-side terms of (2.17) and using Remark233

2.6, we obtain (2.17) as claimed.234

Step 2. Fix T > 0 arbitrarily. Since almost every sample path of r(·) is a right-235

continuous step function with a finite number of simple jumps on [0, T ], there is a236

sequence {ςv}v≥0 of stopping times such that for almost every ω ∈ Ω there is a finite237

v̄ = v̄(ω) for 0 = ς0 < ς1 < · · · < ςv̄ = T and ςv = T if v > v̄, and r(·) is a random238

constant on every interval [ςu, ςu+1), namely r(t) = r(ςu) on ςu ≤ t < ςu+1 for all239

u ≥ 0. For each integer k ≥ 1 and (x, y, i, t, z) ∈ Rd × Rd × S × R+ × Rn0 , define the240

truncation functions241

fk(x, y, i, t) = f

(
|x| ∧ k
|x|

x,
|y| ∧ k
|y|

y, i, t

)
,242

gk(x, y, i, t) and hk(x, y, i, t, z) similarly, where we set ((|x|∧k)/|x|)x = 0 when x = 0.243

When t ∈ [ςu, ςu+1), by the similar method (see, e.g., [20, Theorem 3.3]), we can see244

that the equation245

dxk(t) =fk(xk(t−), xk((t− δt)−), r(ςu), t)dt+ gk(xk(t−), xk((t− δt)−), r(ςu), t)dB(t)246

+

∫
0<|z|<c

hk(xk(t−), xk((t− δt)−), r(ςu), t, z)Ñ(dt, dz),247

248

has a unique solution whenever r(ςu) and xk(t) on t ∈ [ςu − λ, ςu] are known. By249

induction, we therefore see that there is a unique solution xk(t) to the equation250

dxk(t) =fk(xk(t−), xk((t− δt)−), r(t), t)dt+ gk(xk(t−), xk((t− δt)−), r(t), t)dB(t)251

+

∫
0<|z|<c

hk(xk(t−), xk((t− δt)−), r(t), t, z)Ñ(dt, dz),(2.23)252

253

on t ∈ [0, T ] with initial data xk(t) = ξ(t) on t ∈ [−λ, 0]. Now we introduce a notation:254

if $(t), t ≥ −λ is a predictable process such that $(t) = ξ(t) on −λ ≤ t ≤ 0, define255

the stopping time256

ρk($) := inf{t ∈ [0, T ] : |$(t)| ∨ |$(t− δt)| ≥ k},257

and set inf ∅ = ∞ in this paper. Following the method in the proof of [15, Theorem258

2.2, pp. 95-97], we obtain that259

ρk(xk) ≤ ρk(xk+1)260

and261

(2.24) xk(t) = xk+1(t) whenever 0 ≤ t < ρk(xk).262
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Set ek = ρk(xk) and e∞ = limk→∞ ek. Define a local process x(t), t ∈ [−λ, e∞) as
follows: x(t) = ξ(t) on t ∈ [−λ, 0] and if ek−1 < ek,

x(t) = xk(t), t ∈ [ek−1, ek), k ≥ 1,

where e0 = 0. If ek−1 = ek, set x(ek) = x(ek−1). It follows from (2.24) that263

x(t) = xk(t) whenever 0 < t < ek.264

So for every k ≥ 1,265

x((t ∧ ek)−) = xk((t ∧ ek)−) =

∫ (t∧ek)−

0

fk(xk(s−), xk((s−δs)−), r(s), s)ds266

+

∫ (t∧ek)−

0

gk(xk(s−), xk((s−δs)−), r(s), s)dB(s)267

+

∫ (t∧ek)−

0

∫
0<|z|<c

hk(xk(s−), xk((s− δs)−), r(s), s, z)Ñ(ds, dz) + x(0)268

=

∫ (t∧ek)−

0

f(x(s−), x((s− δs)−), r(s), s)ds+

∫ (t∧ek)−

0

g(x(s−), x((s− δs)−), r(s), s)dB(s)269

+

∫ (t∧ek)−

0

∫
0<|z|<c

h(x(s−), x((s− δs)−), r(s), s, z)Ñ(ds, dz) + x(0)270

271

for any t ∈ [0, T ]. It is also easy to see that if e∞ < T , and then

lim sup
t→e∞

|x(t)| = lim sup
k→∞

|x(e−k )| = lim sup
k→∞

|xk(e−k )| =∞.

Hence {x(t) : −λ ≤ t < e∞} is a maximal local solution on [−λ, T ]. By the standard
method (see, e.g., [19, Theorem 3.15, pp. 91-92]), the uniqueness can be proved.
Letting T →∞, so we see that the hybrid SDDE (2.4) with the initial data (2.5) has
a unique maximal local solution x(t) on [−λ, e∞), where e∞ is the explosion time.
We need to show e∞ =∞ a.s. Next, we define the stopping time

σκ = e∞ ∧ inf{t ∈ [0, e∞) : |x(t)| ≥ κ}

for each integer κ ≥ ‖ξ‖. Because σκ is non-decreasing, it has a limit and we set272

σ∞ = limκ→∞ σκ. So it is obvious to see that σ∞ ≤ e∞ a.s.273

Step 3. Restrict t ∈ [0, λ1], so x(t − δt) = ξ(t − δt) is already known because274

−λ ≤ t− δt ≤ 0. By the generalised Itô formula (see, e.g., [27] or Lemma 2.10 below),275

Assumption 2.4 and (2.17), we get276

E|x(t ∧ σκ)|q − |ξ(0)|q ≤E
∫ t∧σκ

0

q|x(s−)|q−2
[
α1(|x(s−)|2 + |x((s− δs)−)|2)277

− α2|x(s−)|p + α3|x((s− δs)−)|p
]
ds278

+ E
∫ t∧σκ

0

(
β1|x(s−)|q + β2|x((s− δs)−)|q

)
ds.(2.25)279

280
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An easy application of the Young inequality to |x(s−)|q−2|x((s − δs)
−)|2 and281

α3|x(s−)|q−2|x((s− δs)−)|p shows that (2.25) can be written as282

E|x(t ∧ σκ)|q + 0.5qα2E
∫ t∧σκ

0

|x(s−)|p+q−2ds283

≤ |ξ(0)|q + α5 + (2qα1 + β1)E
∫ t∧σκ

0

|x(s−)|qds284

= |ξ(0)|q + α5 + (2qα1 + β1)E
∫ t∧σκ

0

|x(s)|qds,(2.26)285
286

where α5 =
∫ λ1

0
[(2qα1 +β2)|x((s−δs)−)|q+qα4|x((s−δs)−)|p+q−2]ds is finite clearly,

and

α4 =
p

p+ q − 2
α
p+q−2
p

3

( 2(q − 2)

α2(p+ q − 2)

) q−2
p+q−2

.

Please note the last equality in (2.26) holds because the solution x(t) has, almost287

surely, at most finite number of jumps during any finite time interval (see, e.g., [2]).288

This property will be used frequently in this paper and we will not explicitly state it289

unless it is necessary. The remaining proof is the same as in that of [5, Theorem 2.4]290

and is so omitted.291

Remark 2.8. Lemma 2.7 states an existence-and-unique theorem in the case of292

Lévy noise which is more general than Theorem 2.4 in [5]. In addition, the discon-293

tinuity of the local solutions makes it difficult to splice the local solutions into the294

global solution.295

Lemma 2.9. Let Assumptions 2.1, 2.4 and 2.5 hold with ᾱ1 > ᾱ2λ̄, where296

(2.27) ᾱ1 = qα2 −
α3q(q − 2)

p+ q − 2
, ᾱ2 =

α3qp

p+ q − 2
.297

Then the solution of the SDDE (2.4) with the initial data (2.5) has the properties that298

(2.28) sup
0≤t<∞

E|x(t)|q <∞299

and300

(2.29) lim sup
t→∞

1

t

∫ t

0

E|x(s)|p+q−2ds <∞.301

Proof. By the Itô formula, Assumption 2.4 and (2.17), it is easy to show302

eε1tE|x(t)|q − |ξ(0)|q ≤ E
∫ t

0

eε1s
[
q|x(s−)|q−2

[
α1(|x(s−)|2+|x((s− δs)−)|2)303

− α2|x(s−)|p + α3|x((s− δs)−)|p
]

+ ε1|x(s−)|q
]
ds304

+ E
∫ t

0

eε1s
(
β1|x(s−)|q + β2|x((s− δs)−)|q

)
ds,(2.30)305

306

where ε1 > 0 is the unique root to the equation ᾱ1 − ε1 = λ̄(ᾱ2 + ε1)eε1λ. By the307

Young inequality we get308

eε1tE|x(t)|q − |ξ(0)|q ≤ E
∫ t

0

eε1s
(
ᾱ3|x(s−)|q + ᾱ4|x((s− δs)−)|q309

− ᾱ1|x(s−)|p+q−2 + ᾱ2|x((s− δs)−)|p+q−2
)
ds,(2.31)310

311
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where ᾱ3 = ε1 + 2α1(q− 1) +β1 and ᾱ4 = 2α1 +β2. The remaining proof is the same312

as in that of [5, Theorem 2.6] and is hence omitted.313

To close the section, we cite the generalised Itô formula from [27] as a lemma,314

which show how a function V : Rd×S×R+ → R maps the paired process (x(t), r(t))315

into a new Itô process V (x(t), r(t), t).316

Lemma 2.10. [27] Let V ∈ C2,1(Rd × S × R+;R). Then V (x(t), r(t), t) is an Itô317

process of the form318

V (x(t), r(t), t) = V (x(0), r(0), 0) +

∫ t

0

LV (x(s−), x((s− δs)−), r(s), s)ds+M(t),

(2.32)

319
320

where LV is a mapping from Rd × Rd × S × R+ to R defined by321

LV (x, y, i, t) = Vt(x, i, t) + Vx(x, i, t)f(x, y, i, t) +
N∑
j=1

γijV (x, j, t)322

+

∫
0<|z|<c

{
V (x+h(x, y, i, t, z), i, t)−V (x, i, t)−Vx(x, i, t)h(x, y, i, t, z)

}
ϑ(dz)323

+
1

2
trace[gT (x, y, i, t)Vxx(x, i, t)g(x, y, i, t)],(2.33)324

325

while326

M(t) =

∫ t

0

Vx(x(s−), r(s), s)g(x(s−), x((s− δs)−), r(s), s)dB(s)327

+

∫ t

0

∫
0<|z|<c

[
V (x(s−)+h(x(s−), x((s−δs)−), r(s), s, z), r(s), s)328

− V (x(s−), r(s), s)
]
Ñ(ds, dz)329

+

∫ t

0

∫
R

[
V (x(s−), r(0) + b(r(s), ι), s)− V (x(s−), r(s), s)

]
µ∗(ds, dι),330

331

where the function b from S × R to R is defined by332

b(i, l) =

{
j − i, if l ∈ ∆ij ,

0, otherwise,
333

334

and µ∗(ds, dι) = ϑ∗(ds, dι)−ds×m(dι) is a martingale measure. Here ϑ∗(ds, dι) is a335

Poisson measure on R+×R with intensity ds×m(dι), in which m(dι) is the Lebesgue336

measure on R and ∆ij is consecutive, left closed, right open intervals of the real line337

each have length γij. Further details can be found in [19, pp. 46–48].338

3. Controlled SDDE. In this section, we aim to design a delay feedback control339

u(x((t− τt)−), r(t), t) for the controlled SDDE340

dx(t) =
[
f(x(t−), x((t− δt)−), r(t), t) + u(x((t− τt)−), r(t), t)

]
dt341

+ g(x(t−), x((t− δt)−), r(t), t)dB(t)342

+

∫
0<|z|<c

h(x(t−), x((t− δt)−), r(t), t, z)Ñ(dt, dz)(3.1)343

344
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to become stable. Here the control function u : Rd×S×R+ → Rd is Borel measurable345

and satisfies the following assumption.346

Assumption 3.1. There exists a positive constant β such that347

(3.2) |u(x, i, t)− u(y, i, t)| ≤ β|x− y|348

for all (x, y, i, t) ∈ Rd ×Rd × S ×R+. Moreover, for the stability purpose, we require349

that u(0, i, t) ≡ 0.350

The following theorem shows that the controlled SDDE (3.1) preserves the prop-351

erty of the unique global solution.352

Theorem 3.2. Let the control time lag τt be a Borel measurable function from353

R+ to [0, τ̄ ], where τ̄ is a positive number. Under Assumptions 2.1, 2.4, 2.5 and 3.1,354

the controlled SDDE (3.1) with initial data355

(3.3) {x(t) : −λ0 ≤ t ≤ 0} = ξ ∈ Db
F0

([−λ0, 0];Rd) and r(0) = i0356

has a unique global solution x(t) on [−λ0,∞), and the solution has properties (2.15)357

and (2.16), where λ0 = λ ∨ τ̄ . Moreover, if we also make ᾱ1 > ᾱ2λ̄ hold, where ᾱ1358

and ᾱ2 have been given in (2.27), the solution has properties (2.28) and (2.29).359

This theorem can be proved in a similar fashion as Lemmas 2.7 and 2.9 were360

proved. As mentioned in the previous section, we consider the situation in this paper361

where both f and g satisfy the polynomial growth condition. The following assump-362

tion describes this situation.363

Assumption 3.3. There exist constants K > 0, q1 > 1 and qi ≥ 1 (i = 2, 3, 4)364

such that365

|f(x, y, i, t)| ≤ K(|x|+ |y|+ |x|q1 + |y|q2),

|g(x, y, i, t)| ≤ K(|x|+ |y|+ |x|q3 + |y|q4)
(3.4)366

367

for all (x, y, i, t) ∈ Rd × Rd × S × R+. In addition, p and q in Assumption 2.4 also368

need to meet369

(3.5) q > (p+ q1 − 1) ∨ (2(q1 ∨ q2 ∨ q3 ∨ q4)),370

371

(3.6) p ≥ 2(q1 ∨ q2 ∨ q3 ∨ q4)− q1 + 1.372

This assumption guarantees, for example, E|f(x(t−), x((t − δt)−), r(t), t)|2 < ∞,373

and hence the stabilization analysis below can be carried out in L2. To make the374

controlled SDDE (3.1) stable, the control function needs to meet more conditions.375

Our first key condition is:376

Condition 3.4. Design the control function u : Rd × S × R+ → Rd so that we377

can find real numbers ai, āi, positive numbers âi, b̂i, ci, c̄i and nonnegative numbers378

bi, b̄i, di, d̄i (i ∈ S) such that for all (x, y, i, t) ∈ Rd × Rd × S × R+,379

2
[
xT [f(x, y, i, t) + u(x, i, t)] +

1

2
|g(x, y, i, t)|2

]
380

+

∫
0<|z|<c

[
|x+ h(x, y, i, t, z)|2 − |x|2 − 2xTh(x, y, i, t, z)

]
ϑ(dz)381

≤ ai|x|2 + bi|y|2 − ci|x|p + di|y|p,(3.7)382383
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384

xT [f(x, y, i, t) + u(x, i, t)] +
q1

2
|g(x, y, i, t)|2 ≤ āi|x|2 + b̄i|y|2 − c̄i|x|p + d̄i|y|p,(3.8)385

386

and387 ∫
0<|z|<c

[
|x+h(x, y, i, t, z)|q1+1−|x|q1+1−(q1+1)|x|q1−1xTh(x, y, i, t, z)

]
ϑ(dz)388

≤ âi|x|q1+1 + b̂i|y|q1+1,(3.9)389390

while both391

A1 := −diag(a1, · · · , aN )− Γ

and A2 := −diag((q1 + 1)ā1 + â1, · · · , (q1 + 1)āN + âN )− Γ,
(3.10)392

393

are nonsingular M-matrices; and moreover,394

(3.11)


1 > ζ1, ζ2 > λ̄ζ3,

1 > ζ4[q1−1+2λ̄]
q1+1 ,

ζ5 >
ζ6[q1−1+pλ̄]
p+q1−1 ,

395

where q1 is the same as in Assumption 3.3,396

ζ1 = max
i∈S

θibi, ζ2 = min
i∈S

θici,397

ζ3 = max
i∈S

θidi, ζ4 = max
i∈S

[(q1 + 1)b̄i + b̂i]θ̄i,(3.12)398

ζ5 = min
i∈S

(q1 + 1)θ̄ic̄i, ζ6 = max
i∈S

(q1 + 1)θ̄id̄i,399
400

in which401

(θ1, · · · , θN )T = A−1
1 (1, · · · , 1)T ,

(θ̄1, · · · , θ̄N )T = A−1
2 (1, · · · , 1)T .

(3.13)402

403

It is useful to point out that all θi and θ̄i defined by (3.13) are positive as both404

A1 and A2 are nonsingular M-matrices (see, e.g., [19, Section 2.6]).405

Let us explain that there are lots of such control functions available under As-406

sumptions 2.4 and 2.5. To make the explanation simpler, we assume α2 > α3λ̄407

in addition to Assumptions 2.4 and 2.5. For example, design the control function408

u(x, i, t) = AxT , where A is a symmetric d × d real-valued negative-definite matrix409

such that λmax(A) ≤ −(k + 1)α1 − 0.5β̃1 with k > 1, where β̃1 will be determined410

later. Then411

xTu(x, i, t) ≤ −[(k + 1)α1 + 0.5β̃1]|x|2, ∀ (x, i, t) ∈ Rd × S × R+.412

Using Assumption 2.4 while noting that q − 1 ≥ q1 > 1 and q1 + 1 > 2, we have413

xT [f(x, y, i, t)+u(x, i, t)]+
1

2
|g(x, y, i, t)|2 ≤ −

(
kα1+

β̃1

2

)
|x|2+α1|y|2−α2|x|p+α3|y|p414

and415

xT [f(x, y, i, t) + u(x, i, t)] +
q1

2
|g(x, y, i, t)|2416

≤ −
(
kα1 +

β̃1

q1 + 1

)
|x|2 + α1|y|2 − α2|x|p + α3|y|p.417

418
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By Assumption 2.5, we can show as property (2.17) was proved that there exist two419

positive numbers β̃1 and β̃2 such that420

∫
0<|z|<c

[
|x+ h(x, y, i, t, z)|2 − |x|2 − 2xTh(x, y, i, t, z)

]
ϑ(dz) ≤ β̃1|x|2 + β̃2|y|2421

and422 ∫
0<|z|<c

[
|x+ h(x, y, i, t, z)|q1+1 − |x|q1+1 − (q1 + 1)|x|q1−1xTh(x, y, i, t, z)

]
ϑ(dz)423

≤ β̃1|x|q1+1 + β̃2|y|q1+1.424425

In other words, we have already verified (3.7) - (3.9). Consequently, we further have426

A1 := 2k diag(α1, · · · , α1)− Γ

and A2 := (q1 + 1)k diag(α1, · · · , α1)− Γ,
427

428

which are nonsingular M-matrices (see, e.g., [19, Section 2.6]). Moreover, when k is429

sufficiently large, θi ≈ 1/(2kα1) and θ̄i ≈ 1/((q1 + 1)kα1) for all i ∈ S. Hence, ζ1 - ζ6430

defined by (3.12) are431

ζ1 ≈
2α1 + β̃2

2kα1
, ζ2 = ζ5 ≈

α2

kα1
, ζ4 ≈

(q1 + 1)α1 + β̃2

(q1 + 1)kα1
, ζ3 = ζ6 ≈

α3

kα1
.432

433

It then easy to see (3.11) is satisfied, bearing in mind that α2 > α3λ̄. In other words,434

for a sufficiently large number k, the control function u(x, i, t) = AxT meets Condition435

3.4 as long as λmax(A) ≤ −(k + 1)α1 − 0.5β̃1. Of course, in application, we need to436

make full use of the special forms of the coefficients f , g and h to design the control437

function u more wisely.438

Let us now explain why we propose Condition 3.4. If there is no time delay in439

the controller (i.e., τt ≡ 0), the controlled SDDE (3.1) becomes440

dx(t) =
[
f(x(t−), x((t− δt)−), r(t), t) + u(x(t−), r(t), t)

]
dt441

+ g(x(t−), x((t− δt)−), r(t), t)dB(t)442

+

∫
0<|z|<c

h(x(t−), x((t− δt)−), r(t), t, z)Ñ(dt, dz).(3.14)443

444

Define a function U : Rd × S → R+ by445

(3.15) U(x, i) = θi|x|2 + θ̄i|x|q1+1, (x, i) ∈ Rd × S,446

and then, according to Lemma 2.10, the function LU : Rd×Rd×S×R+ → R is given447
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by448

LU(x, y, i, t) = 2θi

[
xT [f(x, y, i, t) + u(x, i, t)] +

1

2
|g(x, y, i, t)|2

]
449

+ (q1 + 1)θ̄i

[
|x|q1−1xT [f(x, y, i, t) + u(x, i, t)] +

1

2
|x|q1−1|g(x, y, i, t)|2450

+
q1 − 1

2
|x|q1−3|xT g(x, y, i, t)|2

]
+

N∑
j=1

γij(θj |x|2 + θ̄j |x|q1+1)451

+

∫
0<|z|<c

θ̄i

[
|x+h(x, y, i, t, z)|q1+1−|x|q1+1−(q1+1)|x|q1−1xTh(x, y, i, t, z)

]
ϑ(dz)452

+

∫
0<|z|<c

θi

[
|x+ h(x, y, i, t, z)|2 − |x|2 − 2xTh(x, y, i, t, z)

]
ϑ(dz).(3.16)453

454

By making use of (3.7)-(3.11) and the Young inequality, (3.16) can be estimated by455

LU(x, y, i, t) ≤− |x|2 + ζ1|y|2 − ζ2|x|p + ζ3|y|p −
(

1− ζ4(q1 − 1)

q1 + 1

)
|x|q1+1

456

+
2ζ4
q1 + 1

|y|q1+1 −
(
ζ5 −

ζ6(q1 − 1)

p+ q1 − 1

)
|x|p+q1−1 +

ζ6p

p+ q1 − 1
|y|p+q1−1.(3.17)457

458

Now we propose the second condition to cope with the highly nonlinear nature459

of the underlying SDDE.460

Condition 3.5. Find nine positive numbers vj (1 ≤ j ≤ 9) and a function W ∈461

C(Rd;R+) such that462

LU(x, y, i, t)+v1(2θi|x|+ (q1 + 1)θ̄i|x|q1)2+v2|f(x, y, i, t)|2+v3|g(x, y, i, t)|2463

+ v4

∫
0<|z|<c

|h(x, y, i, t, z)|2ϑ(dz) ≤ −v5|x|2 + v6|y|2 −W (x) + v7W (y),(3.18)464

465

and466

(3.19) v8|x|p+q1−1 ≤W (x) ≤ v9(1 + |x|p+q1−1),467

for all (x, y, i, t, z) ∈ Rd × Rd × S × R+ × Rn0 , where v5 > v6λ̄ and v7 ∈ (0, 1/λ̄).468

Let us now explain why it is always possible to meet this rule under Assumptions469

2.4, 2.5 and 3.3, and property (2.17). In fact, by (3.4),470

the left-hand-side terms of (3.18)471

≤ LU(x, y, i, t) + 8v1θ
2
i |x|2 + 2v1(q1 + 1)2θ̄2

i |x|2q1 + v4(|x|2 + |y|2)472

+ 4v2K
2(|x|2 + |y|2 + |x|2q1 + |y|2q2) + 4v3K

2(|x|2 + |y|2 + |x|2q3 + |y|2q4).(3.20)473474

From (3.6), it is easy to see that p+ q1 − 1 ≥ 2(q1 ∨ q2 ∨ q3 ∨ q4) and hence475

w2qi ≤ w2 + wp+q1−1, ∀w ≥ 0, 1 ≤ i ≤ 4.476

By using these inequalities and (3.17), we can always choose v1, v2, v3 and v4 suffi-477

ciently small such that478

the left-hand-side terms of (3.18)479

≤ −v5|x|2 − ξ̄1|x|p − ξ̄3|x|q1+1 − ξ̄5|x|p+q1−1
480

+ v6|y|2 + ξ̄2|y|p + ξ̄4|y|q1+1 + ξ̄6|y|p+q1−1,(3.21)481482
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where v5, v6 and ξ̄j (1 ≤ j ≤ 6) are all positive numbers such that v5 > v6λ̄ and483

ξ̄2k−1 > ξ̄2kλ̄ for 1 ≤ k ≤ 3. Letting484

W (x) = ξ̄1|x|p + ξ̄3|x|q1+1 + ξ̄5|x|p+q1−1 for x ∈ Rd485

and v7 = max1≤k≤3 ξ̄2k/ξ̄2k−1, v8 = ξ̄5 and v9 = ξ̄1 + ξ̄3 + ξ̄5. Therefore, we see that486

v7 ∈ (0, 1/λ̄),487

the left-hand-side terms of (3.18) ≤ −v5|x|2 + v6|y|2 −W (x) + v7W (y),488489

and v8|x|p+q1−1 ≤W (x) ≤ v9(1 + |x|p+q1−1).490

Hence, we have shown that it is always possible to satisfy Condition 3.5. Of491

course, in application, we need to make full use of the special forms of the coefficients492

f , g and h to choose v1 − v9 more wisely in order to have a larger bound on τ̄ as493

described in the statements of theorems in the following section.494

4. Exponential stabilization. In this section, we will establish several new495

theorems on the stabilization by the delay feedback control.496

Theorem 4.1. Let Assumptions 2.1, 2.4, 2.5 and 3.3 hold. Design a control497

function u satisfying Assumption 3.1 to meet Condition 3.4 and then find nine positive498

constants vj (1 ≤ j ≤ 9) and a function W ∈ C(Rd;R+) to meet Condition 3.5. If499

the upper bound τ̄ of time lag τt satisfies500

(4.1) τ̄ <

√
(v5 − v6λ̄)v1√

3β2
∧
√
v1v2√
2β
∧ v1v3

β2
∧ v1v4

β2
∧ 1

12β
,501

then the solution of the controlled SDDE (3.1) with initial value (3.3) has the following502

property503

(4.2) lim sup
t→∞

1

t
log(E|x(t)|2) < 0.504

That is, the controlled system (3.1) is exponentially stable in mean square.505

Proof. We will use the method of Lyapunov functionals (see, e.g., [19]) to prove506

the theorem. For this purpose, we define two segments x̃t := {x(t+s) : −2λ0 ≤ s ≤ 0}507

and r̃t := {r(t + s) : −2λ0 ≤ s ≤ 0} for t ≥ 2λ0, so x̃t and r̃t will be defined for508

0 ≤ t ≤ 2λ0. Let x(s) = ξ(−λ0) for s ∈ [−2λ0,−λ0) and r(s) = r(0) for s ∈ [−2λ0, 0).509

Step 1. The Lyapunov functional used in this proof has the form510

(4.3) V (x̃t, r̃t, t) = U(x(t), r(t)) +
β2

v1
ψ(t)511

for t ≥ 2λ0, where U has been defined by (3.15) and512

(4.4) ψ(t) =

∫ 0

−τ̄

∫ t

t+s

[
τ̄ |fv− + uv− |2 + |gv− |2 +

∫
0<|z|<c

|hv−(z)|2ϑ(dz)
]
dvds.513

In this proof, we use fv−=f(x(v−), x((v−δv)−), r(v), v), uv−=u(x((v−τv)−), r(v), v),514

gv− = g(x(v−), x((v − δv)−), r(v), v) and hv−(z) = h(x(v−), x((v − δv)−), r(v), v, z)515

for v ≥ 0 to simplify notations.516

Let ε is a sufficiently small positive number which will be determined later. Ap-517

plying Lemma 2.10, we get that518

(4.5) eεtV (x̃t, r̃t, t) = C +

∫ t

2λ0

eεs
(
εV (x̃s− , r̃s, s) + LV (x̃s− , r̃s, s)

)
ds+Mt,519
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16 HAILING DONG, JUAN TANG, AND XUERONG MAO

where x̃s− = limv↑s x̃v, C = e2ελ0V (x̃2λ0
, r̃2λ0

, 2λ0),520

Mt =

∫ t

2λ0

eεsVx(x̃s− , r̃s, s)gsdB(s)521

+

∫ t

2λ0

∫
R

eεs
[
V (x̃s− , i0 + b(r̃s, ι), s)− V (x̃s− , r̃s, s)

]
µ(ds, dι)522

+

∫ t

2λ0

∫
0<|z|<c

eεs
[
V (x̃s− + hs−(z), r̃s, s)− V (x̃s− , r̃s, s)

]
Ñ(ds, dz)523

524

is a real-valued local martingale (see, e.g., [2, 12]), and525

LV (x̃s− , r̃s, s) =
β2τ̄

v1

[
τ̄ |fs− + us− |2 + |gs− |2 +

∫
0<|z|<c

|hs−(z)|2ϑ(dz)
]

526

+ LU(x(s−), x((s−δs)−), r(s), s)+[2θr(s)+(q1+1)θ̄r(s)|x(s−)|q1−1]xT (s−)527

× [u(x((s−τs)−), r(s), s)− u(x(s−), r(s), s)]528

− β2

v1

∫ s

s−τ̄

[
τ̄ |fv− + uv− |2 + |gv− |2 +

∫
0<|z|<c

|hv−(z)|2ϑ(dz)
]
dv.(4.6)529

530

By Assumptions 2.4, 2.5, 3.1, 3.3 and Theorem 3.2 as well as Condition 3.4, it is531

obvious that532

(4.7) E|LV (x̃s− , r̃s, s)| <∞, ∀s ≥ 2λ0.533

This enables us to proceed without using the technique of stopping times in the next534

steps.535

Setting η1 = mini∈S θi, η2 = maxi∈S θi and η3 = maxi∈S θ̄i, and taking the536

expectation on both sides of (4.5), we get537

η1e
εtE|x(t)|2 ≤C1 +

εβ2

v1
φ1(t) +

∫ t

2λ0

eεsELV (x̃s− , r̃s, s)ds538

+

∫ t

2λ0

εeεs
(
η2E|x(s−)|2 + η3E|x(s−)|q1+1

)
ds,(4.8)539

540

where C1 = e2ελ0EV (x̃2λ0 , r̃2λ0 , 2λ0) and

φ1(t) = E
∫ t

2λ0

eεs
(∫ 0

−τ̄

∫ s

s+u

[
τ̄ |fv−+uv− |2+|gv− |2+

∫
0<|z|<c

|hv−(z)|2ϑ(dz)
]
dvdu

)
ds.

Step 2. Let us estimate LV (x̃s− , r̃s, s). Firstly, it follows from Assumption 3.1541

that542

[2θr(s)+(q1+1)θ̄r(s)|x(s−)|q1−1]xT(s−)[u(x((s−τs)−), r(s), s)−u(x(s−), r(s), s)]543

≤ v1[2θr(s)|x(s−)|+ (q1 + 1)θ̄r(s)|x(s−)|q1 ]2 +
β2

4v1
|x(s−)− x((s− τs)−)|2.(4.9)544

545

Next we observe from (4.1) that546

(4.10)
2β2τ̄2

v1
≤ v2,

β2τ̄

v1
≤ v3,

β2τ̄

v1
≤ v4.547
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It then follows from (4.6) along with Condition 3.5 and Assumption 3.1 that548

LV (x̃s− , r̃s, s) ≤− v5|x(s−)|2 + v6|x((s− δs)−)|2 −W (x(s−)) + v7W (x((s− δs)−))549

+
2β4τ̄2

v1
|x((s− τs)−)|2 +

β2

4v1
|x(s−)− x((s− τs)−)|2550

− β2

v1

∫ s

s−τ̄

[
τ̄ |fv− + uv− |2 + |gv− |2 +

∫
0<|z|<c

|hv−(z)|2ϑ(dz)
]
dv.(4.11)551

552

Noting that βτ̄ ≤ 1/12, we have553

(4.12)
2β4τ̄2

v1
|x((s− τs)−)|2 ≤ 3β4τ̄2

v1
|x(s−)|2 +

β2

24v1
|x(s−)− x((s− τs)−)|2.554

Finally, taking the expectation on both sides of (4.11), and then combing with (4.12),555

we get556

ELV (x̃s− , r̃s, s) ≤−
(
v5 −

3β4τ̄2

v1

)
E|x(s−)|2 + v6E|x((s− δs)−)|2 − EW (x(s−))557

+ v7EW (x((s− δs)−)) +
7β2

24v1
E|x(s−)− x((s− τs)−)|2558

− β2

v1
E
∫ s

s−τ̄

[
τ̄ |fv− + uv− |2+|gv− |2 +

∫
0<|z|<c

|hv−(z)|2ϑ(dz)
]
dv.(4.13)559

560

Step 3. It is obvious to see that561

E|x(s−)|q1+1 ≤ E|x(s−)|2 + E|x(s−)|p+q1−1
562

≤ E|x(s−)|2 + v−1
8 EW (x(s−)).(4.14)563564

By Lemma 2.2, we have565

(4.15)

∫ t

2λ0

eεsE|x((s− δs)−)|2ds ≤ λ̄eελ
∫ t

−λ
eεsE|x(s−)|2ds,566

567

(4.16)

∫ t

2λ0

eεsEW (x((s− δs)−))ds ≤ λ̄eελ
∫ t

−λ
eεsEW (x(s−))ds.568

Substituting (4.13)-(4.16) into (4.8) we obtain569

η1e
εtE|x(t)|2 ≤C2 +

εβ2

v1
φ1(t)− β2

v1
φ2(t) +

7β2

24v1

∫ t

2λ0

eεsE|x(s−)− x((s− τs)−)|2ds570

−
(

1− v7λ̄e
ελ − εη3

v8

)∫ t

2λ0

eεsEW (x(s−))ds571

−
(
v5 − v6λ̄e

ελ − 3β4τ̄2

v1
− εη2 − εη3

)∫ t

2λ0

eεsE|x(s−)|2ds(4.17)572

573

for t ≥ 2λ0, where C2 = C1 + λ̄eελ
∫ 2λ0

−λ eεs
[
v6E|x(s−)|2 + v7EW (x(s−))

]
ds, and

φ2(t) = E
∫ t

2λ0

eεs
(∫ s

s−τ̄

[
τ̄ |fv− + uv− |2 + |gv− |2 +

∫
0<|z|<c

|hv−(z)|2ϑ(dz)
]
dv
)
ds.
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18 HAILING DONG, JUAN TANG, AND XUERONG MAO

Noting that the first integration in (4.17) is the same as
∫ t

2λ0
E|x(s) − x(s − τs)|2ds,574

we hence estimate from the SDDE (3.1) that575

(4.18)

E|x(s)− x(s− τs)|2 ≤ 3E
∫ s

s−τ̄

[
τ̄ |fv− + uv− |2 + |gv− |2 +

∫
0<|z|<c

|hv−(z)|2ϑ(dz)
]
dv.576

Consequently577

η1e
εtE|x(t)|2 ≤C2 +

εβ2

v1
φ1(t)− β2

8v1
φ2(t)−

(
1− v7λ̄e

ελ − εη3

v8

)∫ t

2λ0

eεsEW (x(s−))ds578

−
(
v5 − v6λ̄e

ελ − 3β4τ̄2

v1
− εη2 − εη3

)∫ t

2λ0

eεsE|x(s−)|2ds.(4.19)579
580

In addition, it is easy to see that φ1(t) ≤ τ̄φ2(t). As v7λ̄ < 1 while using condition
(4.1), we can choose a sufficiently small ε ∈ (0, 1/(8λ0)) such that

v5 − v6λ̄e
ελ − 3β4τ̄2

v1
− εη2 − εη3 ≥ 0,

and
1− v7λ̄e

ελ − εη3

v8
≥ 0.

Then it follows from (4.19) that581

(4.20) E|x(t)|2 ≤ C2

η1
e−εt, ∀t ≥ 2λ0,582

which is the required assertion (4.2). The proof is hence complete.583

Theorem 4.2. Let all the conditions of Theorem 4.1 hold and assume ᾱ1 > ᾱ2λ̄,584

where ᾱ1 and ᾱ2 have been given in (2.27). Then the solution of the controlled system585

(3.1) with the initial data (3.3) has the property586

(4.21) lim sup
t→∞

1

t
log(E|x(t)|q) < 0, ∀q ∈ [2, q).587

That is, the controlled system (3.1) is exponentially stable in Lq.588

Proof. From (2.28) in Lemma 2.9, we obtain589

(4.22) C3 := sup
0≤t<∞

E|x(t)|q <∞.590

Fix any q ∈ (2, q). For a constant ρ ∈ (0, 1), the Hölder inequality shows

E|x(t)|q = E(|x(t)|2ρ|x(t)|q−2ρ) ≤ (E|x(t)|2)ρ(E|x(t)|(q−2ρ)/(1−ρ))1−ρ.

Letting ρ = (q − q)/(q − 2), it is easy to show that591

E|x(t)|q ≤ (E|x(t)|2)(q−q)/(q−2)(E|x(t)|q)(q−2)/(q−2)
592

≤ C(q−2)/(q−2)
3 (E|x(t)|2)(q−q)/(q−2).(4.23)593594

From (4.20), we get that595

(4.24) E|x(t)|q ≤ C4e
−ερt

596

for all t ≥ 2λ0, where C4 = C
(q−2)/(q−2)
3 C

(q−q)/(q−2)
2 . According to (4.24), the re-597

quired assertion (4.21) holds. The proof is complete.598
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Theorem 4.3. If all the conditions of Theorem 4.2 hold, the solution of the con-599

trolled system (3.1) with the initial data (3.3) has the property600

(4.25) lim sup
t→∞

1

t
log(|x(t)|) < 0 a.s.601

That is, controlled system (3.1) is almost surely exponentially stable.602

Proof. Define tk = kh0, k = 3, 4, · · · . By using Itô’s isometry, Hölder inequality603

and Doob martingale inequality (see, e.g., [2, 6, 19]) , we have604

E
(

sup
tk≤t≤tk+1

|x(t)|2
)
≤ 4E|x(tk)|2605

+ 4λ0E
∫ tk+1

tk

(
|f(x(t−), x((t− δt)−), r(t), t) + u(x((t− τt)−), r(t), t)|2

)
dt606

+ 16E
∫ tk+1

tk

∫
0<|z|<c

|h(x(t−), x((t− δt)−), r(t), t, z)|2ϑ(dz)dt607

+ 16E
∫ tk+1

tk

|g(x(t−), x((t− δt)−), r(t), t)|2dt.(4.26)608

609

It follows from Assumptions 2.5, 3.1 and 3.3 that610

E
(

sup
tk≤t≤tk+1

|x(t)|2
)
≤ 4E|x(tk)|2611

+C5E
∫ tk+1

tk

(
|x(t−)|2+|x((t− δt)−)|2+|x(t−)|q+|x((t− δt)−)|q+|x((t− τt)−)|2

)
dt,612

613

where q = 2(q1 ∨ q2 ∨ q3 ∨ q4) and C5 is a positive number. Noting that q ∈ [2, q) by
Assumption 3.3, we can apply (4.20) and (4.24) to obtain

E
(

sup
tk≤t≤tk+1

|x(t)|2
)
≤ C6e

−ερkh0 ,

where C6 is another positive number. Consequently

∞∑
k=3

P
(

sup
tk≤t≤tk+1

|x(t)| > e−0.25ερkh0

)
≤
∞∑
k=3

C6e
−0.5ερkh0 <∞.

According to Borel-Cantelli lemma (see, e.g., [19]), it shows that for almost all ω ∈ Ω,
there exists a positive integer k0 = k0(ω) such that

sup
tk≤t≤tk+1

|x(t)| ≤ e−0.25ερkh0 , k ≥ k0.

So we have
1

t
log(|x(t)|) ≤ −0.25ερk

k + 1
, t ∈ [tk, tk+1], k ≥ k0.

This implies

lim sup
t→∞

1

t
log(|x(t)|) ≤ −0.25ερ < 0 a.s,

which is the required assertion (4.25). The proof is hence complete.614
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5. Numerical simulation. In this section, we will discuss an example to illus-615

trate our theoretical results.616

Example 5.1. To simplify the calculation, we consider the scalar highly nonlinear617

SDDE with Lévy noise and 2-state Markov switching of the form618

dx(t) =f(x(t−), x((t− δt)−), r(t), t)dt+ g(x(t−), x((t− δt)−), r(t), t)dB(t)619

+

∫
0<|z|<c

h(x(t−), x((t− δt)−), r(t), t, z)Ñ(dt, dz)(5.1)620

621

on t ≥ 0 but we will omit mentioning the initial data. Here the coefficients f , g and622

h are defined by623

f(x, y, 1) = x(1− 3x2 + y2), g(x, y, 1) = |x|3/2 + 0.5y,624

f(x, y, 2) = x(1− 2x2 − y2), g(x, y, 2) = 0.5|x|3/2 − 0.5y,625

h(x, y, z, 1) = 0.5yz − 0.5xz, h(x, y, z, 2) = 0.25yz − 0.5xz626627

for all x, y ∈ R and z ∈ R0, where R0 = R − {0}, c = 5, B(t) is a scalar Brownian628

motion, r(t) is a Markov chain on the state space S = {1, 2} with its generator629

Γ =

(
−2 2
2 −2

)
, and the time delay δt = 0.1|sin(t)|+ 0.1.630

The Lévy measure ϑ satisfies ϑ(dz) = aφ(dz) = 0.5 × e−2|z|dz, where a = 0.5631

denotes the jump rate and φ(·) is the jump distribution, and its probability density632

function satisfies e−2|z|, so (2.1) can be met. In addition, it should be pointed out633

that SDDEs driven by Lévy noise have many applications in financial markets (see,634

e.g., [8, 22]).635

We can verify that Assumption 2.1 holds when λ1 = 0.1, λ = 0.2 and λ̄ = 1.1111.636

It is also easy to show that Assumption 2.4 holds for p = 4, α1 = [1 + 0.25(q − 1)2] ∨637

(q− 1), α2 = 1.25, α3 = 0.5 and for any q > 6. Next Assumption 2.5 can be met with638

L = 0.5 and α = 1. According to Lemma 2.7, the SDDE (5.1) has a unique global639

solution x(t) which has properties (2.15) and (2.16). In order to make (2.27) hold, it640

is sufficient if λ̄α3 < 1, so we know that the solution x(t) has properties (2.28) and641

(2.29). Assumption 3.3 can be satisfied with q1 = q2 = 3, q3 = 1.5 and q4 = 1. In the642

remaining part of this example, we will fix q = 7.643

To stabilize the SDDE (5.1), we use the delay feedback control to form the con-644

trolled system645

dx(t) =
[
f(x(t−), x((t− δt)−), r(t), t) + u(x((t− τt)−), r(t), t)

]
dt646

+ g(x(t−), x((t− δt)−), r(t), t)dB(t)647

+

∫
0<|z|<c

h(x(t−), x((t− δt)−), r(t), t, z)Ñ(dt, dz),(5.2)648

649

where650

(5.3) u(x, 1, t) = −5x; u(x, 2, t) = −4x.651

It is easy to see that Assumption 3.1 holds for β = 5. By Theorem 3.2, the controlled652

system (5.2) has the unique solution x(t) which has properties (2.28) and (2.29). Next,653
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we will check Condition 3.4. For (x, y, i, t, z) ∈ R× R× S × R+ × R0, we have654

2
[
xT [f(x, y, i, t) + u(x, i, t)] +

1

2
|g(x, y, i, t)|2

]
655

+

∫
0<|z|<c

[
|x+ h(x, y, i, t, z)|2 − |x|2 − 2xTh(x, y, i, t, z)

]
ϑ(dz)656

≤
{
−6.8754x2 + 0.6246y2 − 4x4 + y4, i = 1,
−5.6565x2 + 0.5467y2 − 2.75x4 + y4, i = 2,

657
658
659

xT [f(x, y, i, t) + u(x, i, t)] +
q1

2
|g(x, y, i, t)|2660

≤
{
−2.5x2 + 0.75y2 − x4 + 0.5y4, i = 1,
−2.625x2 + 0.75y2 − 1.125x4 + 0.5y4, i = 2,

661
662

and663 ∫
0<|z|<c

[
|x+ h(x, y, i, t, z)|4 − |x|4 − 4|x|2xTh(x, y, i, t, z)

]
ϑ(dz)664

≤
{

1.4854x4 + 0.7378y4, i = 1,
0.8547x4 + 0.2169y4, i = 2.

665
666

So (3.7)-(3.9) hold with667

a1 = −6.8754, b1 = 0.6246, c1 = 4, d1 = 1,668

a2 = −5.6565, b2 = 0.5467, c2 = 2.75, d2 = 1,669

ā1 = −2.5, b̄1 = 0.75, c̄1 = 1, d̄1 = 0.5,670

ā2 = −2.625, b̄2 = 0.75, c̄2 = 1.125, d̄2 = 0.5,671

â1 = 1.4854, b̂1 = 0.7378, â2 = 0.8547, b̂2 = 0.2169,672673

and674

A1 =

(
8.8754 −2
−2 7.6565

)
, A2 =

(
10.5146 −2
−2 11.6453

)
,675

which are both M-matrices. According to (3.13), we get676

θ1 = 0.1510, θ2 = 0.1701, θ̄1 = 0.1152, θ̄2 = 0.1057.677

Consequently,678

ζ1 = 0.0943, ζ2 = 0.4678, ζ3 = 0.1701,679

ζ4 = 0.4306, ζ5 = 0.4608, ζ6 = 0.2304,680681

which meet (3.11). That is, control function u(x, i) satisfies Condition 3.4. Further-682

more, it is clear that683

U(x, i) =

{
0.1510x2 + 0.1152x4, i = 1,
0.1701x2 + 0.1057x4, i = 2.

684

By (3.17), we have685

LU(x, y, i, t) ≤ −x2 + 0.0943y2 − 1.2525x4 + 0.3854y4 − 0.384x6 + 0.1536y6.686
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At the same time, we get687

(2θi|x|+ (q1 + 1)θ̄i|x|q1)2 ≤ 0.1157x2 + 0.2877x4 + 0.2123x6,

|f(x, y, i, t)|2 ≤ x2 − 4x4 + y4 + 9.3333x6 + 2y6,

|g(x, y, i, t)|2 ≤ 0.5x2 + 0.5y2 + 2x4,∫
0<|z|<c

|h(x, y, i, t, z)|2ϑ(dz) ≤ 0.1246x2 + 0.1246y2.

688

689

Choosing v1 = 0.4, v2 = 0.01, v3 = 0.27 and v4 = 0.27, we then obtain690

LU(x, y, i, t) + v1(2θi|x|+ (q1 + 1)θ̄i|x|q1)2 + v2|f(x, y, i, t)|2 + v3|g(x, y, i, t)|2691

+ v4

∫
0<|z|<c

|h(x, y, i, t, z)|2ϑ(dz)692

≤ −0.7751x2 + 0.2629y2 − 0.6374x4 + 0.3954y4 − 0.2057x6 + 0.1736y6
693

≤ −0.7751x2 + 0.2629y2 −W (x) + 0.8439W (y),694695

where W (x) = 0.6374x4 + 0.2057x6, v5 = 0.7751, v6 = 0.2629, v7 = 0.8439,696

v8 = 0.2057 and v9 = 0.8431. By (4.1), we know that the controlled system (5.2)697

is exponentially stable in Lq̄ for any q̄ ∈ [2, 7) with τ̄ < 0.0043, and it is also almost698

surely exponentially stable.699

The computer simulation will be given by using the Euler-Maruyama method700

(see, e.g., [11]) with step size 10−3, and the conditions for numerical simulation are701

τt = 0.004/(1 + e−t), initial value x(t) = 1 + sin(t), t ∈ [−0.2, 0] and r(0) = 1.702
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Fig. 1. Markov chain.
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Fig. 2. Time evolution of the number of jumps.
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Fig. 3. The state trajectory of the solution.

Figs 1 and 2 show the sample paths of 2-state Markov switching and time evolution703

of the number of jumps respectively. Fig 3 shows the state trajectory of the solution704

of the controlled SDDE (5.2).705
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6. Conclusions. In this paper, we have not only showed the existence and706

uniqueness of the global solution to the highly nonlinear SDDE with Lévy noise and707

Markov switching, but also the finiteness and boundedness of the moments of the708

solution. The time delay in the given unstable SDDE is a variable of time which may709

not have to be differentiable. Moreover, we have studied the qth moment exponential710

stability and almost surely exponential stability by a delay feedback control. A useful711

feature is that the time lag in the feedback control can be of time-varying as long as712

it has a sufficiently small upper bound. The main techniques used in this paper are713

the theory of M-matrices and the method of Lyapunov functionals. An example with714

some computer simulations has been presented to illustrate our theory.715
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