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Abstract. The purpose of this paper is to analyze a mixed method for linear elasticity eigen-
value problem, which approximates numerically the stress, displacement, and rotation, by piecewise
(k + 1), k and (k + 1)-th degree polynomial functions (k ≥ 1), respectively. The numerical eigen-
function of stress is symmetric. By the discrete H1-stability of numerical displacement, we prove
an O(hk+2) approximation to the L2-orthogonal projection of the eigenspace of exact displacement
for the eigenvalue problem, with proper regularity assumption. Thus via postprocessing, we obtain
a better approximation to the eigenspace of exact displacement for the eigenproblem than conven-
tional methods. We also prove that numerical approximation to the eigenfunction of stress is locking
free with respect to Poisson ratio. We introduce a hybridization to reduce the mixed method to a
condensed eigenproblem and prove an O(h2) initial approximation (independent of the inverse of
the elasticity operator) of the eigenvalue for the nonlinear eigenproblem by using the discrete H1-
stability of numerical displacement, while only an O(h) approximation can be obtained if we use the
traditional inf-sup condition. Finally, we report some numerical experiments.
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1. Introduction. In this paper, we consider a mixed finite element approxi-
mation of an eigenvalue problem in linear elasticity for two and three dimensional
domains. The mixed method we use is introduced in [18, Section 6] on special grids
presented in [18, Assumption 6.2]. It’s also well known that the mixed method allows
us to deal safely with nearly incompressible materials.

The numerical approximation of eigenvalue problems has attracted extensive re-
search interest, for instance, [13,24–32]. Particular interest in the mixed finite element
analysis of elasticity eigenproblem can be found in [13,24,27–31]. In these references,
they show that the proposed scheme provides a correct approximation of the spec-
trum. However, the underlying solution operators corresponding to their mixed for-
mulations are not compact. So the analysis of the resulting discrete eigenproblems
doesn’t fit in the standard spectral framework(see [9,34]). We recalled the eigenvalue
problem of [24,28–30]: Find the stress σ : Ω→ Rn×n symmetric, ρ : Ω→ Rn×n skew
symmetric and the corresponding natural frequencies ω ∈ R such that

−∇(ρ−1
S divσ) = ω2(Aσ + ρ) in Ω,(1.1a)

divσ = 0 on Γ0,(1.1b)

σn = 0 on Γ1,(1.1c)

where ρ := ∇u−ε(u) is the rotation and u denotes the displacement, ε(u) = 1
2 (∇u+

(∇u)t) the linearized strain tensor. Ω ⊂ Rn (n = 2, 3) is a bounded and connected
Lipschitz polyhedral domain occupied by an isotropic and linearly elastic solid. ∂Ω
is the boundary of the domain Ω, which admits a disjoint partition ∂Ω = Γ0 ∪ Γ1.
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For simplicity, we also assume that Γ0 has a positive measure. n is the outward unit
normal vector to ∂Ω. ρS is the density of the material, which we assume a strictly
positive constant. A is the inverse of the elasticity operator, which is given by

(1.2) Aτ :=
1

2µS
τD +

1

n(nλS + 2µS)
(trτ )I ,

where λS and µS are the Lamé constants. I is the identity matrix of Rn×n. And we
denote the deviatoric tensor τD := τ − 1

n (trτ )I . For nearly incompressible materials,
λS is large in comparison with µS .

Observing (1.1), the underlying solution operator is clearly non-compact since it
acts on the stress σ, which is defined in H (div; Ω). We recall that [29] utilizes the
lowest order mixed finite element of the PEERS; [28,30] use the Arnold-Falk-Winther
element; [24,27] analyze the elasticity eigenproblem by mixed DG methods. In these
references, the displacement can be recovered and post-processed at the discrete level
by using identity “ω2u = −ρ−1

S divσ”. By utilizing the techniques in [24,27–30], it is
easy to show

(1.3) δ̃(R(E), R(Eh)) ≤ Chmin{t,k+1},

where R(E), R(Eh) are the eigenspaces of the exact and numerical displacements.

δ̃(R(E), R(Eh)) is the gap between R(E) and R(Eh) under L2-norm. k is the poly-
nomial degree of numerical displacement and t is a constant associated with the reg-
ularity. Moreover, under discrete H1-norm(see (1.7)), we can only obtain(δ̂(·, ·) is the
gap under discrete H1-norm)

(1.4) δ̂(P(R(E)), R(Eh)) ≤ Chmin{t,k},

where P is the L2-orthogonal projection operator onto the finite element space for
uh(i.e. the numerical eigenfunction of displacement).

Unlike [24,30], our formulation of the eigenvalue problem with natural frequencies
ω > 0 is given by

Aσ −∇u + ρ = 0 in Ω,(1.5a)

−ρ−1
S divσ = ω2u in Ω,(1.5b)

σn = 0 on Γ1,(1.5c)

u = 0 on Γ0,(1.5d)

It’s clear that (1.5) is equivalent to (1.1) and we can obtain the corresponding source
problem by replacing ω2u with f ∈ L2(Ω). The underlying solution operator T
is compact from L2(Ω) into itself: u = Tf , which is analogous to the analyses in
different or similar contexts (see, for instance, [6, Chapter 11.3] and [4, 5, 17]). Our
mixed method approximates numerically the stress, displacement, and rotation, by
piecewise (k + 1), k, and (k + 1)-th degree polynomial functions (k ≥ 1) on special
grids(see section 4 for more details). Actually, we select this special grid sequence
because the method yields exactly symmetric stress approximations.

More importantly, we utilize discrete H1-stability of numerical displacement to
analyze the linear elasticity eigenvalue problem, which doesn’t exist before. By this
new way of analysis, we provide a better estimate for the eigenvalue problem:

(1.6) δ̂(P(R(E)), R(Eh)) ≤ Chmin{t,k+2},
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where the gap δ̂(·, ·) is defined under discrete H1 norm(i.e.|| · ||1,h). ||uh||1,h is denoted
as

(1.7) ||uh||21,h :=
∑
K∈Th

∫
K

|∇uh|2dx+
∑

F∈εI∪εD

1

hF

∫
F

|[[uh]]|2dx,

where hF denotes the size of the face F . For two adjacent elements K and K ′ sharing
the same face F , the jump of uh across F is defined by [[uh]] := uh|∂K∩F −uh|∂K′∩F .
In the case of F ∈ ∂K lying on ∂Ω, we define [[uh]] := uh|∂K∩F . εI is the set of all
interior edges, εD := {F : F ∈ Γ0}, εN := {F : F ∈ Γ1} and εh = εI ∪ εD ∪ εN . Then
by postprocessing,

(1.8) δ̂1(R(E), R(Êh)) ≤ Chk+2, δ̃(R(E), R(Êh)) ≤ Chk+3

with proper regularity assumption. Here δ̂1(·, ·) is the gap under the norm (
∑
K∈Th

||∇(·)||20,K)
1
2 and R(Êh) is the postprocessed eigenspace(see section 7 for more de-

tails). Comparing (1.3), (1.4) and (1.6), (1.8), our analysis based on discrete H1-
stability of numerical displacement provides a better convergence for the eigenfunction
of displacement.

We also point out that our mixed formulation is equivalent to that of [24,30](see
Remark 4.1 for more details). Therefore, utilizing our analysis to the system of [24,30],
we can obtain all results of [24,30] and get some better estimates than [24,30]: discrete
H1 stability properties and error estimates as (1.6), (1.8).

Another contribution of this paper is that we introduce a dimension-reduced im-
plementation by hybridization and give a good initial approximation of the eigenvalue
for the nonlinear eigenvalue problem. The mixed approximation in [24, 30] is formu-
lated by the stress tensor and the rotation. Our mixed method approximates numer-
ically the stress, displacement, and rotation, by piecewise (k + 1), k, and (k + 1)-th
degree polynomial functions (k ≥ 1), respectively. Though the system looks more
complicated, hybridization reduces the approximation to a condensed eigenproblem.
The condensed eigenproblem is nonlinear, but much smaller than the original mixed
approximation. A related hybridization was introduced in [11] for Poisson equations.
We take advantage of the discrete H1-stability of numerical displacement to obtain
an O(h2) initial approximation of the eigenvalue for the nonlinear eigenproblem. All
analyses here don’t depend on the inverse of A. We point out that if we use the
analysis in [11], we can not obtain the approximation of the rotation because the ro-
tation will be eliminated during the energy argument; Then by the traditional inf-sup
condition, we can only obtain an O(h) estimate. By contrast, “discrete H1-stability
of numerical displacement” helps to give a more detailed analysis(see Remarks 6.4
and 6.7 for more details).

The paper is organized as follows. In section 2, we introduce a mixed formulation
with reduced symmetry of the eigenvalue elasticity problem and the corresponding
solution operator. Section 3 is devoted to giving the spectrum of the compact solu-
tion operator. In section 4, we introduce the discrete eigenvalue problem, describe
the spectrum of the discrete solution operator, and prove that the discrete solution
operators converge to the compact solution operator in discrete H1-norm by using
the discrete H1-stability of numerical displacement. In section 5, we approximate
the L2-orthogonal projection of the eigenspace of exact displacement in discrete H1-
norm. Asymptotic error estimates for the eigenvalues and the stress of the eigenvalue
elasticity problem will be also established. In section 6, we present a hybridization for
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the eigenvalue problem and give an O(h2) initial approximation of the eigenvalue for
the nonlinear eigenproblem. In section 7, we provide a post-processing that gives an
improved approximation to the eigenspace of exact displacement. Finally, we present
in section 8 numerical experiments to confirm the theoretical results proved above.

We end this section with some notations. Given any Hilbert space V , let V and
V denote, respectively, the space of vector-valued and matrix-valued functions with
entries in V . C represents the set of all complex numbers. In particular, H (div; Ω)
is the space of matrix-valued functions such that each row belongs to H (div; Ω).
Given τ := (τij), we define as usual the transpose matrix τ t := (τji), the trace trτ :=∑n
i=1 τii. (ζ,θ)D, (ζ, θ)D denote the integral over D of ζ ·θ, ζ : θ ( “·” and “:” denote

the dot product and the Frobenius inner-product respectively). For s > 0, || · ||s,Ω
stands for the norm of the Hilbertian Sobolev spaces H s(Ω), H s(Ω), H s(Ω), with the
convention H 0(Ω) := L2(Ω). We also define for s ≥ 0 the Hilbert space H s(div; Ω) :=
{τ ∈ H s(Ω) : divτ ∈ H s(Ω)}, whose norm is given by ||τ ||2H s(div;Ω) := ||τ ||2s,Ω +

||divτ ||2s,Ω and let H 0(div; Ω) := H (div; Ω). In addition, we denote generic constants
C, taking different values at different places.

2. The spectral problem. In this section, we will introduce a mixed formu-
lation with reduced symmetry of the eigenvalue elasticity problem and define the
corresponding solution operator. We aim to employ a mixed approach to derive
a variational formulation of this problem. The stress tensor σ will be sought in
Y := {τ ∈ H (div; Ω) : τn = 0 on Γ1}, a closed subspace of H (div; Ω). We also
introduce the space of skew symmetric tensors Q := {s ∈ L2(Ω) : s = −st} and the

rotation ρ := 1
2 (∇u−(∇u)t). In order to write the variational formulation of the spec-

tral problem, we introduce the following bounded bilinear forms in Y × L2(Ω)×Q :

A((σ,u,ρ), (υ,ω,η)) = (Aσ,υ)Ω + (u,divυ)Ω + (ρ,υ)Ω + (ρ−1
S divσ,ω)Ω + (σ,η)Ω,

B((σ,u,ρ), (υ,ω,η)) = −(u,ω)Ω. For simplicity, we also write B((σ,u,ρ), (υ,ω,η))

as B(u,ω). we can write the variational eigenvalue problem in which λ = ω2 as

(2.1) A((σ,u,ρ), (υ,ω,η)) = λB(u,ω), ∀(υ,ω,η) ∈ Y × L2(Ω)×Q

For problem (2.1), we introduce the corresponding solution operator

T : L2(Ω)→ L2(Ω)

f 7→ uf

where uf , also with (σf ,ρf ) ∈ Y ×Q is the solution of the following source problem:

(Aσf ,υ)Ω + (uf ,divυ)Ω + (ρf ,υ)Ω = 0(2.2a)

−(ρ−1
S divσf ,ω)Ω = (f ,ω)Ω(2.2b)

(σf ,η)Ω = 0(2.2c)

for all (υ,ω,η) ∈ Y ×L2(Ω)×Q . Notice that (λ,u) ∈ R×L2(Ω) solves (2.1) if and

only if (µ,u), with µ = λ−1 is an eigenpair of T , i.e. if and only if Tu = λ−1u (λ >
0). In this case, (σf ,ρf ) = λ−1(σ,ρ). Clearly the linear operator T is well defined
and bounded.

3. Spectral characterization. In this section, the characterizations of the
spectrum of T will be given by Theorem 3.1 and proper regularity results will also
be assumed in Assumption 3.1.
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Given any f ∈ L2(Ω), we have Tf = uf ; By testing (2.2a) with υ ∈ D(Ω) ∩Y ,
where D(Ω) = {φ ∈ C∞(Ω), suppφ is a compact subset of Ω}, we have that Aσf −
∇uf +ρf = 0. Then we have uf ∈ H 1

0,Γ0
(Ω) := {u ∈ H 1(Ω) : u = 0 on Γ0}, which is

a closed subspace of H 1(Ω). Problem (2.2) is the well-known dual-mixed formulation
with weakly imposed symmetry of the classical elasticity source problem (i.e. (1.5)
with (ω2u,σ,u,ρ) replaced by (f ,σf ,uf ,ρf )). Clearly, T : L2(Ω) → H 1

0,Γ0
(Ω) ⊂

L2(Ω) is compact.

Theorem 3.1. The spectrum of T decomposes as follows: sp(T )={0}∪{µk}∞k=1,
where

(i) {µk}∞k=1 ⊂ (0,∞) is an infinite sequence of eigenvalues of T and there exists
an infinite sequence {pn}∞n=1 of corresponding eigenvectors in H 1

0,Γ0
(Ω) that satisfy

µ1 = ||T ||, µ1 ≥ µ2 ≥ · · · ≥ µn ≥ · · ·, µn 6= 0 for all n ≥ 1, lim
n→∞

µn = 0,Tpn =

µnpn for all n ≥ 1 and (pk ,p l)Ω = δkl for all k , l ≥ 1. Moreover, the ascent of
each eigenvalue is 1. (ii) µ = 0 is not an eigenvalue of T .

Proof. Since T : L2(Ω) → L2(Ω) is compact and self-adjoint(with respect to
L2-norm), then by [9, Theorem 4.11-1], we obtain (i). Moreover, the ascent of each
eigenvalue is 1 (see, for instance [34]). For (ii), since L2(Ω) is infinite-dimensional, then
µ = 0 is a spectrum of T (If 0 /∈ sp(T ), then 0 belongs to the resolvent set of T . By the
definition of resolvent set(see [1, p.90]), T−1 exists and is bounded from R(T )(i.e. the
range of T ) to L2(Ω). So TT−1 = I is compact. It’s a contradiction because L2(Ω)
is infinite dimensional). Suppose ∃µ = 0 and f 6= 0 such that uf = Tf = µf = 0.
Then (σf ,ρf ) = µ(σ,ρ) = 0. Thus f = −ρ−1

S divσf = 0 by (2.2b), which is a
contradiction.

Assumption 3.1. (see [12,20,24])∃ s0 ∈ (0, 1] such that for all s ∈ (0, s0]: There
exists a constant Creg > 0, independent of λS, such that for all f ∈ L2(Ω), if
(σf ,uf ,ρf ) ∈ Y × L2(Ω) ×Q is the solution to (2.2), then ||σf ||s,Ω + ||uf ||1+s,Ω +

||ρf ||s,Ω ≤ Creg||f ||0,Ω. Consequently, (σf ,ρf ) ∈ H s(Ω) × H s(Ω), T (L2(Ω)) ⊂
H 1+s(Ω).

4. The discrete problem. In this section, we will introduce the discrete ei-
genvalue problem. Based on Theorem 4.4(discrete H1-stability of numerical displace-
ment), we provide a better convergence of the discrete solution operators in Theorem
4.6. The spectrum of the discrete solution operator is presented in Theorem 4.7.

4.1. The discrete eigenvalue problem. We introduce the discrete counter-
part of problem (2.1): Find λh ∈ R and 0 6= (σh,uh,ρh) ∈ V h×W h×Ah such that

(Aσh,υh)Ω + (uh,divυh)Ω + (ρ
h
,υh)Ω = 0(4.1a)

−(ρ−1
S divσh,ωh)Ω = λh(uh,ωh)Ω(4.1b)

(σh,ηh)Ω = 0(4.1c)

for all (υh,ωh,ηh) ∈ V h ×W h ×Ah. Here V h := {υ ∈ Y : υ|K ∈ V (K) for all

K ∈ Th}, W h := {ω ∈ L2(Ω) : ω|K ∈W (K) for all K ∈ Th},Ah := {υ ∈ L2(Ω) :
υ|K ∈ A(K) for all K ∈ Th}. The local spaces are

V (K) := V k(K) := pk+1(K) on special grids,

W (K) := W k(K) := pk(K), A(K) := Ak(K) := {η ∈ pk+1(K) : η + ηt = 0},
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where the special grids on Th are defined by [18, Assumption 6.2]: In either the
two-dimensional(triangular) or the three-dimensional(tetrahedral) case, assume the
following.

(1) The grid is obtained from a quasi-uniform grid after splitting each of its
elements into n+ 1 elements (Here n is the dimension) by connecting the vertices of
the element to its barycentre.

(2) In the two-dimensional case assume k ≥ 0; In the three-dimensional case
assume k ≥ 1.

Notice that V h ×W h ×Ah is the mixed finite element of the family introduced
for linear elasticity by J.Gopalakrishnan and J.Guzmán (see [18, section 6]).

Remark 4.1. We point out that we can obtain the same formulations as [30, Prob-
lem 4.1] by a simple algebraic operation in (4.1):

(ρ−1
S divσh,divυh)Ω = λh((Aσh,υh)Ω + (ρ

h
,υh)Ω)

λh(σh,ηh)Ω = 0

for all (υh,ηh) ∈ V h ×Ah. We use the finite element on special grids described as
above while [30] utilizes the lowest order AFW element on arbitrary quasi-uniform
grids. However, based on the equivalence of the mixed formulations, the discrete H1

stability properties and error estimates obtained by our mixed method can also be
applied to [30].

Let us now recall some well-known approximation properties of the finite element
spaces introduced above. Given t > 0, the tensorial version of the BDM-interpolation
operator (see [7]) Πh : H t(Ω)∩Y → V h is characterized by the following identities:

(4.2)

∫
F

(Πhτ )nF · p =

∫
F

τnF · p, ∀p ∈ pk+1(F ), for all faces F of K,∫
K

Πhτ · υ =

∫
K

τ · υ, ∀υ ∈ N k(K).

Here N k(K) is defined by N k(K) := pk−1(K) + Sk(K), where Sk(K) := {υ ∈
p̃k(K) : υx = 0} for k ≥ 1. The entries of p̃k(K) are the homogeneous polynomials
of degree k. The following commuting diagram property holds(see [7]):

(4.3) divΠhτ = Pdivτ , ∀τ ∈ H t(Ω) ∩H (div; Ω)

where P : L2(Ω)→W h is the L2-orthogonal projector. In addition, it’s well known
that there exists C > 0, independent of h, such that for each τ ∈ H t(Ω)∩H (div; Ω)
(see [6]):

(4.4) ||τ −Πhτ ||0,Ω ≤ Chmin{t,k+2}||τ ||t,Ω, ∀t > 1/2.

For less regular tensorial fields, we have the following error estimate (see [21, Theorem
3.16])

(4.5) ||τ −Πhτ ||0,Ω ≤ Cht(||τ ||t,Ω + ||divτ ||0,Ω), ∀t ∈ (0, 1/2].

And we denote P : Q → Ah the orthogonal projector with respect to the L2(Ω)-norm.
Then for any t > 0, we have

(4.6) ||ρ−Pρ||0,Ω ≤ Chmin{t,k+2}||ρ||t,Ω ∀ρ ∈ H t(Ω) ∩Q ,
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(4.7) ||u−Pu||0,Ω ≤ Chmin{t,k+1}||u||t,Ω ∀u ∈ H t(Ω).

For problem (4.1), the discrete version of the operator T is denoted as

Th : L2(Ω)→W h

f 7→ uf
h

where uf
h, also with (σf

h,ρ
f
h
) is the solution of the following discrete source problem:

(Aσf
h,υ)Ω + (uf

h,divυ)Ω + (ρf
h
,υ)Ω = 0(4.8a)

−(ρ−1
S divσf

h,ω)Ω = (f ,ω)Ω(4.8b)

(σf
h,η)Ω = 0(4.8c)

for all (υ,ω,η) ∈ V h ×W h ×Ah.
By [18, Theorem 6.3], on the special grids, (Note that [18] gives the stability with

a zero boundary condition, but combining the commuting diagram in [19], we can
also obtain the stability with the mixed boundary conditions in this paper) we have
(4.9)

sup
(υ,ω,η)∈

V h×W h×Ah

A((σ,u,ρ), (υ,ω,η))

||(υ,ω,η)||
≥ β||(σ,u,ρ)||, ∀(σ,u,ρ) ∈ V h ×W h ×Ah

with β > 0 independent of h and λS , ||(υ,ω,η)||2 = ||υ||2H (div;Ω) + ||ω||20,Ω + ||η||20,Ω.
Indeed,

(i) the discrete inf-sup condition: ∃β? > 0, independent of h, such that
(4.10)

sup
τ∈V h

(ωh,divτ )Ω + (τ , sh)Ω

||τ ||H (div;Ω)
≥ β?(||sh||0,Ω + ||ωh||0,Ω), ∀(ωh, sh) ∈W h ×Ah

(ii) the coercivity in the kernel condition (Aτ , τ ) ≥ C||τ ||2H (div;Ω), for all τ

in the kernel given by K := {τ ∈ V h : (ωh,divτ )Ω + (η
h
, τ )Ω = 0 for all ωh ∈

W h and all η
h
∈ Ah}. Here the constant C doesn’t depend on λS . The lemma

below explains the independence.

Lemma 4.2. There exists a constant C > 0, depending on µs and Ω (but not on
λS), such that (Aτ , τ )Ω ≥ C||τ ||2H (div;Ω), for all τ ∈ K .

Proof. For any τ ∈ V h, by (1.2), we have Aτ : τ = 1
2µS
τD : τD + (trτ )2

n(nλS+2µS) .

Then clearly (Aτ , τ ) ≥ 1
2µS
||τD||20,Ω. Let τ 0 := τ − 1

n|Ω| (
∫

Ω
trτ )I . For n = 2, it is

proved in [7, Proposition IV.3.1] that there exists a constant C > 0, such that

(4.11) ||τ 0||20,Ω ≤ C(||τD||20,Ω + ||divτ ||20,Ω) ∀τ ∈ V h

The same proof also runs for n = 3. On the other hand, in terms of [16, Lemma
2.2], we directly know that for a bounded and simply connected domain in R2 with
Lipschitz-continuous boundary, there exists C > 0, only depending on Ω and Γ1, such
that

(4.12) ||τ ||2H (div;Ω) ≤ C||τ 0||2H (div;Ω) ∀τ ∈ V h ⊂ Y
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The same proof also runs for a bounded and connected Lipschitz-domain in R2 and
R3. Then by (4.11), (4.12) and the fact that divτ 0 = divτ , we obtain ||τ ||2H (div;Ω) ≤
C(||τD||20,Ω + ||divτ ||20,Ω). Thus, for all τ ∈ K (i.e. divτ = 0, τ is symmetric), we

have (Aτ , τ )Ω ≥ 1
2µS
||τD||20,Ω ≥ C||τ ||2H (div;Ω), where C depends on µS and Ω, but

not on λS .

Therefore, (4.9) holds. As the continuous case, (λh,σh,uh,ρh) ∈ R×V h×W h×Ah

solves (4.1) if and only if (µh,uh) with µh = 1
λh

is an eigenpair of Th and (σf
h,ρ

f
h
) =

1
λh

(σh,ρh). We define the operators TM and TM,h corresponding to T and Th as
follows:

TM : L2(Ω)→ L2(Ω)× L2(Ω)×Q

f 7→
{

σf uf ρf
}

Obviously, under proper regularity assumptions, TM is compact. TM,h is defined by

TM,h : L2(Ω)→ V h ×W h ×Ah(i.e.TM,hf = (σf
h,u

f
h,ρ

f
h
) ∈ V h ×W h ×Ah).

4.2. Discrete H1-stability of numerical displacement. We recalled the def-
inition of ||uh||1,h in (1.7), which is different from that in [15] since we discuss the

mixed boundary conditions here. We will show in Theorem 4.4 that ||uf
h||1,h can

be bounded by ||Aσf
h||0,Ω. Before going further, we provide a lemma for the BDM

element, which can be used in the later proof. A similar lemma is [15, Lemma 3.1]
and hence we omit the proofs.

Lemma 4.3. For each element K ∈ Th, given σ ∈ L2(K), qi ∈ L2(Fi), where
{Fi} ∈ ∂K, there exists a unique υ ∈ V k(K) such that∫

Fi

υnFi · µds =

∫
Fi

qi · µds ∀µ ∈ pk+1(Fi), Fi ∈ ∂K(4.13a) ∫
K

υ · ωdx =

∫
K

σ · ωdx ∀ω ∈ N k(K)(4.13b)

Here N k(K) is defined under (4.2). More importantly, ||υ||20,K ≤ C(||σ||20,K +

h
∑
Fi∈∂K ||qi||

2
L2(Fi)

), where C is independent of h and K.

Next, we prove that ||uf
h||1,h can be controlled by ||Aσf

h||0,Ω, which plays a key role
in the proof of Theorem 4.6. Actually, a very simple example similar to this type
of control relationship can be found in [15, Theorem 3.2] for the Poisson problem.
However, the control relationship is not obvious in our case.

Theorem 4.4. For (4.8), there exists a constant C independent of A−1 and h

such that ||uf
h||21,h ≤ C||Aσ

f
h||20,Ω.

Proof. By using integration by parts for equation (4.8a), we have

(4.14)

0 = (Aσf
h,υ)Ω + (uf

h,divυ)Ω + (ρf
h
,υ)Ω

= (Aσf
h,υ)Ω −

∑
K∈Th

(∇uf
h,υ)K +

∑
F∈εI∪εD

〈
[[uf
h]],υn

〉
F

+ (ρf
h
,υ)Ω

On each element K, let υ1 ∈ V h (Notice that υ1n|Γ1 = 0) be the projection such
that

(4.15)

∫
Fi

υ1nFi ·µds =

∫
Fi

(− 1

hFi
[[uf
h]])·µds ∀µ ∈ pk+1(Fi), Fi ∈ ∂K∩(εI∪εD)
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(4.16)

∫
K

υ1 · ωdx =

∫
K

ε(uf
h) · ωdx ∀ω ∈ N k(K) ⊇ pk−1(K)

Setting µ = [[uf
h]] ∈ pk+1(Fi), ω = ∇uf

h ∈ pk−1(K), and substituting the above two
equalities into (4.14), we get

(4.17) (Aσf
h,υ1)Ω =

∑
K∈Th

||ε(uf
h)||20,K +

∑
F∈εI∪εD

1

hF
||[[uf

h]]||2L2(F ) − (ρf
h
,υ1)Ω

Then in terms of Lemma 4.3, we have

(4.18) ||υ1||20,K ≤ C(||ε(uf
h)||20,K +

∑
F∈∂K∩(εI∪εD)

1

hF
||[[uf

h]]||2L2(F )).

Recall that the linear elasticity problem can be associated with the Stokes prob-
lem with the Stokes pair of spaces Sh × Rh ⊆ H 1(Ω) × L2(Ω)(see [18]): Rh =
{r ∈ L2(Ω) : r|K ∈ pk+1(K), for all elements K},Sh = {S ∈ H 1(Ω) : S |K ∈
pk+2(K), for all elements K}. In the following we will directly use [18, (5.1); (5.2)]
and notations in [18]. We recalled [18, (5.1)] which is shown in Figure 4.1 (Here
skw(·) denotes the operator mapping matrices to their skew-symmetric parts. P de-
notes the L2-orthogonal projection onto Rh. P denotes the L2-orthogonal projection
onto Ah. X 2 is an isomorphic map between Rh and Ah). Notice that the diagram
commutes generally hold for the space Sh with mixed boundary conditions (i.e. our

case: V̂
h

= V h). And recall [18, (5.2)]: for all sh ∈ Sh.

(4.19)
1

2
X 2Pdivsh = Pskwcurlsh,

By [3], on the special grids, for rh = 2X−1
2 P(−skwυ1), we can find sh ∈ Sh satisfying

Fig. 4.1. diagram commutes

(4.20) Pdivsh = 2X−1
2 P(−skwυ1), ||sh||H 1 ≤ C||skwυ1||L2 .

Setting υ2 = curlsh, and by (4.19), this implies that

(4.21) Pskwυ2 = P(−skwυ1), ||υ2||L2 ≤ C||υ1||L2

Above is the two-dimensional case. For the three-dimensional case, in terms of [37],
we can obtain a similar result to (4.20). By analogous analysis, we can obtain the
same results as the two dimension. So we omit the details of the three-dimensional
case here. Finally, setting υ = υ1 +υ2. By using (4.21), (4.14), (4.17) and (4.18), we
get

(4.22)
∑
K∈Th

||ε(uf
h)||20,K +

∑
F∈εI∪εD

h−1||[[uf
h]]||2L2(F ) ≤ C||Aσ

f
h||

2
0,Ω,
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where C doesn’t depend on h and λS . Then in terms of the well-known H1 interpola-
tion, we know that there exists ũf

h ∈ {u ∈ H 1(Ω) : u|Γ0
= 0, |Γ0| > 0} ∩ pk(Th) such

that

(4.23)
∑
K∈Th

||∇uf
h −∇ũf

h||
2
0,K ≤ C

∑
F∈εI∪εD

h−1
F ||[[u

f
h]]||2L2(F )

Then, combining the triangle inequality, we immediately obtain

(4.24) ||ε(ũf
h)||20,Ω ≤ C(

∑
K∈Th

||ε(uf
h)||20,K +

∑
F∈εI∪εD

h−1
F ||[[u

f
h]]||2L2(F ))

By (4.23), (4.24), the triangle inequality and Korn’s inequality (see [9]), we obtain

(4.25)
∑
K∈Th

||∇uf
h||

2
0,K ≤ C(

∑
K∈Th

||ε(uf
h)||20,K +

∑
F∈εI∪εD

h−1
F ||[[u

f
h]]||2L2(F ))

Therefore, in terms of (4.22) and (4.25), we get the desired assertion.

Remark 4.5. In fact, in terms of the definition of ||uh||1,h, we have the following
discrete Sobolev embedding inequalities

(4.26)

{
||uh||Lp ≤ C||uh||1,h, for 1 ≤ p <∞, in two dimensional space,

||uh||Lp ≤ C||uh||1,h, for 1 ≤ p ≤ 6, in three dimensional space,

where C depends upon the domain Ω, the polynomial degree k and p only. Indeed,
for uh ∈ V h, by utilizing the general H1-interpolation, there exists ũh ∈ {u ∈
H 1(Ω) : u|Γ0 = 0, dΓ−measΓ0 > 0} ∩ pk(Th) such that

∑
K∈Th ||∇uh −∇ũh||20,K ≤

C
∑
F∈εI∪εD

1
hF
||[[uh]]||2L2(F ). Going through the same steps as (4.23)-(4.25), we have

||∇ũh||20,Ω ≤ C(
∑
K∈Th ||ε(uh)||20,K +

∑
F∈εI∪εD h−1

F ||[[uh]]||2L2(F )). Then by the tri-
angle inequality, conventional Sobolev inequalities and the two inequalities above

||uh||2Lp ≤ C(||uh − ũh||2Lp + ||ũh||2Lp) ≤ C(
∑
K∈Th

||∇(uh − ũh)||20,K) + C||∇ũh||20,Ω

≤ C(
∑
K∈Th

||ε(uh)||20,K +
∑

F∈εI∪εD
h−1
F ||[[uh]]||2L2(F )) = C||uh||21,h

Therefore, (4.26) is proved. Now in terms of Theorem 4.4, we immediately have the

following discrete Sobolev embedding inequality for (σf
h,u

f
h)

(4.27)

{
||uf

h||Lp ≤ C||Aσ
f
h||0,Ω, for 1 ≤ p <∞, in two dimensional space,

||uf
h||Lp ≤ C||Aσ

f
h||0,Ω, for 1 ≤ p ≤ 6, in three dimensional space,

where C depends upon the domain Ω, the polynomial degree k and p.

4.3. Convergence of {TM,h} to TM in discrete H1-norm.

Theorem 4.6. Under Assumption 3.1, for all s ∈ (0, s0], there exists a constant
C > 0 independent of h and λS such that

(4.28) ||(TM,h −TM )f ||1,h ≤ Chs||f ||0,Ω ∀f ∈ L2(Ω),

where ||(TM,h − TM )f ||21,h = ||A 1
2 (σf − σf

h)||20,Ω + ||Puf − uf
h||21,h + ||ρf − ρf

h
||20,Ω

and P is the L2-orthogonal projection onto W h, which immediately implies ||(Th −
T )f ||0,Ω ≤ Chs||f ||0,Ω.
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Proof. In terms of (2.2) and (4.3), we can obtain that

(A(Πhσ
f ), τh)Ω + (Puf ,divτh)Ω + (Pρf , τh)Ω = (A(Πhσ

f − σf ), τh)Ω(4.29a)

−(ρ−1
S div(Πhσ

f ),ωh)Ω = −(ρ−1
S Pdivσf ,ωh)Ω = (f ,ωh)Ω(4.29b)

(Πhσ
f ,η

h
)Ω = (Πhσ

f − σf ,η
h
)Ω(4.29c)

for all (τh,ωh,ηh) ∈ V h ×W h ×Ah. Recalling (4.8), we have that

(4.30) A((σf
h,u

f
h,ρ

f
h
), (τh,ωh,ηh)) = B(f ,ωh), ∀(τh,ωh,ηh) ∈ V h ×W h ×Ah.

We define eσf = σf
h−Πhσ

f , euf = uf
h−Puf , eρf = ρf

h
−Pρf . Then by subtracting

(4.29) from (4.30), we obtain that

(Aeσf , τh)Ω + (euf ,divτh)Ω + (eρf , τh)Ω = (A(σf −Πhσ
f ), τh)Ω(4.31a)

(diveσf ,ωh)Ω = 0(4.31b)

(eσf ,η
h
)Ω = (σf −Πhσ

f ,η
h
)Ω(4.31c)

for all (τh,ωh,ηh) ∈ V h×W h×Ah. We choose τh = eσf ,ωh = euf ,η
h

= eρf , then

(4.32) (Aeσf , eσf )Ω = (A(σf −Πhσ
f ), eσf )Ω − (σf −Πhσ

f , eρf )Ω

By virtue of Theorem 4.4 and the system (4.31), we can directly have
(4.33)

||euf ||21,h ≤ C(||Aeσf ||20,Ω + ||σf −Πhσ
f ||20,Ω) ≤ C(||A 1

2 eσf ||20,Ω + ||σf −Πhσ
f ||20,Ω),

where C is independent of λS and h. By [18, Proposition 5.1], there exists τ 1 ∈ V h

such that (τ 1, eρf )Ω = (eρf , eρf )Ω and ||τ 1||0,Ω ≤ C||eρf ||0,Ω, where C only depends

on the shape regularity of the grid. Substituting the test function τ 1 into (4.31a),

we obtain that ||eρf ||20,Ω ≤ C(||σf −Πhσ
f ||0,Ω + ||euf ||1,h + ||A 1

2 eσf ||0,Ω) · ||eρf ||0,Ω.
Then, combining (4.33), we obtain

(4.34) ||eρf ||0,Ω ≤ C(||σf −Πhσ
f ||0,Ω + ||A 1

2 eσf ||0,Ω)

By using (4.32), (4.34), and an arithmetic-geometric mean inequality, we have

(4.35) ||A 1
2 eσf ||0,Ω ≤ C||σf −Πhσ

f ||0,Ω ≤ Chs||f ||0,Ω,

where C is independent of λS and h, and the estimates (4.4), (4.5), Assumption 3.1
have been used. Combining (4.33) and (4.35), we obtain

(4.36) ||euf ||1,h ≤ C||σf −Πhσ
f ||0,Ω ≤ Chs||f ||0,Ω,

where C is independent of λS and h. Also, by (4.34), (4.35), the estimates (4.4)-(4.6)
and the triangle inequality, we have

(4.37) ||A 1
2 (σf − σf

h)||0,Ω ≤ Chs||f ||0,Ω, ||ρf − ρf
h
||0,Ω ≤ Chs||f ||0,Ω,

where C is independent of λS and h. Now combining (4.36) and (4.37), we easily find
that (4.28) is well satisfied. Besides, ||Tf −Thf ||0,Ω ≤ ||uf −Puf ||0,Ω + ||euf ||1,h ≤
Chs+1||uf ||s+1,Ω + Chs||f ||0,Ω ≤ Chs||f ||0,Ω, where the triangle inequality, (4.7),
Assumption 3.1 have been used and C is independent of λS and h.
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4.4. The spectrum of the discrete solution operator.

Theorem 4.7. The spectrum of Th : L2(Ω) → W h consists of 0 and M :=
dimW h eigenvalues, repeated accordingly to their respective multiplicities. The spec-
trum decomposes as follows: sp(Th) = {0} ∪ {µhk}Mk=1. Moreover,

(i) {µhk}Mk=1 is M nonzero eigenvalues of Th and there exist M corresponding

eigenvectors {pn}Mn=1 ∈W h, that satisfy µh1 = ||Th||, µh1 ≥ µh2 ≥ · · · ≥ µhM > 0,
Thpn = µhnpn, 1 ≤ n ≤ M, and (pk ,p l)Ω = δkl for all 1 ≤ k , l ≤ M. And the
ascent of each eigenvalue is 1. (ii) µh = 0 is not an eigenvalue of Th.

Proof. It’s enough to use [9, Theorem 4.11-2] to obtain (i). For (ii), 0 is in the
spectrum of Th. If 0 /∈ sp(Th), then Th : L2(Ω)→W h ⊂ L2(Ω) is injective. For any

y ∈W h, by (i), we can express y as y =
∑M
i=1 yipi, yi ∈ R for all 1 ≤ i ≤M . Let x :=∑M

i=1
yi
µhi

pi, then Thx = Th(
∑M
i=1

yi
µhi

pi) =
∑M
i=1 yi(

1
µhi

Thpi) =
∑M
i=1 yipi = y.

So Th is surjective. That’s, Th is a bijective linear operator. This is a contradiction
because L2(Ω) and W h is not isomorphic. However, µh = 0 is not an eigenvalue.

Suppose ∃µh = 0 and 0 6= f ∈W h such that uf
h = Thf = µhf = 0. By the relation

between (4.1) and (4.8), we have (σf
h,ρ

f
h
) = µh(σh,ρh) = (0,0). Thus in terms of

(4.8b), we have (f ,ω)Ω = 0, ∀ω ∈W h. That is, f = 0, which is a contradiction.

Remark 4.8. We point out that the analyses in section 4(i.e. Theorems 4.4, 4.6
and 4.7) can cover some other elements, for instance, the AFW element [2], the
elasticity element using the matrix bubble studied by Cockburn, Gopalakrishnan,
Guzmán [10] and a second elasticity element using the matrix bubble [18, Section 2]
. In addition, we emphasize that because we use the element given by [18, Section 6],
which removes the bubbles, our proof is much more difficult than before.

5. Spectral approximation. In this section, by virtue of the results obtained
in the above sections, we will conclude that the numerical scheme provides a correct
spectral approximation. We will approximate the L2-orthogonal projection of the
eigenspace of exact displacement under discrete H1-norm in Theorem 5.6. Asymptotic
error estimates for the eigenvalues will be also established. Then the approximation
for the eigenspace of the stress tensor will be given in Theorem 5.7.

We recall some commonly used notations as follows(see [34]). For any complex
number z ∈ C \ sp(T ), Rz(T ) = (zI − T )−1 is the resolvent operator. Let µ be
an eigenvalue with finite multiplicity m of T . The spectral projection associated
with µ and T is defined by E := 1

2πi

∫
γ
Rz(T )dz, where γ is defined in (5.2a) below.

E is a projection onto the space of generalized eigenvectors associated with µ = 1
λ

and T . We have known that Th → T in L2-norm, hence for h sufficiently small,
γ ⊂ C \ sp(Th) and the spectral projection, Eh := 1

2πi

∫
γ
Rz(Th)dz exists; Eh is

the spectral projection associated with Th and the eigenvalues of Th which lie in
γ, and is a projection onto the direct sum of the spaces of generalized eigenvectors
corresponding to these eigenvalues. There are m eigenvalues of Th in γ, denoted
as µh1, µh2, · · ·, µhm (repeated according to their respective multiplicities. We also
define 1

λhi
= µhi, i = 1, 2, · · ·,m). R(E), R(Eh) are generalized eigenspaces, where R

denotes the range. Let W (h) := W h + H 1
0,Γ0

(Ω). Given two closed subspaces M
and N of W (h), for x ∈W (h), we define δ(x,M ) := inf

y∈M
||x − y||1,h, δ(M ,N ) =

sup
y∈M ,||y||1,h=1

δ(y,N ) and δ̂(M ,N ) = max{δ(M ,N ), δ(N ,M )}. δ̂(M ,N ) is called

the gap between M and N .
For convenience, we divide it into three cases in some analyses below(i.e. in
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Lemmas 5.2, 5.3, 5.4 and 5.5; Theorems 5.6 and 5.7):

Case 1 : There exists a constant M > 0 such that λS ≤ M.(5.1a)

Case 2 : For any constant M > 0, λS ≥ M(i.e. λS →∞).(5.1b)

Case 3 : λS =∞.(5.1c)

To recall that T actually depends on λS , we will denote it by TλS if we need to
strictly tell the difference between TλS and T∞(i.e.λS = ∞) below. Otherwise, we
will use T broadly. We also use the same notation convention for Th,E ,Eh, λ, µ, λh
and µh. We give the definition of γ and γ∞:

γ : boundary of Dµ := {z ∈ C : |z− µ| ≤ dµ, dµ =
1

2
dist(µ, sp(T )\{µ})},

(5.2a)

γ∞ : boundary of D∞ := {z ∈ C : |z− µ∞| ≤ d∞,d∞ =
1

2
dist(µ∞, sp(T∞)\{µ∞})}.

(5.2b)

Here µ∞ is an eigenvalue of T∞, which is defined detailedly below. From (5.2a), we
have Dµ ∩ sp(T ) = {µ}, and for all z ∈ γ, dist(z, sp(T )) = dist(γ, sp(T )) = dµ.

5.1. Spectral approximation. Before spectral analysis, we will give a spectral
characterization for incompressible elasticity and the convergence analysis for solution
operators. In the limit case λS = ∞, the bilinear forms A and B defined as before
change since the term where λS appears vanishes. Hence the limit eigenvalue problem
reads as follows: Find λ∞ ∈ R and u∞ ∈ L2(Ω) with corresponding (σ∞,ρ∞) ∈
Y ×Q such that

(5.3) A∞((σ∞,u∞,ρ∞), (υ,ω,η)) = λ∞B∞(u∞,ω), ∀(υ,ω,η) ∈ Y ×L2(Ω)×Q

with A∞((σ,u,ρ), (υ,ω,η)) = 1
2µS

(σD,υD)Ω+(u,divυ)Ω+(ρ,υ)Ω+(ρ−1
S divσ,ω)Ω

+(σ,η)Ω, and B∞(u,ω) = −(u,ω)Ω, for (σ,u,ρ), (υ,ω,η) ∈ Y × L2(Ω)×Q .

The solution operator T∞ : L2(Ω)→ L2(Ω), defined for any f ∈ L2(Ω) by

(5.4) A∞((σf
∞,u

f
∞,ρ

f
∞), (υ,ω,η)) = B∞(f ,ω), ∀(υ,ω,η) ∈ Y × L2(Ω)×Q

where uf
∞ = T∞f . It is easy to check that (λ∞,u∞) ∈ R × L2(Ω) solves (5.3) if

and only if (µ∞,u∞), with µ∞ = λ−1
∞ is an eigenpair of T∞, i.e. if and only if

T∞u∞ = λ−1
∞ u∞(λ∞ > 0). In this case, we have (σf

∞,ρ
f
∞) = λ−1

∞ (σ∞,ρ∞). In
fact, using the same analysis and regularity assumption as before, we can obtain that
T∞ : L2(Ω) → H 1(Ω) is compact and has similar characterizations of the spectrum
to TλS .

Let m∞ be the multiplicity of µ∞. From (5.2b), we have D∞ ∩ sp(T∞) =
{µ∞}, and for all z ∈ γ∞, dist(z, sp(T∞)) = dist(γ∞, sp(T∞)) = d∞. The spectral
projection associated with µ∞ and T∞ is defined by E∞ := 1

2πi

∫
γ∞

Rz(T∞)dz. In

fact, by Lemma 5.1 below, we know that for λS → ∞, γ∞ ⊂ (C\sp(TλS )) and the
spectral projection, EλS := 1

2πi

∫
γ∞

Rz(TλS )dz exists; EλS is the spectral projection
associated with TλS and the eigenvalues of TλS which lie in γ∞, and is a projection
onto the direct sum of the spaces of generalized eigenvectors corresponding to these
eigenvalues. There are m∞ eigenvalues of TλS in γ∞, denoted as µ1

λS
, µ2
λS
, · · ·, µm∞

λS

(repeated according to their respective multiplicities. We also define 1/λiλS = µiλS , i =
1, 2, · · ·,m∞).
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Lemma 5.1. There exists a constant C > 0 independent of λS such that ||(TλS −
T∞)f ||1,Ω ≤ C

λS
||f ||0,Ω, for all f ∈ L2(Ω).

Proof. Let f ∈ L2(Ω) and let uf
λS

= TλS f (the corresponding stress and ro-

tation are denoted as σf
λS

and ρf
λS

). Then in terms of (2.2) and (1.2), we have

A∞((σf
λS
,uf

λS
,ρf
λS

), (υ,ω,η)) = B∞(f ,ω)−
(tr(σf

λS
),tr(υ))Ω

n(nλS+2µS) , for all (υ,ω,η) ∈ Y ×
L2(Ω)×Q . Combining (5.4), we have A∞((σf

λS
−σf
∞,u

f
λS
−uf
∞,ρ

f
λS
−ρf∞), (υ,ω,η))

= −
(tr(σf

λS
),tr(υ))Ω

n(nλS+2µS) . Then using the conventional inf-sup condition, we obtain

(5.5)

||σf
λS
− σf

∞||0,Ω ≤ C sup
(υ,ω,η)∈

Y×L2(Ω)×Q

A∞((σf
λS
− σf

∞,u
f
λS
− uf

∞,ρ
f
λS
− ρf∞), (υ,ω,η))

||(υ,ω,η)||

≤ C sup
(υ,ω,η)∈

Y×L2(Ω)×Q

C · 1
n(nλS+2µS) · ||σ

f
λS
||0,Ω · ||υ||0,Ω

||(υ,ω,η)||
≤ C

λS
||σf

λS
||0,Ω ≤

C

λS
||f ||0,Ω

By korn’s inequality, (5.5) and (1.2), we have

||uf
λS
− uf

∞||1,Ω ≤ C||ε(u
f
λS
− uf

∞)||0,Ω = C|| 1

2µS
(σf

λS
)D +

1

n(nλS + 2µS)
tr(σf

λS
)I

− 1

2µS
(σf
∞)D||0,Ω ≤ C||σf

λS
− σf

∞||0,Ω +
C

λS
||σf

λS
||0,Ω ≤

C

λS
||f ||0,Ω

That’s, ||(TλS−T∞)f ||1,Ω ≤ C
λS
||f ||0,Ω,∀f ∈ L2(Ω). Then we have ||TλS−T∞||1 :=

sup
0 6=f∈H 1

0,Γ0
(Ω)

||(TλS−T∞)f ||1,Ω
||f ||1,Ω ≤ C/λS .

Lemma 5.2. There exists a constant C > 0 independent of λS and z such that

(5.6) ||(zI −T )f ||1,Ω ≥ Cdist(z, sp(T ))||f ||1,Ω ∀f ∈ H 1
0,Γ0

(Ω),

where z ∈ γ(γ is defined in (5.2a)) in Case 1(i.e.(5.1a)); z ∈ γ∞(γ∞ is defined in
(5.2b)) in Case 2((5.1b)) or Case 3((5.1c)). dist(z, sp(T )) is the distance between
z and the spectrum of T in the complex plane, which in principle depends on λS.

Proof. In Case 1, clearly we know C\sp(T ) is open, hence ∀z ∈ γ ⊂ C\sp(T ),
∃z0 ∈ C\sp(T ), δ0 > 0 such that z ∈ B(z0, δ0) ⊂ (C\sp(T )). In terms of [35,

Theorem 1.13(b)], we know for each δ ∈ (0, 1), ||(zI − T )−1||1 ≤ c(z0)
1−δ . Since 0 <

dist(z, sp(T )) ≤ |z| < 2|z|, then 0 < 1 − dist(z,sp(T))
2|z| < 1. Thus if we set δ = 1 −

dist(z,sp(T))
2|z| , then we have ||(zI−T )−1||1 ≤ C/dist(z, sp(T )), where C is independent

of λS . Hence (5.6) is proved. The analysis in Case 3 is similar to Case 1. In Case
2, For λS big enough, ∀z ∈ γ∞ ⊂ (C\sp(TλS )), combining Case 3, there exists a
constant C1 independent of λS such that

||(zI −TλS )f ||1,Ω ≥ ||(zI −T∞)f ||1,Ω − ||(T∞ −TλS )f ||1,Ω
≥ C1dist(z, sp(T∞))||f ||1,Ω − ||(T∞ −TλS )f ||1,Ω

From Lemma 5.1, we know for λS big enough, ||(T∞ − TλS )f ||1,Ω ≤ C1

2 dist(z,
sp(T∞))||f ||1,Ω. Then for all z ∈ γ∞, ||(zI −TλS )f ||1,Ω ≥ Cdist(z, sp(T∞))||f ||1,Ω
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≥ C(|z − µiλS | − |µ
i
λS
− µ∞|)||f ||1,Ω, for all 1 ≤ i ≤ m∞. Since by Lemma 5.1

and [34, Theorem 6], we have |µiλS − µ∞| → 0 as λS → ∞, then for all z ∈ γ∞ and
λS big enough, we can obtain the desired assertion.

Lemma 5.3. There exists a constant C > 0 independent of h and λS such that

||(zI −T )f ||1,h ≥ Cdist(z, sp(T ))|z|||f ||1,h ∀f ∈W (h),

where z ∈ γ(γ is defined in (5.2a)) in Case 1(i.e.(5.1a)); z ∈ γ∞(γ∞ is defined in
(5.2b)) in Case 2((5.1b)) or Case 3((5.1c)).

Proof. We introduce f ? := Tf ∈ H 1+s
0,Γ0

(Ω), and notice that (zI − T )f ? =
T (zI −T )f . By virtue of Lemma 5.2, we have that

Cdist(z, sp(T ))||f ?||1,Ω ≤ ||(zI −T )f ?||1,Ω = ||T (zI −T )f ||1,Ω
≤ C||(zI −T )f ||0,Ω ≤ C||(zI −T )f ||1,h.

Finally, by the triangle inequality,

||f ||1,h ≤
1

|z|
(||(zI −T )f ||1,h + ||f ?||1,Ω) ≤ 1

|z|
(1 +

C

dist(z, sp(T ))
)||(zI −T )f ||1,h

=
C + dist(z, sp(T ))

|z|dist(z, sp(T ))
||(zI −T )f ||1,h ≤

C

|z|dist(z, sp(T ))
||(zI −T )f ||1,h,

where the boundedness of dist(z, sp(T )) in three cases have been used.

Lemma 5.4. There exists h0 > 0 such that if h ≤ h0,

||(zI −Th)f ||1,h ≥ Cdist(z, sp(T ))|z|||f ||1,h ∀f ∈W (h),

where z ∈ γ(γ is defined in (5.2a)) in Case 1(i.e.(5.1a)); z ∈ γ∞(γ∞ is defined in
(5.2b)) in Case 2((5.1b)) or Case 3((5.1c)). C > 0 is independent of h and λS.

Proof. By (zI −Th)f = (zI −T )f + (T −PT )f + (PT −Th)f and Lemma
5.3,

||(zI −Th)f ||1,h ≥ Cdist(z, sp(T ))|z|||f ||1,h−||(T −PT )f ||1,h−||(PT −Th)f ||1,h

Clearly we have ||Tf − P(Tf )||1,h ≤ Chs||Tf ||1+s,Ω ≤ Chs||f ||0,Ω ≤ Chs||f ||1,h,
and by virtue of Theorem 4.6, we know that

(5.7) ||(PT −Th)f ||1,h ≤ Chs||f ||0,Ω ≤ Chs||f ||1,h

Thus for h small enough, ||Tf − P(Tf )||1,h + ||(PT − Th)f ||1,h ≤ C|z|dist(z,sp(T))
2

||f ||1,h. Then we immediately obtain the desired assertion.

Lemma 5.5. There exists h0 > 0 such that, for all h ≤ h0,

||(PE −Eh)|W (h)||1,h ≤
C

d
||(PT −Th)|W (h)||1,h,

with C > 0 independent of h and λS, where d = dµ(dµ is defined in (5.2a)) for Case
1(i.e.(5.1a)); d = d2

1/d∞ with d1 = dist(γ∞, sp(TλS ))(here d∞, γ∞ are defined in
(5.2b)) for Case 2(i.e.(5.1b)); or d = d∞ for Case 3(i.e.(5.1c)). And ||(PE −
Eh)|W (h)||1,h denotes the restriction of PE −Eh to W (h).
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Proof. We deduce from the identity P((zI − T )−1 − (zI − Th)−1) = P(zI −
Th)−1(T −Th)(zI −T )−1 = (zI −Th)−1(PT −Th)(zI −T )−1 that, in Case 1,
for any f ∈W (h)
(5.8)

||(PE −Eh)f ||1,h ≤
1

2π

∫
γ

||(zI −Th)−1(PT −Th)(zI −T )−1f ||1,h|dz|

≤ dµ
C

dµ|z|
||(PT −Th)|W (h)||1,h

C

dµ|z|
||f ||1,h ≤

C

dµ
||(PT −Th)|W (h)||1,h||f ||1,h,

where Lemmas 5.3, 5.4 and the fact that for all z ∈ γ, |z| ≥ µ − dµ ≥ 1
2µ have been

used. The analysis in Case 3 is similar to Case 1. Besides, in Case 2, for any
f ∈W (h), ||(PEλS −EλS ,h)f ||1,h ≤ 1

2π

∫
γ∞
||(zI −TλS ,h)−1(PTλS −TλS ,h)(zI −

TλS )−1f ||1,h|dz| ≤ Cd∞
d2

1
||(PTλS −TλS ,h)|W (h)||1,h||f ||1,h.

Theorem 5.6. Let r > 0 be such that R(E) ⊂ H 1+r(Ω) with the regularity
assumption

(5.9) ||σ||r,Ω + ||u||1+r,Ω + ||ρ||r,Ω ≤ Creg||u||0,Ω, ∀u ∈ R(E)

where Creg is independent of λS and (σ,ρ) together with (λ,u) is the solution to
(2.1). R(E) is the eigenspace associated with µ in Case 1(i.e.(5.1a)) or µ∞ in Case
3((5.1c)), or it is the direct sum of eigenspaces corresponding to µ1

λS
, µ2
λS
, · · ·, µm∞

λS
contained in γ∞(i.e. (5.2b)) in Case 2((5.1b)). Then ∃C > 0 independent of h and
λS such that, for h small enough,

(5.10) δ̂(P(R(E)), R(Eh)) ≤ C

d
hmin{r,k+2},

where d = dµ(dµ is defined in (5.2a)) for Case 1; d = d2
1/d∞ with d1 = dist(γ∞,

sp(TλS )) (d∞ is defined in (5.2b)) for Case 2; or d = d∞ for Case 3. Moreover,
(5.11)
|λ− λhj | ≤ Ch2min{r,k+1} in Case 1, |λiλS − λ

i
λS ,hj | ≤ Ch

2min{r,k+1} in Case 2,

for all 1 ≤ i ≤ m∞, 1 ≤ j ≤ m. m is the multiplicity of λ in Case 1 or λiλS in Case

2. And in Case 3, |λ∞ − λ∞,hj | ≤ Ch2min{r,k+1}, for all 1 ≤ j ≤ m∞.

Proof. For f ∈ R(E) ⊂ H 1
0,Γ0

(Ω) with ||f ||1,h = 1, we have ||Pf − Ehf ||1,h =
||(PE − Eh)f ||1,h ≤ ||(PE − Eh)|R(E)||1,h ≤ ||(PE − Eh)|W (h)||1,h. Hence we

have δ(P(R(E)), R(Eh)) ≤ ||(PE − Eh)|W (h)||1,h; For f h ∈ R(Eh) ⊂ W h with
||f h||1,h = 1, we have ||f h−PEf h||1,h ≤ ||(PE−Eh)f h||1,h ≤ ||(PE−Eh)|W h ||1,h ≤
||(PE −Eh)|W (h)||1,h. Then by virtue of Lemma 5.5 and Theorem 4.6, we know that

||(PE−Eh)|W (h)||1,h converges to 0 as h→ 0. Thus limh→0 δ̂(P(R(E)), R(Eh)) = 0.
Applying [23, Lemma 212, Lemma 213], we have for h small enough, dim(P(R(E)))
= dim(R(Eh)) and

(5.12) δ(R(Eh),P(R(E)) ≤ δ(P(R(E)), R(Eh))

1− δ(P(R(E)), R(Eh))

Since limh→0 δ̂(P(R(E)), R(Eh)) = 0, by (5.12), we have δ(R(Eh),P(R(E)) ≤
Cδ(P(R(E)), R(Eh)), for some constant C and hence that

(5.13) δ̂(P(R(E)), R(Eh)) ≤ (1 + C)δ(P(R(E)), R(Eh))
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Now for f ∈ R(E) with ||f ||1,h = 1, clearly (zI −T )−1f ∈ R(E), similar to the proof
of Lemma 5.5, we have

(5.14) ||Pf −Ehf ||1,h = ||(PE −Eh)f ||1,h ≤
C

d
||(PT −Th)|R(E)||1,h

In terms of Theorem 4.6 and the regularity assumption 5.9, we easily obtain ||(PT −
Th)|R(E)||1,h ≤ Chmin{r,k+2}, where C is independent of h and λS . Thus combining

(5.13) and (5.14), (5.10) is proved. By (5.10), it’s clear that δ̃(R(E), R(Eh)) ≤
Chmin{r,k+1}, where δ̃(R(E), R(Eh)) is the gap between R(E) and R(Eh) under L2-
norm. Then using similar analysis to [33], we easily know there is a double order for
eigenvalues error estimates so (5.11) is proved.

5.2. Approximation of the eigenspaces of the stress and rotation for
the eigenvalue problem.

Theorem 5.7. Let u be an eigenfunction of T associated with µ = λ−1 and let
uhi, i = 1, 2, · · ·,m(m is the multiplicity of µ) be the eigenfunctions corresponding
to m eigenvalues µh1, µh2, · · ·, µhm of Th, where µhi = λ−1

hi . Let r > 0 be such that
R(E) ⊂ H 1+r(Ω) with the regularity assumption

(5.15) ||σ||r,Ω + ||u||1+r,Ω + ||ρ||r,Ω ≤ Creg||u||0,Ω, ∀u ∈ R(E)

where Creg is independent of λS and (σ,ρ) together with (λ,u) is the solution to
(2.1). R(E) is the eigenspace associated with µ in Case 1(i.e.(5.1a)) or µ∞ in Case
3((5.1c)), or it is the direct sum of eigenspaces corresponding to µ1

λS
, µ2
λS
, · · ·, µm∞

λS
contained in γ∞(i.e. (5.2b)) in Case 2((5.1b)). And let (σhi, ρhi) together with
(λhi,uhi) be the approximation given by (4.1). For the eigenvalue problem, we have

(5.16) δ̃(R(Eσ), R(Eσh)) ≤ Chmin{r,k+2}/d, δ̃(R(Eρ), R(Eρ
h
)) ≤ Chmin{r,k+2}/d

where R(Eσ), R(Eσh) are the eigenspaces of the exact and numerical stresses. And

δ̃(R(Eσ), R(Eσh)) is the gap between R(Eσ) and R(Eσh) under L2-norm. The nota-

tion δ̃(R(Eρ), R(Eρ
h
)) is defined similarly to δ̃(R(Eσ), R(Eσh)).d = dµ(dµ is defined

in (5.2a)) for Case 1; d = d2
1/d∞ with d1 = dist(γ∞, sp(TλS )) (d∞ is defined in

(5.2b)) for Case 2; or d = d∞ for Case 3. Here C depends on the eigenvalue λ and
the exact solution but not on the grid size h and the Lamé coefficient λS.

Proof. In terms of (2.1) and (4.3), we can obtain that

(A(Πhσ), τh)Ω + (Pu,divτh)Ω + (Pρ, τh)Ω = (A(Πhσ − σ), τh)Ω(5.17a)

−(ρ−1
S div(Πhσ),ωh)Ω = −(ρ−1

S Pdivσ,ωh)Ω = λ(u,ωh)Ω = λ(Pu,ωh)Ω(5.17b)

(Πhσ,ηh)Ω = (Πhσ − σ,ηh)Ω(5.17c)

for all (τh,ωh,ηh) ∈ V h ×W h ×Ah. Recalling (4.1), we have that
(5.18)
A((σhi,uhi,ρhi), (τh,ωh,ηh)) = λhiB(uhi,ωh), ∀(τh,ωh,ηh) ∈ V h ×W h ×Ah.

Define eσ = σhi −Πhσ, eu = uhi −Pu, eρ = ρ
hi
−Pρ. Then by subtracting (5.17)

from (5.18), we obtain that

(5.19)
A((eσ, eu, eρ), (τh,ωh,ηh)) = (λPu− λhiuhi,ωh)Ω

+(A(σ −Πhσ), τh)Ω + (σ −Πhσ,ηh)Ω
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In terms of (4.9), we obtain that there exists (τ̃h, ω̃h, η̃h) ∈ V h×W h×Ah such that
A((eσ,eu,eρ),(τ̃h,ω̃h,η̃h

))

||τ̃h||H (div;Ω)+||ω̃h||0,Ω+||η̃
h
||0,Ω ≥ β(||eσ||H (div;Ω) + ||eu||0,Ω + ||eρ||0,Ω), where β > 0

independent of h and λS . Combining (5.19), we can obtain
(5.20)
β(||eσ||H (div;Ω) + ||eu||0,Ω + ||eρ||0,Ω) ≤ (||λPu− λhiuhi||0,Ω · ||ω̃h||0,Ω

+ C||σ −Πhσ||0,Ω · (||τ̃h||0,Ω + ||η̃
h
||0,Ω))/(||τ̃h||H (div;Ω) + ||ω̃h||0,Ω + ||η̃

h
||0,Ω)

where Cauchy-Schwartz inequality has been used. We estimate the terms in (5.20),
(5.21)
||λPu− λhiuhi||0,Ω ≤ |λ|||Pu− uhi||0,Ω + |λ− λhi|(||Pu− uhi||0,Ω + ||Pu||0,Ω)

≤ |λ|Chmin{r,k+2}/d+ Chmin{r,2(k+1)} · hmin{r,k+2}/d+ Chmin{r,2(k+1)}||u||0,Ω
≤ Chmin{r,k+2}/d,

where Theorem 5.6 and the triangle inequality have been used. Moreover, we have

(5.22) ||σ −Πhσ||0,Ω ≤ Chmin{r,k+2}||u||0,Ω ≤ Chmin{r,k+2}.

where (4.4), (4.5), and the regularity assumption (5.15) have been used. Combining
(5.20), (5.21), and (5.22), we can obtain that β(||eσ||H (div;Ω) + ||eu||0,Ω + ||eρ||0,Ω) ≤
C
d h

min{r,k+2}. Thus

(5.23) ||σhi − σ||0,Ω ≤ ||eσ||0,Ω + ||σ −Πhσ||0,Ω ≤ Chmin{r,k+2}/d,

for all 1 ≤ i ≤ m, and C doesn’t depend on h and λS . We recalled (5.10) in Theorem
5.6, which approximates the L2-orthogonal projection of the eigenspace of exact dis-
placement in terms of the gap of subspaces. Since the stress and displacement appear
in one-to-one correspondence and the error analysis above is closely dependent on
(5.10), then it’s natural to express (5.23) in terms of the gap of subspaces in the first
inequality of (5.16). Similarly, we can also obtain the same estimate for the rotation
in the second inequality of (5.16).

Remark 5.8. We point out that the spectral analyses in section 5(i.e. Lemmas
5.1-5.5 and Theorems 5.6-5.7) can cover all elements listed in Remark 4.8.

6. Hybridization. In this section, we will provide hybridization of the source
problem and the eigenproblem. Different from a related hybridization introduced
in [11] for Poisson equations, we utilize discrete H1-stability of numerical displacement
to prove Lemmas 6.3 and 6.6. Then these lemmas are used to prove Theorems 6.2
and 6.5. In Theorem 6.5, we provide a good initial approximation of the eigenvalue
for the nonlinear eigenproblem. The innovation can be found in Remarks 6.4 and 6.7.
For simplicity, we assume A a piecewise constant.

6.1. Hybridization for the source problem. We enlarge the mixed method
(4.8) to include an additional unknown γf

h ∈M h := {µ : µ|F ∈ pk+1(F ) for all grid

faces F ∈ εh, and µ|Γ0
= 0}, and expand the space V h by removing H (div; Ω)-

continuity constraints to obtain the space Ṽ
h

:= {υ ∈ L2(Ω) : υ|K ∈ V (K) for all

grid elements K ∈ Th}. The solution of the hybridized method, (σf
h,u

f
h,ρ

f
h
,γf
h) ∈
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Ṽ
h
×W h ×Ah ×M h, satisfies

(Aσf
h,υ)Th + (uf

h,divυ)Th + (ρf
h
,υ)Th +

〈
γf
h,υn

〉
∂Th

= 0(6.1a)

−(ρ−1
S divσf

h,ω)Th = (f ,ω)Th(6.1b)

(σf
h,η)Th = 0(6.1c) 〈

σf
hn,µ

〉
∂Th

= 0(6.1d)

for all (υ,ω,η,µ) ∈ Ṽ
h
×W h×Ah×M h. (6.1) yields a “reduced” system. To state

it, we need more notation. Define A : Ṽ
h
7→ Ṽ

h
, B : Ṽ

h
7→W h, C : Ṽ

h
7→ Ah,

D : Ṽ
h
7→ M h by (Aσ,υ)Ω = (Aσ,υ)Th , (Bσ,u)Ω = (u,∇ · σ)Th , (Cσ,ρ)Ω =

(σ,ρ)Th , 〈Dσ,µ〉∂Th = 〈µ,σn〉∂Th for all σ,υ ∈ Ṽ
h
, u ∈W h, ρ ∈ Ah, and µ ∈M h.

Moreover, we need local solution operators Q1 : M h 7→ Ṽ
h
, Q2 : M h 7→ W h,

Q3 : M h 7→ Ah, QL
1 : L2(Ω) 7→ Ṽ

h
, QL

2 : L2(Ω) 7→W h, QL
3 : L2(Ω) 7→ Ah. These

operators are defined using the solution of the following systems:
(6.2)A Bt Ct

B 0 0
C 0 0

Q1µ
Q2µ
Q3µ

 =

−Dµ
0
0

 ,

 A Bt Ct

ρ−1
S B 0 0
C 0 0

QL
1 f

QL
2 f

QL
3 f

 =

 0
g
0


where g = −Pf , for any µ ∈ M h and f ∈ L2(Ω). Then we have the following
theorem for the source problem.

Theorem 6.1. The function (σf
h,u

f
h,ρ

f
h
,γf
h) ∈ Ṽ

h
×W h × Ah ×M h satisfy

(6.1) if and only if γf
h is the unique solution of ah(γf

h,µ) = bh(µ) ∀µ ∈M h, where

ah(µ1,µ2) = (AQ1µ1,Q1µ2)Th , bh(µ) = (f ,Q2µ)Th . And σf
h = Q1γ

f
h+QL

1 f ,u
f
h =

Q2γ
f
h + QL

2 f ,ρ
f
h

= Q3γ
f
h + QL

3 f .

Proof. It is enough to follow the steps of [10, Theorem 3.3].

6.2. Hybridization for the eigenproblem. In previous subsection, the source
problem can be recovered by a reduced system, given by Theorem 6.1. It is natural
to ask such a technique for the eigenvalue problem: Find λ̃h ∈ R and 0 6≡ γ̃h ∈M h

satisfying

(6.3) ah(γ̃h,µ) = λ̃h(Q2γ̃h,Q2µ) ∀µ ∈M h.

6.2.1. Reduction to a nonlinear eigenvalue problem. Recall that (6.1)
represents the source problem, we turn to the interest for eigenproblem. This is to

determine a nontrivial (σh,uh,ρh,γh) ∈ Ṽ
h
×W h×Ah×M h and a number λh ∈ R

satisfying

(Aσh,υ)Th + (uh,divυ)Th + (ρ
h
,υ)Th + 〈γh,υn〉∂Th = 0(6.4a)

−(ρ−1
S divσh,ω)Th = λh(uh,ω)Th(6.4b)

(σh,η)Th = 0(6.4c)

〈σhn,µ〉∂Th = 0(6.4d)

We give the reduction to the nonlinear eigenvalue problem as the following theorem.
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Theorem 6.2. There exists a constant C?, independent of h and A−1 such that
any number

(6.5) λh ≤ C?h−2

satisfies

(6.6) ah(γh,µ) = λh((I − λhQL
2 )−1Q2γh,Q2µ), ∀µ ∈M h,

with some nontrivial γh in M h if and only if the number λh and the functions
(6.7)
γh, uh = (I − λhQL

2 )−1Q2γh, σh = Q1γh + λhQL
1 uh and ρ

h
= Q3γh + λhQL

3 uh

together satisfy (6.4). Above, the operator I denotes the identity on W h and the
inverse in (6.6) exists whenever (6.5) holds.

Next, we provide some estimates for the local solution operators QL
2 , Q2, which is

important to the proof of Theorems 6.2 and 6.5.

Lemma 6.3. Let K be any grid element and let f , g ∈ L2(K). Then

(6.8) (QL
2 f , g)K = (ρ−1

S AQ
L
1 f ,Q

L
1 g)K ,

(6.9) ||QL
2 f ||0,K ≤ CK1 h2

K ||f ||0,K ,

where CK1 denotes a constant independent of hK and A−1 in K.

Proof. Recall from (6.2) that the local solution operators QL
1 f , QL

2 f and QL
3 f

satisfy

(AQL
1 f ,υ)K + (QL

2 f ,divυ)K + (QL
3 f ,υ)K = 0(6.10a)

−(ρ−1
S divQL

1 f ,ω)K = (f ,ω)K(6.10b)

(QL
1 f ,η)K = 0(6.10c)

for all (υ,ω,η) ∈ Ṽ
h
×W h × Ah. The proof of (6.8) follows immediately from

(6.10): (ρSf ,QL
2 g)K = −(divQL

1 f ,Q
L
2 g)K = (AQL

1 g ,Q
L
1 f )K + (QL

3 g ,Q
L
1 g)K =

(AQL
1 g ,Q

L
1 f )K To prove (6.9), first note that BtQL

2 f = −AQL
1 f −CtQL

3 f . Going
through the same steps as [11, Lemma 3.1], we have

(6.11) ||QL
2 f ||20,K ≤

4

9
h2
K ||BtQL

2 f ||20,K ≤
4

9
h2
K(||AQL

1 f ||20,K + ||CtQL
3 f ||20,K)

By (6.8), (6.10) and the boundedness of A, we have
(6.12)
||AQL

1 f ||20,K ≤ C(AQL
1 f ,Q

L
1 f )K = C(ρSf ,QL

2 f )K ≤ C||QL
2 f ||0,K · ||f ||0,K ,

where C is independent of A−1 and h. Next, we estimate ||CtQL
3 f ||0,K . We denote

the local discrete H1 norm of QL
2 f on the element K as ||QL

2 f ||21,h := ||∇QL
2 f ||20,K +

1
hK
||QL

2 f ||20,∂K . Then by going through the similar proof to Theorem 4.4, we easily
obtain

(6.13) ||QL
2 f ||1,h ≤ C||AQ

L
1 f ||0,K ,
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where C is a constant independent of A−1 and h. Hence, we have
(6.14)

||CtQL
3 f ||20,K = (QL

3 f ,Q
L
3 f )K = (∇QL

2 f ,Q
L
3 f )K −

〈
(QL

3 f )n,QL
2 f
〉
∂K

≤ ||QL
3 f ||0,K(||∇QL

2 f ||0,K + Ch
− 1

2

K ||Q
L
2 f ||0,∂K) ≤ C||QL

3 f ||0,K ||AQ
L
1 f ||0,K

where (6.10a), Cauchy-Schwartz, discrete trace inequality (for instance, see [14]) and
(6.13) have been used. Then in terms of (6.14) and (6.12) we can obtain

(6.15) ||CtQL
3 f ||20,K = ||QL

3 f ||20,K ≤ C||AQ
L
1 f ||20,K ≤ C||Q

L
2 f ||0,K · ||f ||0,K .

where C does not depend on A−1 and h. Then in terms of (6.12), (6.15) and (6.11),
we have ||QL

2 f ||0,K ≤ 4
9Ch

2
K ||f ||0,K . Let CK1 = 4

9C from above inequality, then we
obtain (6.9).

Remark 6.4. Note that in Lemma 6.3, by our analysis(mainly (6.13), (6.14)), we
obtain the control relationship between QL

3 f and QL
1 f . This result closely depends

on the discrete H1-stability of numerical displacement. Utilizing this relationship, we
have ||CtQL

3 f ||20,K ≤ C||AQ
L
1 f ||20,K ≤ C||Q

L
2 f ||0,K · ||f ||0,K . Hence we can eliminate

a ||QL
2 f ||0,K in (6.11) to obtain an O(h2) estimate, i.e.(6.9). If we use the analysis

in [11], we can not obtain the approximation of the rotation because the rotation will
be eliminated during the energy argument; We can only obtain an O(h) estimate.
Indeed, by traditional inf-sup condition, we have ||QL

3 f ||0,K ≤ C||f ||0,K , by which

we can only deduce ||QL
2 f ||0,K ≤ ChK ||f ||0,K .

proof of Theorem 6.2. Using Lemma 6.3, it’s enough to follow [11, Theorem 3.1].

6.2.2. The perturbed eigenvalue problem. This subsection is devoted to
comparing the mixed eigenvalues λh with the eigenvalues λ̃h of (6.3). We will show

that the easily computable λ̃h can be used as initial guesses in various algorithms to
compute λh.

Theorem 6.5. Suppose λh is an eigenvalue of (6.4) satisfying (6.5). Then there
is an h0 > 0 and a constant C (independent of h and A−1) such that for all h < h0,

there is an eigenvalue λ̃h of (6.3) satisfying |λh − λ̃h| ≤ Cλ2
hλ̃hh

2.

Before Theorem 6.5, we give an important lemma below.

Lemma 6.6. Let µ ∈M h. There exists a constant C2 independent of h and A−1

such that ||Q2µ||20,Ω ≤ C2

∑
K∈Th hK ||µ||

2
0,∂K .

Proof. Recall from (6.2) that the local solution operators Q1f , Q2f , and Q3f
satisfy

(AQ1µ,υ)K + (Q2µ,divυ)K + (Q3µ,υ)K = −〈µ,υn〉∂K(6.16a)

(ρ−1
S div(Q1µ),ω)K = 0(6.16b)

(Q1µ,η)K = 0(6.16c)

for all (υ,ω,η) ∈ Ṽ
h
×W h×Ah. Clearly, we also have AQ1µ+BtQ2µ+CtQ3µ =

−Dtµ. Going through the same steps of [11, Lemma 3.1], we have
(6.17)

||Q2µ||0,K ≤
2

3
hK ||BtQ2µ||0,K ≤

2

3
hK(||AQ1µ||0,K + ||CtQ3µ||0,K + ||Dtµ||0,K)
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Firstly, we estimate ||AQ1µ||0,K . Recall that we have assumed A a constant on K,
then we choose the test function υ = AQ1µ,ω = Q2µ,η = Q3µ, by (6.16), we

have ||AQ1µ||20,K = (AQ1µ,AQ1µ)K = −〈µ, (AQ1µ)n〉∂K ≤ Ch
− 1

2

K ||AQ1µ||0,K ·
||µ||0,∂K . Therefore, there exists a constant C independent of A−1 and h such that

(6.18) ||AQ1µ||0,K ≤ Ch
− 1

2

K ||µ||0,∂K .

Denote the local discrete H1 norm of Q2µ on the element K as ||Q2µ||21,h :=

||∇Q2µ||20,K + 1
hK
||Q2µ||20,∂K . Using the similar analysis to (6.13)-(6.15)(mainly by

Theorem 4.4), we have

(6.19) ||CtQ3µ||0,K = ||Q3µ||0,K ≤ Ch
− 1

2

K ||µ||∂K ,

where C does not depend on A−1 and h. For ||Dtµ||0,K , by the definition of D,

we have ||Dtµ||20,K = 〈µ, (Dtµ)n〉∂K ≤ Ch
− 1

2

K ||Dtµ||0,K ||µ||0,∂K . Then combining

(6.18), (6.19) and (6.17), we have ||Q2µ||0,K ≤ 2
3Ch

1
2

K ||µ||0,∂K . Squaring and sum-
ming the estimate over all elements, we obtain the desired assertion.

proof of Theorem 6.5. Here we only emphasize that we mainly utilize Lemmas
6.3 and 6.6. Then it is enough to follow the steps of the proof of [11, Theorem 3.2].

Remark 6.7. Although some descriptions of this section(such as the statements of
Theorems 6.1, 6.2, 6.5) are very similar to those in [11], the main proofs(i.e. the proofs
of Lemmas 6.3, 6.6 and Theorems 6.2, 6.5) and ideas are quite different from [11]. In
detail, during the proofs of Lemmas 6.3 and 6.6, inequalities (6.13)-(6.15) and (6.19)
closely depend on Theorem 4.4(i.e. discrete H1-stability of numerical displacement).
Then lemmas 6.3 and 6.6 are used to prove Theorems 6.2 and 6.5 to obtain an O(h2)
initial approximation of the eigenvalue for the nonlinear eigenproblem.

7. Postprocessing. In this section, we will discuss an accuracy-enhancing post-
processing technique for the source problem in Theorem 7.1 and the eigenproblem in
Theorem 7.2. Let us first define the local postprocessing operator L(σf

h,u
f
h,ρ

f
h
).

Given a pair of functions σf
h,u

f
h,ρ

f
h
, the operator gives a function u?h ≡ L(σf

h,u
f
h,ρ

f
h
)

in pk+2(K) defined element by element as follows:

(∇u?h,∇w)K = (Aσf
h + ρf

h
,∇w)K , ∀w ∈ pk+2

⊥,K(K)(7.1a)

(u?h,v)K = (uf
h,v)K ∀v ∈ pk(K)(7.1b)

for all elements K ∈ Th. Here pk+2
⊥,K(K) denotes the L2(K)-orthogonal complement

of pk(K) in pk+2(K). The following theorem is the analysis of postprocessing for
the source problem. We omit its proof as it proceeds along the same lines as a proof
in [36].

Theorem 7.1. Suppose uf is in H k+3(Ω), then (
∑
K∈Th ||∇(uf − u?h)||20,K)

1
2 ≤

Chk+2 (|uf |k+3,Ω + |σf |k+2,Ω + |ρf |k+2,Ω) +C||Puf −uf
h||1,h. Besides, if we estimate

||Puf − uf
h||0,Ω by a duality argument under proper regularity assumption(see [10,

Theorem 5.1]), then ||uf − u?h||0,Ω ≤ Chk+3(|uf |k+3,Ω + |σf |k+2,Ω + |ρf |k+2,Ω).

The post-processed eigenfunctions are obtained by first computing a mixed eigen-
function uh with corresponding (σh,ρh) and then applying L to this pair: ûh =
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L(σh,uh,ρh). We recall that if m is the multiplicity of λ, then there are m linearly
independent eigenfunctions uhi, i = 1, 2, ···,m. of Th, each corresponding to the eigen-
value λhi. Then the post-processed eigenspace is defined by R(Êh) = span{ûh1, ûh2, ··
·, ûhm}, where ûhi = L(σhi,uhi,ρhi). The following theorem shows that the post-
processed eigenfunctions converge at a higher rate for sufficiently smooth eigenfunc-
tions. Here for x ∈ R(E), we define δ1(x, R(Êh)) := inf

y∈R(Êh)
(
∑
K∈Th ||∇(x −

y)||20,K)
1
2 , δ1(R(E), R(Êh)) = sup

y∈R(E),||y||1,h=1

δ1(y, R(Êh)), and δ̂1(R(E), R(Êh))=

max{δ1(R(E), R(Êh)), δ1(R(Êh), R(E))}. And recall that δ̃(·, ·) is the gap under
L2-norm.

Theorem 7.2. Suppose R(E) ⊂ H k+3(Ω) and sλ is the largest positive number
such that

(7.2) ||σf ||sλ,Ω + ||uf ||1+sλ,Ω + ||ρf ||sλ,Ω ≤ Creg||f ||0,Ω

holds for all f ∈ R(E), where Creg is independent of λS. If sλ ≥ k + 2, then there
are positive constants h0 and C, depending on λ, such that for all h < h0, the post-
processed eigenspace satisfies δ̂1(R(E), R(Êh)) ≤ Chk+2, δ̃(R(E), R(Êh)) ≤ Chk+3

where C doesn’t depend on h and λS.

Before going further, we give Lemma 7.3 below(we omit its proof since it’s enough

to follow [11, Lemma 4.1]). Define T̂h : L2(Ω) 7→ L2(Ω) by T̂hf = L(σf
h,Thf ,ρ

f
h
).

Lemma 7.3. The nonzero eigenvalues of T̂h coincide with the nonzero eigenvalues
of Th. Furthermore, if uh is an eigenfunction of Th such that Thuh = βuh, for
some β > 0, then T̂hûh = βûh, where ûh = L(σh,uh,ρh) and (σh,ρh) together with
uh is the solution to the corresponding mixed method. The multiplicity of β, as an
eigenvalue of Th or T̂h, is the same.

proof of Theorem 7.2. By Lemma 7.3, the postprocessed functions are eigenfunc-
tions of the operators T̂h. Hence going through the similar proof to Theorem 5.6, we
have

(7.3) δ̂1(R(E), R(Êh)) ≤ C sup
06=f∈R(E)

(
∑
K∈Th

||∇(Tf − T̂hf )||20,K)
1
2 /||f ||1,Ω.

(7.4) δ̃(R(E), R(Êh)) ≤ C sup
0 6=f∈R(E)

||Tf − T̂hf ||0,Ω/||f ||0,Ω.

By Theorem 7.1, the regularity assumption (7.2), and Theorem 4.6, we easily get

(
∑
K∈Th ||∇(uf − ûf

h)||20,K)
1
2 ≤ Chk+2(|uf |k+3,Ω + |σf |k+2,Ω + |ρf |k+2,Ω) +C||Puf −

uf
h||1,h ≤ Chk+2||f ||1,Ω, ||uf − ûf

h||0,Ω ≤ Chk+3(|uf |k+3,Ω + |σf |k+2,Ω + |ρf |k+2,Ω) ≤
Chk+3||f ||0,Ω. Thus (

∑
K∈Th ||∇(Tf −T̂hf )||20,K)

1
2 = (

∑
K∈Th ||∇(uf − ûf

h)||20,K)
1
2 ≤

Chk+2||f ||1,Ω, ||Tf − T̂hf ||0,Ω = ||uf − ûf
h||0,Ω ≤ Chk+3||f ||0,Ω for all f ∈ R(E).

Using (7.3) and (7.4), we directly obtain the desired assertion.

8. Numerical results. In this section, we provide the results of a couple of
numerical tests carried out with the method based on our element proposed in section
4 and with the analogue based on the conventional Arnold-Falk-Winther element,
which confirm the theoretical results proved above.
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In this paper, we aim to approximate numerically the stress, displacement and
rotation, by piecewise (k + 1), k, and (k + 1)-th degree polynomial functions (k ≥ 1)
on special grids for linear elasticity eigenvalue problem. For this purpose, one way is
to introduce a large linear system of the type Ax = λhBx(i.e. (4.1)) in section 4; The
other way is to provide a condensed nonlinear, but smaller eigenproblem (6.6) via hy-
bridization of (6.4) in section 6. With respect to the first way (described in section 4),
we solve (4.1) by utilizing the Matlab command eigs(A\B). We complete the matrix
assembly under the package of iFEM [8] and the discrete eigenvalue problem is solved
in MATLAB 2020a on a DELL Precision 3630 Tower with 32G memory. With respect
to the second way (described in section 6), we solve the nonlinear eigenproblem (6.6)
by the Newton’s method based on an accurate initial approximation. Algorithmic
strategies of solving the nonlinear eigenvalue problem due to hybridization proposed
in section 6 are presented in section 8.4.2 below.

The material constants have been chosen ρS = 1 and Young Modulus E = 1. Let
the Poisson ratio ν take different values in (0, 1/2]. We recall that the Lamé coefficients
of a material are defined in terms of the Young’s modulus E and Poisson’s ratio ν
as λS := Eν

(1+ν)(1−2ν) , µS := E
2(1+ν) . We compute the eigenvalues and eigenfunctions

considering different polynomial degrees in the unitary square and the classic L-shaped
domain. We also report some numerical results in the unitary cube. We present in
the following tables an estimate of the order of convergence and more accurate values
of the vibration frequencies extrapolated from the computed ones by means of a
least-squares fitting of the model ωhi ≈ ωi + Cih

αi . This fitting has been done for
each vibration mode separately. ωhi :=

√
λhi is the computed vibration frequencies.

The fitted parameters ωi and αi are the extrapolated vibration frequency and the
estimated order of convergence, respectively.

8.1. Unitary square. We consider an elastic body occupying the domain Ω :=
(0, 1)2, fixed at its top(Γ0) and free at the rest of the boundary(Γ1). We have used
Hseih-Clough-Toucher grids as shown in (a) of Figure 8.1. The refinement param-
eter N used to label each grid is the number of elements on each edge. With the
boundary conditions considered in our model problem, it turns out that the val-
ues of the regularity exponents s0 in Assumption 3.1 are 0.6797, 0.5999, 0.5946 when
ν = 0.35, 0.49, 0.50, respectively.(see [24] and the references therein).

(a) (b) (c)

Fig. 8.1. Hseih-Clough-Toucher grids in different domains

We report in Tables 8.1 and 8.2(corresponding to polynomial degrees k=1,2, re-
spectively) the first two vibration frequencies computed on HCT grids for Poisson
ratios ν = 0.35, 0.49 and 0.50 of AFW element and ours defined in section 4. Com-
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Table 8.1
Computed lowest vibration frequencies and convergence order of AFW element and ours on

HCT grids for k=1 in the unitary square.

ν N=5 N=10 N=15 N=20 α Extra

AFW

0.35 0.6803984 0.6806595 0.6807324 0.6807654 1.30 0.68084
1.6987527 1.6991041 1.6992042 1.6992482 1.29 1.69935

0.49 0.6987399 0.6991534 0.6992891 0.6993557 1.16 0.69952
1.8356588 1.8365383 1.8368018 1.8369218 1.20 1.83722

0.5 0.7007181 0.7011933 0.7013345 0.7014042 1.17 0.70157
1.8469392 1.8478613 1.8481387 1.8482654 1.19 1.84858

Ours

0.35 0.6796493 0.680362 0.6805600 0.6806486 1.31 0.68084
1.6978382 1.6987575 1.6990058 1.6991143 1.37 1.69934

0.49 0.6969628 0.6983811 0.6988158 0.6990212 1.21 0.69951
1.8329877 1.8353825 1.8360905 1.8364175 1.21 1.83721

0.50 0.6988048 0.7003704 0.7008283 0.7010455 1.21 0.70156
1.8440948 1.8466189 1.8473703 1.8477188 1.20 1.84857

paring with the values of regularity exponents s0 given above, we observe that there is
a double order of convergence for the vibration frequencies on both AFW element and
ours. That is, in all cases we have α ' 2min{r, k + 1} ≈ 2s0, which corresponds to
the best possible order convergence for this problem. We point out that the method
is clearly locking-free.

In the following test, we apply the method to a problem with smooth eigenfunc-
tions. So the rate of convergence becomes α ' 2min{r, k + 1} = 2(k + 1). For this
purpose, we consider a homogeneous Dirichlet condition on the whole boundary. We
present in Tables 8.3 and 8.4 the lowest vibration frequencies computed using different
Poisson ratios ν = 0.35 and 0.50 (for ν = 0.49 the results are similar) on HCT grids
of AFW element and ours when k = 1. In this case, it can be clearly seen that, when
using degree k, the order of convergence is 2(k+1) as the theory predicts. We present
in Figure 8.2 plots of the first, third and fourth eigenfunctions of the spectral problem
obtained with our method for ν = 0.35, k = 1 and N = 20 in the unit square. The
colors represent the magnitude of the displacement u of the elastic structure.

For completeness, next we compare the performance of the two schemes (AFW
and Ours), where the AFW scheme is used on a more conventional mesh (for in-
stance, Left panel of [38, Figure 1.]) and the number of degrees of freedom of the
two methods are similar to each other. More precisely, we consider the AFW scheme
on the conventional grids [38, Figure 1.(Left panel)] and our scheme (i.e. (4.1)) on
HCT grids. Let NE, NT denote the number of all grid edges and all elements in the
unit square, respectively. A simple computation reveals the degrees of freedom of
AFW scheme on the conventional grids [38, Figure 1.(Left panel)] is 6NE+15NT and
the degrees of freedom of ours on HCT grids is 6NE+18NT when k = 1. Therefore,
inspired by [17, Fig.4, Fig.7], to make sure the number of degrees of freedom of the
two methods are similar to each other, we just need to let the number of all grid edges
and all elements in the unit square be similar. Then we also apply the two methods
to a problem with smooth eigenfunctions, as what have been done in Tables 8.3 and
8.4. We present in Tables 8.5 and 8.6 the lowest vibration frequencies computed on
HCT grids for our scheme and on conventional grids ( [38, Figure 1.(Left panel)]) for
AFW scheme, respectively. The two schemes have similar degrees of freedom at each
refinement level. For simplicity, we consider ν = 0.35 (for other values of ν the results
are similar) and k = 1. In this case, it can be seen that the order of convergence of
both schemes is 2(k + 1) as the theory predicts.
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Table 8.2
Computed lowest vibration frequencies and convergence order of AFW element and ours on

HCT grids for k=2 in the unitary square.

ν N=5 N=10 N=15 N=20 α Extra

AFW

0.35 0.6805874 0.6808241 0.6809177 0.6809213 1.31 0.68100
1.6989894 1.6992701 1.6993784 1.6993826 1.34 1.69947

0.49 0.6992833 0.6999822 0.7002879 0.7003012 1.17 0.70059
1.8365431 1.8376107 1.8380733 1.8380935 1.18 1.83853

0.5 0.7013035 0.7020556 0.7023866 0.7024011 1.16 0.70272
1.8478974 1.8490555 1.8495613 1.8495835 1.17 1.85007

Ours

0.35 0.6798383 0.6800750 0.6801686 0.6801704 1.33 0.68025
1.6980749 1.6983555 1.6984639 1.6984660 1.36 1.69855

0.49 0.6975062 0.6982050 0.6985108 0.6985174 1.20 0.69880
1.8338720 1.8349396 1.8354022 1.8354123 1.21 1.83583

0.50 0.6993902 0.7001423 0.7004732 0.7004805 1.19 0.70079
1.8450530 1.8462111 1.8467170 1.8467280 1.20 1.84719

Table 8.3
Computed lowest vibration frequencies and convergence order of AFW element on HCT grids

for k=1 with smooth eigenfunctions in the unitary square.

ν N=5 N=10 N=15 N=20 α Extrapolated

0.35

4.1938369 4.1931527 4.1931125 4.1931056 3.86 4.19310
4.1955110 4.1932731 4.1931373 4.1931136 3.81 4.19310
4.3774386 4.3725322 4.3722447 4.3721954 3.86 4.37217
5.9433488 5.9338900 5.9332882 5.9331824 3.74 5.93312
6.1723016 6.1559710 6.1549785 6.1548066 3.81 6.15471
6.1818336 6.1566702 6.1551214 6.1548523 3.79 6.15471

0.50

4.1825398 4.1774873 4.1771847 4.1771324 3.83 4.17710
5.5571180 5.5426042 5.5417184 5.5415644 3.80 5.54148
5.5659647 5.5432475 5.5418492 5.5416061 3.79 5.54147
6.5823754 6.5408166 6.5380437 6.5375519 3.67 6.53726
7.2318856 7.1723532 7.1686115 7.1679559 3.76 7.16759
7.5335711 7.4669774 7.4627546 7.4620126 3.74 7.46160

8.2. L-shaped domain. In this subsection we consider a non-convex domain
that we will call the L-shaped domain which is defined by ΩL = (0, 1)2\[1/2, 1]2. We
also fixed at its top(Γ0) and free at the rest of the boundary(Γ1). The grids have
been shown in (b) of Figure 8.1. The eigenfunctions of this problem may present
singularities due the reentrant angles of the domain. In this case, the theoretical
order of convergence satisfies 2r ≥ 1.08(see [22] and the references therein). In Tables
8.7, we report the first five vibration frequencies obtained with AFW element and
ours, the respective order of convergence and extrapolated values for ν = 0.35 (for
other values of ν the results are similar) and k = 1.

We observe from Table 8.7 that both AFW element and ours provide a double
order of convergence for the vibration frequencies. Namely, in all cases we have
α ' 2min{r, k + 1}, which corresponds to the the best possible order of convergence
for this problem.

For completeness, we compare the performance of the two schemes (AFW and
Ours), where the AFW scheme is used on a more conventional mesh (i.e. [38, Figure
1.(Middle panel)]) and the number of degrees of freedom of the two methods are
similar to each other. We report in Tables 8.8 and 8.9 the first two lowest vibration
frequencies of both schemes for ν = 0.35 (for other values of ν the results are similar)
and k = 1. In this case, it can be seen that α ' 2min{r, k+ 1}, which corresponds to
the best possible order of convergence for this problem.
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Table 8.4
Computed lowest vibration frequencies and convergence order of Our element on HCT grids for

k=1 with smooth eigenfunctions in the unitary square.

ν N=5 N=10 N=15 N=20 α Extrapolated

0.35

4.1933998 4.1931164 4.1931029 4.1931016 4.24 4.19310
4.1942253 4.1931663 4.1931101 4.1931028 4.05 4.19310
4.3754374 4.3724032 4.3722193 4.3721874 3.81 4.37217
5.9382535 5.9335228 5.9332037 5.9331513 3.66 5.93312
6.1657333 6.1555383 6.1548926 6.1547793 3.74 6.15472
6.1719278 6.1560049 6.1549882 6.1548098 3.73 6.15471

0.50

4.1803763 4.1773465 4.1771572 4.1771238 3.76 4.17711
5.5514705 5.5422260 5.5416434 5.5415407 3.75 5.54148
5.5574321 5.5426655 5.5417335 5.5415695 3.75 5.54148
6.5643373 6.5395799 6.5377965 6.5374736 3.55 6.53726
7.2115804 7.1708805 7.1683155 7.1678619 3.75 7.16761
7.5085037 7.4652099 7.4623984 7.4618995 3.71 7.46161

Fig. 8.2. Eigenfunctions corresponding to the first (upper left), third (middle) and fourth (right)
computed eigenvalues with ν = 0.35, N = 20 and k = 1.

Table 8.5
Computed lowest vibration frequencies and convergence order of our scheme on HCT grids for

k=1, ν = 0.35 with smooth eigenfunctions in different degrees of freedom in the unitary square.

degrees of freedom of our scheme on HCT grids
α Extrapolated

4110
(NE=235,
NT=150)

16320
(NE=920,
NT=600)

36630
(NE=2055,
NT=1350)

65040
(NE=3640,
NT=2400)

4.193399817 4.193116368 4.193102866 4.193101643 4.24 4.193100462
4.194225282 4.193166286 4.193110074 4.193102843 4.05 4.193097902
4.375437405 4.372403186 4.372219332 4.372187356 3.81 4.372170305
5.938253523 5.933522844 5.933203689 5.93315131 3.66 5.933115993
6.165733255 6.155538342 6.154892607 6.154779336 3.74 6.15471561
6.17192779 6.156004919 6.154988186 6.15480978 3.73 6.154708253

We end this subsection presenting plots of the second, third, and fourth eigenfunc-
tions obtained with our method in the L-shaped domain in Figure 8.3. In particular,
we show the eigenfunctions computed with ν = 0.35, k = 1 and N = 20.

8.3. Unitary cube. In the following test, we consider the unitary cube Ω =
(0, 1)3 and the lowest order Arnold-Falk-Winther finite element spaces (i.e. p1(K),

p0(K),A0(K). Notice that all analyses in section 4 and 5 can cover this case, see
Remarks 4.8 and 5.8 for more details). The grids have been shown in (c) of Figure 8.1.
In Table 8.10, we report the computed lowest vibration frequencies from N = 2 to
N = 5 for different Poisson ratios. We cannot compute more refinement of the grids
to make the convergence order stable because of the computer memory limitation.
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Table 8.6
Computed lowest vibration frequencies and convergence order of AFW scheme on conventional

grids(i.e. [38, Figure 1.(Left panel)]) for k=1, ν = 0.35 with smooth eigenfunctions in different
degrees of freedom in the unitary square.

degrees of freedom of AFW scheme on conventional grids
α Extrapolated

3996
(NE=261,
NT=162)

15768
(NE=1008,
NT=648)

35316
(NE=2241,
NT=1458)

66156
(NE=4181,
NT=2738)

4.193298538 4.193116168 4.19310539 4.193103309 3.84 4.19310247
4.193748133 4.193146848 4.193111811 4.193105241 3.86 4.193102528
4.373476812 4.372255511 4.372188748 4.372176946 3.97 4.372172121
5.935976791 5.93332532 5.933172035 5.933143966 3.88 5.933132079
6.159325043 6.155024477 6.154785237 6.154742745 3.94 6.154725001
6.161835403 6.155188189 6.154817845 6.154752032 3.94 6.154724504

Table 8.7
Computed lowest vibration frequencies and convergence order of AFW element on HCT grids

for k=1, ν = 0.35 in the L-shaped domain.

ν N=8 N=10 N=14 N=20 α Extrapolated

AFW

0.2848491 0.2939103 0.2976808 0.3054181 1.11 0.31566
0.7589797 0.7598993 0.7609046 0.7616218 1.15 0.76303
1.5525942 1.5526532 1.5527219 1.5527684 1.13 1.55287
2.3258082 2.3262582 2.3267595 2.3271234 1.09 2.32789
2.9934912 2.9941597 2.9959462 2.9963987 1.11 2.99827

Ours

0.2844861 0.2846356 0.2848004 0.2849184 1.13 0.28516
0.7562699 0.7577808 0.7594440 0.7606374 1.13 0.76303
1.5520395 1.5522592 1.5524828 1.5526288 1.41 1.55285
2.3232704 2.3244319 2.3256113 2.3264030 1.38 2.32764
2.9908387 2.9921828 2.9936368 2.9946699 1.18 2.99664

Table 8.8
Computed lowest vibration frequencies and convergence order of our scheme on HCT grids for

k=1, ν = 0.35 in different degrees of freedom in the L-shaped domain.

degrees of freedom of our scheme on HCT grids
α Extrapolated

7872
(NE=448,
NT=288)

12270
(NE=695,
NT=450)

23982
(NE=1351,
NT=882)

48840
(NE=2740,
NT=1800)

0.284486101 0.284635552 0.284800373 0.284918353 1.13 0.285155458
0.756269944 0.757780789 0.759443985 0.760637362 1.13 0.763034178

Table 8.9
Computed lowest vibration frequencies and convergence order of AFW scheme on conventional

grids(i.e. [38, Figure 1.(Middle panel)]) for k=1, ν = 0.35 in different degrees of freedom in the
L-shaped domain.

degrees of freedom of AFW scheme on conventional grids
α Extrapolated

7224
(NE=469,
NT=294)

11880
(NE=765,
NT=486)

24648
(NE=1573,
NT=1014)

47088
(NE=2988,
NT=1944)

0.284920877 0.284975711 0.285033671 0.285068764 1.08 0.285152955
0.76038081 0.761043364 0.761730094 0.762141723 1.12 0.763073773

8.4. Some details of the nonlinear eigenvalue problem. In section 6, we
introduce a hybridization to reduce the mixed method to a condensed nonlinear eigen-
problem. Now we compare global degree freedom with different methods and provide
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Fig. 8.3. Eigenfunctions corresponding to the second (upper left), third (middle) and fourth
(right) computed eigenvalues with ν = 0.35, N = 20 and k = 1.

Table 8.10
Computed lowest vibration frequencies of the lowest order AFW element in the unitary cube.

ν N=2 N=3 N=4 N=5

0.35

4.966970743 4.710164711 4.608767817 4.558358596
5.088532532 4.784707885 4.657825328 4.592680299
5.088532532 4.784707885 4.657825328 4.592680299
5.717989249 5.337325264 5.106323175 4.990902401
5.868937316 5.446359377 5.175519032 5.037597398

0.50

5.510608838 5.098093559 4.878228891 4.767062214
5.646994176 5.206697614 4.946591774 4.812860194
5.646994176 5.206697614 4.946591774 4.812860194
6.565845408 6.425771429 6.100930923 5.917027855
7.561862492 6.569398314 6.275577054 6.079412616

algorithmic strategies for solution of the nonlinear eigenproblem (6.6).

8.4.1. Comparison of global degree freedom with different methods. In
this subsection, we give the numerical comparison of global degree freedom for the
element of [24, 30], our element described in section 4 and the condensed nonlinear
eigenproblem in Tables 8.11 and 8.12. Observing Tables 8.11 and 8.12, we find though
the global degree freedom of our element described in section 4 is larger than that
in [24, 30], the degree freedom of the condensed nonlinear eigenvalue problem after
hybridization is much smaller than the other two methods.

8.4.2. Algorithmic strategies. In this subsection, we discuss an algorithm for
solution of the nonlinear eigenproblem (6.6) based on an accurate initial approxima-
tion. We obtain the accurate initial approximation by solving a standard eigenprob-
lem, namely, the perturbed problem analyzed in section 6.2.2. Therefore, Newton’s
method is well suited for solving (6.6), as discussed below. Similar algorithmic strate-
gies have been shown in [11].

Hybridization of (6.4) gives rise to the nonlinear eigenproblem (6.6). We will
recast this as a problem of finding the zero of a differentiable function and apply the
Newton iteration. Define the operator F : M h 7→M h (M h is defined in section 6) by
〈Fµ,γ〉 = ah(µ,γ), for all µ,γ ∈M h, where 〈·, ·〉 denotes the L2(εh)-innerproduct.
Also, define M (λ) to be the operator-valued function of λ given by (see section 6 for
the definitions of Q2,QL

2 )

(8.1) 〈M (λ)µ,γ〉 = ((I − λQL
2 )−1Q2µ,Q2γ).

The nonlinear eigenproblem then takes the following form: Find β ∈M h and λ > 0



30 XIANG ZHONG AND WEIFENG QIU

Table 8.11
Global degree freedom of trigonal finite element spaces with different methods.

Method Formula k=1 k=2 k=3 k=4

[24,30](pk+1(K),Ak(K)) 2(k + 3)(k + 2)+(k + 2)(k + 1)/2 27 46 70 99

Our element(pk+1(K),

pk(K),Ak+1(K))

2(k + 3)(k + 2) + (k + 2)(k + 1)
+(k + 3)(k + 2)/2

36 62 95 135

Nonlinear eigenproblem
(pk(F ), F ∈ ∂K)

3(k + 2) 9 12 15 18

Table 8.12
Global degree freedom of tetrahedral finite element spaces with different methods. Here pk

denotes dim(pk+1(K)) = 3(k + 4)(k + 3)(k + 2)/2.

Method Formula k=1 k=2 k=3 k=4

[24,30](pk+1(K),Ak(K)) pk + (k + 3)(k + 2)(k + 1)/2 102 210 375 609

Our element(pk+1(K),

pk(K),Ak+1(K))

pk + (k + 3)(k + 2)(k + 1)/2
+(k + 4)(k + 3)(k + 2)/2

132 270 480 777

Nonlinear eigenproblem
(pk(F ), F ∈ ∂K)

2(k + 3)(k + 2) 24 40 60 84

satisfying

(8.2) H (β, λ) ≡
(
Fβ − λM (λ)β
〈β,β〉 − 1

)
= 0.

The first equation of above system is the same as (6.6), while the second is a normal-
ization condition. We apply Newton’s method to solve (8.2). Calculating the Fréchet
derivative of H at an arbitrary (β, λ) and writing down the Newton iteration, we find
that the next iteration (β′, λ′) is defined by

(8.3)

(
(F − λM (λ))(β′ − β)− (λ′ − λ)N (λ)β

2 〈β,β′ − β〉

)
= −H (β, λ),

where N (λ) = M (λ)+λdM (λ)
dλ . We also have 〈N (λ)µ,γ〉 = ((I−λQL

2 )−2Q2µ,Q2γ).
Combining (8.2), (8.3) can be rewritten as

(F − λM (λ))β′ = (λ′ − λ)N (λ)β,(8.4a)

〈β′,β〉 = 1(8.4b)

Observe that (8.4a) implies that β′ depends linearly on λ′−λ. Hence we can decouple
the above system and rearrange the computations, as stated in Algorithm 8.1. Step 1
of Algorithm 8.1 gives good initial approximations, as already established in Theorem
6.5. The value of δλ, equaling the difference of successive eigenvalue iterations, is
determined by (8.4b).

8.5. Computational costs of the compared methods. Recall that we use
MATLAB 2020a to compute on a DELL Precision 3630 Tower with 32G memory. We
compare the computational costs of our element with that of the conventional AFW
element for k = 1 and different Poisson’s ratio ν on HCT grids in the unitary square
and L-shaped domain in Tables 8.13 and 8.14. Observing Tables 8.13 and 8.14, we
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Algorithm 8.1 Newton’s method for solving the nonlinear eigenproblem

To solve for a nonlinear eigenvalue and eigenfunction satisfying (6.6), proceed as
follows:

1. First obtain an initial approximation β0 and λ0 by solving the linear eigen-
problem Fβ0 = λ0M (0)β0.

2. For n = 0, 1, 2, ..., until convergence, perform the steps as follows:
(a) Compute β̂ by solving the linear system

(8.5) (F − λnM (λn))β̂ = N (λn)βn.

(b) Set δλ = 1/
〈
β̂,βn

〉
.

(c) Update the eigenvalue: λn+1 = λn + δλ.

(d) Update the nonlinear eigenfunction: βn+1 = δλβ̂.

Table 8.13
Computational cost(times(s)) of AFW element and ours for k = 1 and different Poisson’s ratio

in the unitary square

ν Method N=5 N=10 N=15 N=20
0.35 AFW 2.346391 68.712579 405.645936 2167.479581

Ours 2.936615 86.011346 518.568172 2527.466308
0.50 AFW 4.237313 74.888692 475.002422 4371.372905

Ours 5.289374 92.785181 621.320673 5788.094644

find that the computational costs of both methods are similar but the computational
cost of our element is a little larger than that of AFW element. In fact, this is
to be expected since the global degree freedom of our element described in section
4(pk+1,pk,Ak+1) is larger than that of AFW element(pk+1,pk,Ak).

Table 8.14
Computational cost(times(s)) of AFW element and ours for k = 1 and different Poisson’s ratio

in the L-shaped domain

ν Method N=8 N=10 N=14 N=20
0.35 AFW 10.394203 33.732006 151.975342 723.244933

Ours 13.279231 41.996868 197.698534 903.910458
0.50 AFW 15.50252 39.449416 179.962158 874.177556

Ours 19.691046 50.040814 228.446985 1167.807067
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[24] F. Lepe, S. Meddahi, D. Mora, and R. Rodŕıguez, Mixed discontinuous galerkin approxi-
mation of the elasticity eigenproblem, Numerische Mathematik, 142 (2019), pp. 749–786.

[25] F. Lepe and D. Mora, Symmetric and nonsymmetric discontinuous galerkin methods for a
pseudostress formulation of the stokes spectral problem, SIAM Journal on Scientific Com-
puting, 42 (2020), pp. A698–A722.

[26] F. Lepe and G. Rivera, A virtual element approximation for the pseudostress formulation of
the stokes eigenvalue problem, Computer Methods in Applied Mechanics and Engineering,
379 (2021), p. 113753.

[27] S. Meddahi, A dg method for a stress formulation of the elasticity eigenproblem with strongly
imposed symmetry, arXiv preprint arXiv:2205.02707, (2022).

[28] S. Meddahi, Variational eigenvalue approximation of non-coercive operators with application
to mixed formulations in elasticity, SeMA Journal, 79 (2022), pp. 139–164.

[29] S. Meddahi and D. Mora, Nonconforming mixed finite element approximation of a fluid-
structure interaction spectral problem, Discrete Contin. Dyn. Syst. Ser. S, 9 (2016), pp. 269–
287.
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