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Abstract. We study the paraxial wave equation with a randomly perturbed index of refraction,
which can model the propagation of a wave beam in a turbulent medium. The random perturbation is
a stationary and isotropic process with a general form of the covariance that may be integrable or not.
We focus attention mostly on the non-integrable case, which corresponds to a random perturbation
with long-range correlations, that is relevant for propagation through a cloudy turbulent atmosphere.
The analysis is carried out in a high-frequency regime where the forward scattering approximation
holds. It reveals that the randomization of the wave field is multiscale: The travel time of the
wave front is randomized at short distances of propagation and it can be described by a fractional
Brownian motion. The wave field observed in the random travel time frame is affected by the
random perturbations at long distances, and it is described by a Schrödinger-type equation driven
by a standard Brownian field. We use these results to quantify how scattering leads to decorrelation of
the spatial and spectral components of the wave field and to a deformation of the pulse emitted by the
source. These are important questions for applications like imaging and free space communications
with pulsed laser beams through a turbulent atmosphere. We also compare the results with those
used in the optics literature, which are based on the Kolmogorov model of turbulence.
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1. Introduction. The paraxial wave equation describes wave propagation along
a privileged axis, as a narrow angle beam, in a homogeneous or heterogeneous medium
[3]. It is a parabolic approximation of the wave equation, which neglects backscat-
tering and thus facilitates the analysis and computation of waves at long distance of
propagation, aka range. The parabolic approximation theory was introduced by Leon-
tovich and Fock [26] and has been used and developed further in applied fields like
seismology [12, 13], underwater acoustics [33], optics [22] and laser optics [1, 23, 34, 35].

Motivated by laser optics applications to imaging and free space communications
through a turbulent atmosphere, we consider the paraxial wave equation with a ran-
domly perturbed wave speed cp~xq. The model of the perturbation is

c2o
c2p~xq

“ 1` µp~xq, (1.1)

where co is the constant reference speed and µ is a zero-mean, stationary and isotropic
random process, with power spectral density (Fourier transform of the covariance) of
the form

Sp~κq “
ż

R3

d~xE
“

µp~x1qµp~x1 ` ~xq
‰

e´i~κ¨~x “ χα1
pL´1
o ,l´1

o q
p|~κ|q|~κ|´2´α. (1.2)

Here χα is a constant (expressed in unit of length to the power 1´α), α P p0, 1qYp1, 2q
and 1

pL´1
o ,l´1

o q
is the indicator function equal to one when its argument is in pL´1

o , l´1
o q

and zero otherwise.
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Definition (1.2) is a generalization of the commonly used Kolmogorov power spec-
trum, where α “ 5{3 and the “outer scale” Lo and the “inner scale” lo define the
“inertial range” of turbulence [1]. There is a growing number of studies in the op-
tics literature concerned with quantifying the effect of non-Kolmogorov turbulence
on beam propagation [11, 24, 36]. All of them consider α ą 1, which corresponds
to an integrable covariance of µ. This case is well understood from the mathemat-
ical point of view and has been analyzed in detail in the high-frequency, paraxial
regime in [14, 16]. The wave field is described asymptotically by the solution of an
Itô-Schrödinger equation driven by a Brownian field with covariance defined in terms
of Sp~κq. Therefore, the second and even fourth order statistical moments of the wave
field can be calculated using Itô calculus [17]. The study of such moments is an essen-
tial part of both the analysis and the development of new methodologies for imaging
[5, 9, 18], time reversal [4, 15, 19, 31] and optical communications applications [7].

The case α P p0, 1q has not been explored in the optics literature and it is in-
teresting mathematically because depending on the outer scale Lo, it may give a
non-integrable covariance of the fluctuations, meaning that µ has long-range corre-
lations. Moreover, α ă 1 is relevant for propagation through a cloudy atmosphere,
as seen from the experimental studies [10] and [27, Table 3]. The conclusion of these
studies is that the value of α depends on the interval pL´1

o , l´1
o q, with α ă 1 at length

scales that are larger than the outer scale of Kolmogorov turbulence. Thus, one could
consider an even more general model of the power spectrum, with α ă 1 at longer
scales and α ą 1 at smaller scales. For brevity, we work with the model (1.2), which
is sufficient to display the effects of long range medium fluctuations on the statistics
of the wave beam.

Most of our analysis is concerned with α P p0, 1q and a beam with initial radius of
order rs, satisfying lo À rs ! Lo, so we can take Lo Ñ8, while keeping lo finite. The
covariance of µ is non-integrable in this case, which means that the classic paraxial
theory in [14, 16] does not apply. We refer to [20] for the derivation of the paraxial
approximation in a random anisotropic medium with long-range correlation proper-
ties. There, the wave is described asymptotically by the solution of a Schrödinger
equation with fractional white noise potential. In this paper we show that for our
isotropic random medium modeled by µ, a transformation involving the central axis
travel time (i.e., the travel time measured at the center of the beam), can convert the
problem to one where the classic analytic framework applies. We prove that there are
two distinguished range scales that describe the net scattering effects on the beam:
The central axis travel time randomizes on a small range scale and it is described by
a fractional Brownian motion. This behavior was also shown in [2, 32]. The shape
of the wave, observed in the random travel time frame, is not affected by scattering
at this short range. However, this, too, randomizes at long range and it is described
by the solution of an Itô-Schrödinger equation driven by a standard Brownian field,
like in [14, 16]. We use these asymptotic results to analyze explicitly the spatial and
frequency covariance of the wave field. This allows us to quantify how the wave com-
ponents decorrelate and how the pulse emitted by the source deforms due to scattering
in the random medium.

To relate our results with the existing optics literature, we also consider briefly
the case α P p0, 1q Y p1, 2q with a finite Lo. These cases correspond to an integrable
covariance of the process µ, where the theory in [14, 16] applies. We study the
covariance of the wave field, which depends on α and the scales lo and Lo, and quantify
explicitly the accuracy of the approximations commonly used in optics literature [1].
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The paper is organized as follows: We begin in section 2 with the mathematical
formulation of the problem. We state the paraxial wave equation, identify the asymp-
totic regime and give more details on the random process µ. The asymptotic analysis
for the case α P p0, 1q, with Lo Ñ 8 and finite lo is given in section 3. We use it in
section 4 to quantify the decorrelation of the wave components and the deformation of
the pulse due to scattering. The comparison with the formulas in the optics literature
are in section 5. We end with a summary in section 6.

2. Mathematical formulation. Let us introduce the orthogonal system of co-
ordinates ~x “ px, zq, with range axis z along the direction of propagation and with
x P R2 in the cross-range plane. The wave field u satisfies the wave equation

„

1

c2px, zq
B2
t ´∆x ´ B

2
z



upt,x, zq “ Bt
“

2 cospωotqfpBtq
‰

S
´ x

rs

¯

δpzq, (2.1)

for pt,x, zq P R ˆ R2 ˆ R, where ∆x denotes the Laplacian with respect to x. The
source is localized at the origin of range and has a cross-range profile with radius
rs, modeled by the function S of dimensionless argument, with support centered at
0. The source signal is a pulse with bandwidth B, modulated at the carrier (center)
frequency ωo and with envelope modeled by the function f of dimensionless argument.
Prior to the source excitation there is no wave: upt,x, zq ” 0, for t ! ´1{B.

Since the analysis of wave propagation requires the decomposition of the wave
field over frequencies, we work henceforth in the Fourier domain,

pupω,x, zq “

ż 8

´8

dt eiωtupt,x, zq. (2.2)

This time-harmonic wave satisfies the Helmholtz equation
„

ω2

c2px, zq
`∆x ` B

2
z



pupω,x, zq “ iω pF pω,xqδpzq, (2.3)

for pω,x, zq P Rˆ R2 ˆ R, with

pF pω,xq “
1

B

”

pf
´ω ´ ωo

B

¯

` pf
´ω ` ωo

B

¯ı

S
´ x

rs

¯

, (2.4)

and outgoing boundary conditions at |px, zq| Ñ 8. These conditions can be justified
mathematically by truncating the random medium outside a ball of large enough
radius, so that in the time domain, the truncation does not affect the wave over the
duration of interest.

We state next, in subsection 2.1, the paraxial approximation of equation (2.3)
and the asymptotic regime where it is valid. The details on the random process µ are
in subsection 2.2.

2.1. Scaling and the paraxial equation. The paraxial approximation holds
in a high-frequency regime, where the wavelength is much smaller than the radius of
the beam and the correlation radius of the medium, which are, in turn, much smaller
than the range scale (distance of propagation).

We introduce the small dimensionless parameter ε ą 0 that encapsulates this
regime and assume that, compared to the typical range, the typical wavelength is of
order ε4 and the beam radius and the correlation radius are of order ε2:

Bε “
B

ε4
, ωεo “

ωo
ε4
, rεs “ ε2rs, lεo “ ε2lo, Lεo “ ε2Lo, χεα “ χαε

8´2α. (2.5)

3



As we will see, the scaling of χεα is the one that gives a non-trivial limit as ε Ñ 0.
It is also possible to consider a larger range scale Lεo “ εpLo, with p ă 2, and/or a
smaller lεo “ εqlo, with q ą 2 [14]. Here we consider the scaling (2.5) and study the
subsequent limits Lo Ñ `8 and/or lo Ñ 0.

We denote by µε a random process with the power spectral density of the form
(1.2) with the constant χεα and scales lεo, L

ε
o. Then, (2.5) gives the representation

µεp~xq “ ε3µ
´ ~x

ε2

¯

, (2.6)

where µ is a random process with the power spectral density of the form (1.2) with
the constant χα and scales lo, Lo. The wave field in the scaling (2.5) is denoted by
puε and it satisfies the following Helmholtz equation derived from (2.3)

„

ω2

c2o
r1` µεpx, zqs `∆x ` B

2
z



puεpω,x, zq “ iω pF εpω,xqδpzq, (2.7)

with

pF εpω,xq “
1

Bε

”

pf
´ω ´ ωεo

Bε

¯

` pf
´ω ` ωεo

Bε

¯ı

S
´ x

rεs

¯

“ ε4
pF
´

ε4ω,
x

ε2

¯

, (2.8)

and outgoing boundary conditions at |px, zq| Ñ 8.
Observe that if we had S ” 1 and µ ” 0 in (2.7-2.8), the solution would be the

plane wave

puε
`

ω,x, z
˘

“
coε

4

2
exp

´

i
ω

co
z
¯ 1

B

”

pf
´ε4ω ´ ωo

B

¯

` pf
´ε4ω ` ωo

B

¯ı

.

This observation motivates the introduction of the “slowly varying envelope field” ϕε,
which defines the solution of (2.7-2.8) as follows

puε
`

ω,x, z
˘

“
coε

4

2
exp

´

i
ω

co
z
¯

ϕε
´

ε4ω,
x

ε2
, z
¯

. (2.9)

Substituting (2.9) into (2.7), using the chain rule and denoting kpΩq “ Ω{co, we find
that for Ω “ ε4ω P R and X “ x{ε2 P R2, we have

„

2ikpΩqBz `∆X `
k2pΩq

ε
µ
´

X,
z

ε2

¯



ϕεpΩ,X, zq “ 0, z ą 0, (2.10)

ϕεpΩ,X, z “ 0q “ pF pΩ,Xq. (2.11)

In equation (2.10) we have neglected the ε4B2
zϕ

ε term, which is responsible for backscat-
tering. Thus, we use the forward scattering approximation, which can be justified
when εÑ 0 as shown in [16].

2.2. Statistics of the random fluctuations. The most convenient choice for
the analysis would be having a Gaussian µ. However, since Gaussian processes are
unbounded, this choice is inconsistent with equation (1.1), whose right hand side must
be positive. We assume instead that µ is defined by a smooth and bounded function
of a Gaussian process, which averages to zero so that Erµs “ 0. This gives a consistent
random perturbation model, while keeping the analysis simple enough.
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The covariance of µ is the inverse Fourier transform of the power spectrum (1.2)

CovµpX, zq “E
“

µpX 1, z1qµpX 1 `X, z1 ` zq
‰

“
1

p2πq3

ż

R3

d~κ cos
“

~κ ¨ pX, zq
‰

Sp~κq

“
χα
p2πq3

ż l´1
o

L´1
o

dκκ2

ż 2π

0

dϕ

ż π

0

dϑ sinϑκ´2´α cosrκ|pX, zq| cosϑs

“
χα
2π2

ż l´1
o

L´1
o

dκκ´αsincrκ|pX, zq|s

“
χα|pX, zq|α´1

2π2

ż |pX,zq|{lo

|pX,zq|{Lo

ds s´αsincpsq. (2.12)

Here we introduced the spherical coordinates ~κ ÞÑ pκ, ϕ, ϑq, with κ “ |~κ| and angles
ϕ P p0, 2πq and ϑ P p0, πq. We also changed the variable of integration to s “ κ|pX, zq|.
The variance of µ is obtained from equation (2.12) evaluated at the origin,

Varµ “ E
“

µ2pX, zq
‰

“
χα
2π2

ż l´1
o

L´1
o

dκκ´α “
χα
2π2

ˆ

Lα´1
o ´ lα´1

o

α´ 1

˙

. (2.13)

We distinguish the following two cases in the paper. The first one is used in the
analysis in sections 3 and 4, while the other one is used for comparison with the optics
literature in section 5.

‚ α P p0, 1q and infinite outer scale: When the initial radius rs of the beam
satisfies the order relation lo À rs ! Lo, we can carry out the analysis in the limit
Lo Ñ8, while keeping lo finite. The variance (2.13) is finite in this limit

Varµ “
χα

2π2p1´ αql1´αo

, α P p0, 1q, Lo Ñ8, (2.14)

but the covariance (2.12) is not integrable. In particular, we obtain from (2.12) that

Covµp0, zq “
χα|z|

α´1

2π2

ż |z|{lo

0

ds s´αsincpsq „
Cα
2π2

|z|α´1, as |z| Ñ 8, (2.15)

where the symbol “„” denotes an asymptotic expansion and, according to [21, For-
mula 3.761.4],

Cα “ χα

ż 8

0

ds s´αsincpsq “
πχα

2 cospαπ{2qΓp1` αq
. (2.16)

The slow decay at |z| Ñ 8 in (2.15) implies that Covµ is non-integrable and we say
that the process µ has long-range correlations.

‚ α P p0, 1qYp1, 2q and a finite outer scale: When the beam has a larger radius,
meaning that lo À rs À Lo, it experiences the random fluctuations in a different way
than above, even for α ă 1. Indeed, integration by parts gives the estimate

ˇ

ˇ

ˇ

ˇ

ˇ

ż 8

|z|{Lo

ds s´αsincpsq

ˇ

ˇ

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

ˇ

ˇ

´

|z|

Lo

¯´α´1

cos
´

|z|

Lo

¯

´ p1` αq

ż 8

|z|{Lo

ds s´α´2 cospsq

ˇ

ˇ

ˇ

ˇ

ˇ

ď

´

|z|

Lo

¯´α´1

` p1` αq

ż 8

|z|{Lo

ds s´α´2 “ 2
´

|z|

Lo

¯´α´1

,
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and substituting into (2.12) evaluated at pX, zq “ p0, zq we get

Covµp0, zq ď
χαL

α`1
o

π2
|z|´2, as |z| Ñ 8. (2.17)

The decay at |z| Ñ 8 is now fast enough to make the covariance integrable and we
say that the process µ is mixing.

Note from (2.13) that when α P p1, 2q, the variance of µ is finite only for a finite
outer scale Lo, while the inner scale can be either finite or tend to 0. For the case
α P p0, 1q the variance blows up in the limit lo Ñ 0, but it is finite for Lo Ñ8.

3. Asymptotic analysis for the long-range correlation case. We now de-
scribe the solution ϕε of the paraxial equation (2.10-2.11) in the asymptotic limit
ε Ñ 0, for α P p0, 1q and an infinite outer scale. This case is interesting because the
process µ has long-range correlations and there are two range scales that describe
the randomization of ϕε. We show in subsection 3.1 that ϕε develops a significant
random phase at a short, ε dependent range scale. Thus, in order to analyze it at
longer range, we need to remove this random phase i.e., observe ϕε in a random travel
time frame, as explained in section 3.2.

3.1. Random central axis travel time analysis. We obtain from equations
(1.1) and (2.6) that the random velocity along the axis of the beam is given by

co
cεp0, zq

“
a

1` µεp~xq „ 1`
ε3

2
µ
´

0,
z

ε2

¯

, as εÑ 0, (3.1)

so the central axis travel time is
ż z

0

dz1

cεp0, z1q
„

z

co
`
ε4Zεpzq

co
, Zεpzq “

1

2ε

ż z

0

dz1 µ
`

0,
z1

ε2

˘

, (3.2)

and has random fluctuations modeled by Zε. Due to the high frequency ω “ Ω
ε4 , these

fluctuations have a significant effect on the phase of the wave field

Ω

ε4

ż z

0

dz1

cεp0, z1q
„
kpΩqz

ε4
` kpΩqZεpzq, (3.3)

and the next proposition describes the asymptotics of Zε, as εÑ 0.

Proposition 3.1. The random process Zε defined in (3.2) satisfies

Zε
´

ε2α{p1`αqz
¯

Ñ CHW
Hpzq, as εÑ 0, (3.4)

where the convergence is in distribution, WHpzq is a fractional Brownian motion with

Hurst index H “ p1`αq{2, and CH “
1

2π

b

Cα
αpα`1q , with Cα given in (2.16). At Op1q

range the process Zε satisfies

εαZεpzq Ñ CHW
Hpzq, as εÑ 0, (3.5)

where the convergence is in distribution and the limit is as in (3.4).

Proof. The convergence is proved in [29] for a Gaussian µ. The result extends to
a process µ given by a smooth and bounded function of a Gaussian process as shown
in [30] where the precise conditions on the function are given.
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We recall from [28] that the fractional Brownian motionWH is a Gaussian process,
with stationary increments, satisfying

E
“

WHpzq
‰

“ 0, E
“

WHpzqWHpz1q
‰

“
1

2

“

z2H ` pz1q2H ` |z ´ z1|2H
‰

. (3.6)

The proposition says that:

1. The process Zεpzq and therefore the phase (3.3) are randomized i.e., have
significant random fluctuations, on a short Opε2α{p1`αqq range scale. In the
physical variables (2.5), this corresponds to a propagation distance which is
such that kpωεoq

2Erpε4Zεpzqq2s „ 1, that is to say, z „ rkpωεoq
2χεαs

´1{p1`αq.

2. Even though µ is not a Gaussian process, the phase fluctuations are Gaussian.

3. The random fluctuations of the phase are huge i.e., Opε´αq at Op1q range
and must be removed in order to characterize the εÑ 0 limit of ϕε.

3.2. Wave in the random travel time frame. After removing the random
phase, which is equivalent to observing the wave in the central axis random time
frame Zε{co, we get that

ψεpΩ,X, zq “ ϕεpΩ,X, zq exp
“

´ ikpΩqZεpzq
‰

, (3.7)

satisfies the paraxial equation

„

2ikpΩqBz `∆X `
k2pΩq

ε
ν
´

X,
z

ε2

¯



ψεpΩ,X, zq “ 0, z ą 0, (3.8)

ψεpΩ,X, z “ 0q “ pF pΩ,Xq, (3.9)

with the random potential

νpX, zq “ µpX, zq ´ µp0, zq. (3.10)

The process ν is stationary in z, but not in X, and we explain next that its
covariance is integrable in z. Indeed,

CovνpX,X 1, z ´ z1q “ E
“

νpX, zqνpX 1, z1q
‰

“ CovµpX ´X 1, z ´ z1q

`Covµp0, z ´ z
1q ´ CovµpX

1, z ´ z1q ´ CovµpX, z ´ z1q, (3.11)

and using equation (2.12) we get for X “X 1:

CovνpX,X, zq “
χα|z|

α´1

π2

«

ż |z|{lo

0

duu´αsincpuq

´

´

1`
|X|2

z2

¯pα´1q{2
ż |z|{lo

?
1`|X|2{z2

0

duu´αsincpuq

ff

. (3.12)

We are interested in the decay of this expression at |z| Ñ 8, which can be seen from
the asymptotic expansion

CovνpX,X, zq „
Cα
π2
|z|α´1

”

1´
´

1`
|X|2

z2

¯pα´1q{2ı

„
Cαp1´ αq|X|

2

2π2
|z|α´3, as |z| Ñ 8, (3.13)

7



with constant Cα given by (2.16). Since α P p0, 1q, the decay in |z| is fast enough to
make the covariance integrable, and we say that the process ν is mixing.

Proposition 3.2. The solution ψε of (3.8-3.9) converges in distribution, in the
space Cpr0,`8q, L2pRˆR2,Cqq of continuous functions of z P r0,8q that are square
integrable in pΩ,Xq, to the solution of the Itô-Schrödinger equation

dψpΩ,X, zq “
i

2kpΩq
∆XψpΩ,X, zqdz `

ikpΩq

2
ψpΩ,X, zq ˝ dW pX, zq, (3.14)

with initial condition

ψpΩ,X, z “ 0q “ pF pΩ,Xq. (3.15)

The symbol “˝” denotes the Stratonovich integral and W pX, zq is a centered Brownian
field. It satisfies ErW pX, zqW pX 1, z1qs “ γpX,X 1q minpz, z1q, with

γpX,X 1q “
χα
2π

ż l´1
0

0

dκ
“

J0pκ|X ´X 1|q ` 1´ J0pκ|X|q ´ J0pκ|X
1|q
‰

κ´1´α, (3.16)

where J0 is the Bessel function of the first kind and of order 0.
Proof. This theorem was proved for a fixed frequency in [14]: For any Ω ‰ 0,

the solution pz,Xq ÞÑ ψεpΩ,X, zq of (3.8) converges in distribution, in the space
Dpr0,`8q, L2pR2,Cqq, to the solution pz,Xq ÞÑ ψpΩ,X, zq of (3.14). Here D is
the space of càdlàg functions. The proof can be extended to the multi-frequency
case as follows: for any set of non-zero frequencies pΩjq

n
j“1, the random process

pz,Xq ÞÑ pψεpΩj ,X, zqqnj“1 converges in distribution in Dpr0,`8q, L2pR2,Cnqq to
the process pz,Xq ÞÑ pψpΩj ,X, zqqnj“1.

The tightness of ψε in Dpr0,`8q, L2
wpR ˆ R2,Cqq (with L2

w equipped with the
weak topology) can be established as in [14, Section 3.1] by using the tightness crite-
rion [25, Chap. 3, Theorem 4]. This proves the convergence of ψε to ψ in the space
Dpr0,`8q, L2

wpR ˆ R2,Cqq. Since both the original and limit processes preserve the
L2-norm of the initial data, the process converges in Dpr0,`8q, L2pRˆR2,Cqq. Fur-
thermore, since both the original and limit processes are continuous, the convergence
actually holds in Cpr0,`8q, L2pRˆ R2,Cqq.

4. Application of the asymptotic analysis. We now use the asymptotic re-
sults stated in Propositions 3.1 and 3.2 to analyze the coherent wave (subsection
4.1) and the spatial and frequency covariance of ϕε (subsections 4.2–4.3) in the limit
ε Ñ 0. We also characterize in subsection 4.4 the deformation of the pulse emitted
by the source, induced by scattering in the random medium.

4.1. The coherent wave. Scattering causes a loss of coherence of the wave
field, which manifests as an exponential decay of the mean wave (aka coherent wave)
Erϕεs with respect to the range z. The length scale of decay, called the scattering
mean free path, gives the range limit at which conventional methods∗ used for imaging
and free space communication are useful in random media.

The leading factor in the loss of coherence of ϕε is the random phase kZε, which
becomes significant at Opε2α{p1`αqq range. Indeed, Propositions 3.1 and 3.2 give that

E
“

exppikpΩqZεpε2α{p1`αqzq
‰ εÑ0
ÝÑ exp

”

´
C2
Hk

2pΩqz2H

2

ı

(4.1)

∗Conventional methods are based on the assumption that the medium through which the waves
propagate is homogeneous or more generally, known and non-scattering.
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and

E
“

ϕεpΩ,X, ε2α{p1`αqzq
‰ εÑ0
ÝÑ pF pΩ,Xq exp

”

´
C2
Hk

2pΩqz2H

2

ı

, (4.2)

so the scattering mean free path has the asymptotic expansion

SϕεpΩq „ ε2α{p1`αqrCHkpΩqs
´1{H . (4.3)

However, the wave ψε defined in (3.7) by removing the large random phase kZε

from ϕε, maintains its coherence up to a much longer, Op1q range. Proposition 3.2
gives that

ErψεpΩ,X, zqs
εÑ0
ÝÑM1pΩ,X, zq, (4.4)

where M1 solves the evolution equation

BzM1pΩ,X, zq “
i

2kpΩq
∆XM1pΩ,X, zq ´

k2pΩq

4
ΘpXqM1pΩ,X, zq, (4.5)

obtained by taking the expectation in (3.14), with initial condition derived from (3.15)

M1pΩ,X, z “ 0q “ pF pΩ,Xq, (4.6)

and with damping coefficient

ΘpXq “
γpX,Xq

2
“
χα
2π

ż l´1
0

0

dκ
“

1´ J0pκ|X|q
‰

κ´1´α

“
χα|X|

α

2π

ż |X|{lo

0

ds
“

1´ J0psq
‰

s´1´α. (4.7)

The damping models the loss of coherence of ψε. It is weaker at the axis of the beam
and it increases away from it. In fact, at |X|{lo Ñ8 we get the asymptotic expansion

ΘpXq „ dα|X|
α, dα “

χα
2π

ż 8

0

ds
“

1´ J0psq
‰

s´1´α “
χα

21`απ

Γp1´ α{2q

αΓp1` α{2q
. (4.8)

4.2. Spatial covariance. Although the wave loses its coherence (the mean wave
decays with the propagation distance), wave energy is not lost but converted into
incoherent, zero-mean fluctuations. These incoherent waves can be characterized by
the second-order moments of the wave field, that we analyze in this subsection and
the next ones. For imaging purposes, it is possible to extract information from the
observation of the incoherent waves and their correlation properties in space and
frequency. An example of exploiting such knowledge is the coherent interferometric
(CINT) methodology for robust imaging in random media [5, 6, 8].

There are two intrinsic scales that capture the decorrelation properties of the wave
field: the “decoherence length”, which is the length scale of decay of the covariance of
ϕε over cross-range offsets and the “decoherence frequency”, which is the frequency
scale of decay of the covariance over frequency offsets. In this subsection we study the
spatial covariance i.e., fix the frequency atΩ, and estimate the decoherence length. We
note from definition (3.7) that the phase kZε plays no role in the spatial covariance,

E
“

ϕεpΩ,X1, zqϕεpΩ,X2, zq
‰

“ E
“

ψεpΩ,X1, zqψεpΩ,X2, zq
‰ εÑ0
ÝÑ CΩpX1,X2, zq.

9



Here the bar stands for the complex conjugate, the notation CΩ emphasizes that the
frequency is fixed at Ω, and the εÑ 0 limit

CΩpX1,X2, zq “ E
“

ψpΩ,X1, zqψpΩ,X2, zq
‰

(4.9)

is obtained from the Itô-Schrödinger equation in Proposition 3.2. Using the identity

γpX1,X2q ´ΘpX1q ´ΘpX2q “ ´ΘpX1 ´X2q,

deduced from definitions (3.16) and (4.7), we get the evolution equation

BzCΩpX1,X2, zq “

„

i

2kpΩq

`

∆X1 ´∆X2

˘

´
k2pΩq

4
ΘpX1 ´X2q



CΩpX1,X2, zq,

(4.10)

for z ą 0, with initial condition

CΩpX1,X2, z “ 0q “ pF pΩ,X1q pF pΩ,X2q. (4.11)

We can solve equation (4.10) explicitly, by changing coordinates

pX1,X2q ÞÑ pX,Y q, X “
1

2
pX1 `X2q, Y “X1 ´X2, (4.12)

and then taking the Fourier transform with respect to the offset vector Y , which
defines the mean Wigner transform

WΩpX,κ, zq “

ż

R2

dY CΩ
´

X `
Y

2
,X ´

Y

2
, z
¯

e´iκ¨Y . (4.13)

This transform is important by itself, as it tells us how the energy at X is distributed
over the directions i.e., along κ. It plays a key role in the analysis of imaging and
time reversal methods in random media [6, 9, 31]. The calculation of WΩ is given in
Appendix A and the result is stated in the following proposition:

Proposition 4.1. The mean Wigner transform is given by

WΩpX,κ, zq “
1

p2πq2

ż

R2

dq

ż

R2

dY exp
”

iq ¨
´

X ´ κ
z

kpΩq

¯

´ iκ ¨ Y
ı

xWΩ,0pq,Y q

ˆ exp
”

´
k2pΩq

4

ż z

0

dz1Θ
´

Y `
qz1

kpΩq

¯ı

, (4.14)

with

xWΩ,0pq,Y q “

ż

R2

dX pF
´

Ω,X `
Y

2

¯

pF
´

Ω,X ´
Y

2

¯

e´iq¨X . (4.15)

The spatial covariance is obtained from the expression (4.14) using the inverse
Fourier transform

CΩ
´

X `
Y

2
,X ´

Y

2
, z
¯

“
1

p2πq2

ż

R2

dκWΩpX,κ, zqeiκ¨Y

“
1

p2πq2

ż

R2

dq xWΩ,0

´

q,Y ´
qz

kpΩq

¯

eiq¨X

ˆ exp
”

´
k2pΩq

4

ż z

0

dz1Θ
´

Y ´
qpz ´ z1q

kpΩq

¯ı

, (4.16)
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and we study it next using the asymptotic expansion (4.8) of Θ, which holds when
its argument is much larger than lo. Note that the coefficient dα in this expansion
quantifies the strength of the fluctuations in the random medium.

We have already assumed a large outer scale Lo. We now consider, in addition, a
strong fluctuation and small inner scale regime, in the sense

lo !
1

Qpzq
! rs ! Rpzq, (4.17)

where we recall that rs is the initial radius of the beam. There are two new scales in
equation (4.17): the range dependent beam radius

Rpzq “

„

dαk
2´αpΩqzα`1

α` 1

1{α

, (4.18)

which quantifies the spatial support of the mean intensity (subsection 4.2.1), and the
range dependent wave vector radius

Qpzq “
“

dαk
2pΩqz

‰1{α
, (4.19)

which quantifies the wave vector support of the mean spectrum (subsection 4.2.2).

4.2.1. The mean intensity. The mean intensity E
“

|ψpΩ,X, zq|2
‰

is equal to
CΩpX,X, zq. From Proposition 4.1 we obtain the following result.

Proposition 4.2. In the regime (4.17), the mean intensity has the form

E
“

|ψpΩ,X, zq|2
‰

»
xWΩ,0p0,0q

R2pzq
Ψα

´ X

Rpzq

¯

, (4.20)

with xWΩ,0 given by (4.15) and

Ψαpξq “
1

p2πq2

ż

R2

dη eiη¨ξ´
|η|α

4 “
1

2π

ż 8

0

dη ηJ0p|ξ|ηqe
´
ηα

4 . (4.21)

Proof. Setting Y “ 0 in (4.16) and using the asymptotic expansion (4.8) we
obtain the following expression of the mean intensity

E
“

|ψpΩ,X, zq|2
‰

“
1

p2πq2

ż

R2

dq xWΩ,0

´

q,´
qz

kpΩq

¯

exp
”

iq ¨X ´
Rαpzq|q|α

4

ı

“
1

p2πq2R2pzq

ż

R2

dη xWΩ,0

´ η

Rpzq
,´

ηz

kpΩqRpzq

¯

exp
”

i
η ¨X

Rpzq
´
|η|α

4

ı

,

where we let q “ η{R, with R defined in (4.18). Due to the exponential, only

|η| “ Op1q contributes to the integral, so the arguments of xWΩ,0 satisfy

|η|

Rpzq
“ O

`

R´1pzq
˘

! r´1
s ,

|η|z

kpΩqRpzq
“ O

ˆ

z

kpΩqRpzq

˙

! rs. (4.22)

Here we used the assumption (4.17) and the second inequality is because by definitions
(4.18-4.19) we have

z

kpΩqRpzq
“

pα` 1q1{α

rdαk2pΩqzs1{α
“
pα` 1q1{α

Qpzq
! rs.
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We infer from definition (4.15) of xWΩ,0 that its support in the first argument is at
wave vectors with Opr´1

s q norm and the support in the second argument is at cross-
range vectors of Oprsq norm. Thus, due to the inequalities (4.22), we can approximate
the mean intensity by (4.20).

We plot the function Ψα in section 5. It peaks at the origin and it is negligible
outside a disk of Op1q radius. It is smooth at 0 and can be expanded as

Ψαpξq “ Ψαp0q
“

1´ qα|ξ|
2 ` op|ξ|2q

‰

, (4.23)

where

Ψαp0q “
24{αΓp2{αq

2πα
, qα “ 24{α´2 Γp4{αq

Γp2{αq
. (4.24)

Therefore, the scale Rpzq quantifies the support of the mean intensity, and we call it
the “beam radius” at range z. If there where no random medium, beam broadening
would be entirely due to diffraction. Here the broadening is caused by scattering in
the random medium and it is significant, because Rpzq is much larger than the initial
radius rs of the beam, per equation (4.17) and with a growth rate in z that is higher
than in the homogeneous medium.

4.2.2. The mean spectrum. Using the Fourier transform

pψpΩ,κ, zq “

ż

R2

dX ψpΩ,X, zqe´iκ¨X ,

the change of coordinates (4.12) and the definition (4.13) of the Wigner transform,
we can calculate the mean spectrum as follows

E
“

| pψpΩ,κ, zq|2
‰

“

ż

R2

dX1

ż

R2

dX2 E
“

ψpΩ,X1, zqψpΩ,X2, zq
‰

eiκ¨pX2´X1q

“

ż

R2

dX

ż

R2

dY CΩ
´

X `
Y

2
,X ´

Y

2
, z
¯

e´iκ¨Y

“

ż

R2

dXWΩpX,κ, zq,

with right-hand side given in Proposition 4.1. We then obtain the following result.

Proposition 4.3. In the regime (4.17), the mean spectrum is of the form

E
“

| pψpΩ,κ, zq|2
‰

»
p2πq2xWΩ,0p0,0q

Q2pzq
Ψα

´ κ

Qpzq

¯

, (4.25)

with Ψα defined in (4.21).

Proof. Using the asymptotic expansion (4.8) of Θ and integrating over X and q
we get

E
“

| pψpΩ,κ, zq|2
‰

“

ż

R2

dY xWΩ,0p0,Y q exp
”

´ iκ ¨ Y ´
dαk

2pΩqz|Y |α

4

ı

“
1

Q2pzq

ż

R2

dη xWΩ,0

´

0,
η

Qpzq

¯

exp
”

´ i
κ ¨ η

Qpzq
´
|η|α

4

ı

,
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with Q defined in (4.19). Arguing as before, since only |η| “ Op1q contributes to the

integral, due to the exponential, the argument of xWΩ,0 satisfies

|η|

Qpzq
“ O

`

Q´1pzq
˘

! rs,

and we can approximate the mean spectrum by (4.25).
This result shows that the scale Q quantifies the support of the spectrum, so we

call it the “spectral radius” at range z. The initial spectral radius is Opr´1
s q, but due

to scattering in the random medium it becomes significantly larger at Op1q range, per
equation (4.17). This goes hand in hand with the broadening of the beam described
by equation (4.20).

4.2.3. The spatial covariance function. In the strong fluctuation regime
(4.17) it is possible to express the covariance in terms of the beam radius R and
wave vector radius Q as follows.

Proposition 4.4. In the regime (4.17), the covariance has the form

CΩ
´

X `
Y

2
,X ´

Y

2
, z
¯

»
xWΩ,0p0,0q

R2pzq
Φα

´ X

Rpzq
,Y Qpzq

¯

, (4.26)

with the function

Φαpξ, ζq “
1

p2πq2

ż

R2

dη exp

„

iη ¨ ξ ´
p1` αq

4

ż 1

0

ds
ˇ

ˇ

ˇ

ζ

p1` αq1{α
´ ηs

ˇ

ˇ

ˇ

α


. (4.27)

Proof. Starting from equation (4.16), using the asymptotic expansion (4.8), chang-
ing variables as s “ pz´ z1q{z and η “ Rq, and using definitions (4.18) and (4.19) we
get

CΩ
´

X `
Y

2
,X ´

Y

2
, z
¯

“
1

p2πq2R2pzq

ż

R2

dη xWΩ,0

´ η

Rpzq
,Y ´

ηz

kpΩqRpzq

¯

ˆ exp

„

i
η ¨X

Rpzq
´
p1` αq

4

ż 1

0

ds

ˇ

ˇ

ˇ

ˇ

Y Qpzq

p1` αq1{α
´ ηs

ˇ

ˇ

ˇ

ˇ

α

.

Again, we conclude that only |η| “ Op1q contributes to the integral, due to the
decaying exponential, so under the strong fluctuations assumption (4.17) we can make
the approximation

xWΩ,0

´ η

Rpzq
, ¨
¯

« xWΩ,0p0, ¨q.

We also get from definitions (4.18-4.19) and the assumption (4.17) the following esti-
mates

|η|z

kpΩqRpzq
“ O

`

Q´1pzq
˘

! rs, |Y | “ O
`

Q´1pzq
˘

! rs.

Here we used that |Y |Q “ Op1q in order for the exponential to be large. Therefore,
the covariance can be approximated by (4.26).

Note that Φαpξ,0q “ Ψαpξq, with Ψα given in (4.21), and we also have
ż

R2

dξ

ż

R2

dζ Φαpξ, ζqe
´iκ¨ζ “ p2πq2Ψαpκq. (4.28)
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Contrarily to the function ξ ÞÑ Φαpξ,0q that is smooth at 0 by (4.23), the function
ζ ÞÑ Φαp0, ζq has a cusp at 0 (see Appendix B):

Φαp0, ζq “ Φαp0,0q
´

1´ rα|ζ|
α`1 ` op|ζ|α`1q

¯

, (4.29)

where rα is given by

rα “
α

22`2{αp1` αq1{α`2

Γp1{αqΓp1{2´ α{2qΓp1` α{2q

Γp2{αqΓp1{2` α{2qΓp1´ α{2q
. (4.30)

This implies that the covariance (4.26) has a cusp at Y “ 0.
We plot the marginals ξ ÞÑ Φαpξ,0q and ζ ÞÑ Φαp0, ζq in section 5. They peak at

the origin and are negligible outside a disk with Op1q radius. We conclude therefore,
from (4.26), that Q´1 quantifies the length scale of decorrelation over the spatial
offsets Y at range z, so we can refer to it as the “decoherence length”

Xpzq “ Q´1pzq “ O
´

pdαzq
´1{αk´2{αpΩq

¯

. (4.31)

This is proportional to the wavelength raised to the power 2{α, and it decreases with
the range z and with the strength of the random medium, quantified by dα.

4.3. The frequency covariance function. The leading factor in the frequency
decorrelation of ϕε at Op1q range is the random phase kpΩqZε. Indeed, we obtain from
Propositions 3.1–3.2 that this phase gives a significant contribution to the covariance
for Opεαq frequency offsets,

E
„

ϕε
´

Ω `
εα rΩ

2
,X `

Y

2
, z
¯

ϕε
´

Ω ´
εα rΩ

2
,X ´

Y

2
, z
¯



εÑ0
ÝÑ exp

„

´
rΩ2C2

Hz
2H

2c2o



ˆCΩ
´

X `
Y

2
,X ´

Y

2
, z
¯

.

(4.32)

This contribution is described by the Gaussian in rΩ, whose standard deviation defines
the decoherence frequency

Ωϕεpzq “
coε

α

CHzH
, (4.33)

which decreases with the range z and with the strength of the random medium,
quantified by dα (see Proposition 3.1 for the definitions of H and CH).

If the random phase is removed from ϕε (which means, we observe the field around
the central axis random arrival time), then the decoherence frequency is larger and it
is described in the limit εÑ 0 by the decay in |Ω1 ´Ω2| of the covariance

CpΩ1, Ω2,X1,X2, zq “ E
”

ψpΩ1,X1, zqψpΩ2,X2, zq
ı

. (4.34)

The evolution equation for this covariance is obtained from the Itô-Schrödinger equa-
tion in Proposition 3.2 and the definitions (3.16), (4.7),

BzCpΩ1, Ω2,X1,X2, zq “

"

i

2k1
∆X1

´
i

2k2
∆X2

´

„

k1k2

4
ΘpX1 ´X2q

`
k1pk1 ´ k2q

4
ΘpX1q ´

k2pk1 ´ k2q

4
ΘpX2q

*

CpΩ1, Ω2,X1,X2, zq, (4.35)
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for z ą 0, with initial condition

CpΩ1, Ω2,X1,X2, z “ 0q “ pF pΩ1,X1q pF pΩ2,X2q. (4.36)

Here we used the notation kj “ kpΩjq, for j “ 1, 2.
The next proposition, proved in Appendix C, gives the approximation of C in

the strongly fluctuation regime (4.17). Since we have already described the spatial
decorrelation of the wave field in the previous section, we give the approximation at
the axis of the beam.

Proposition 4.5. In the regime (4.17), the decoherence frequency

Ωψpz;Ωq “
2Ω

QpzqRpzq
(4.37)

is the scale of variation of the covariance of ψ with respect to the frequency offset
Ω1 ´ Ω2 around the frequency Ω. More exactly, the covariance evaluated at X1 “

X2 “ 0 and at two positive frequencies Ω1, Ω2 such that |Ω1 ´Ω2| À Ωψpz;Ωq with
Ω “ pΩ1 `Ω2q{2 is of the form

CpΩ1, Ω2,0,0, zq »
pFpΩ1, Ω2q

R2pzq
Ξα

´ Ω1 ´Ω2

Ωψpz;Ωq

¯

, (4.38)

with

pFpΩ1, Ω2q “

ż

R2

dX pF pΩ1,Xq pF pΩ2,Xq, (4.39)

and Ξα is a function that depends only on α. It is defined in equation (4.41) below
for dimensionless, Op1q arguments.

The decoherence frequency Ωψpz;Ωq given by (4.37) is proportional to the central
frequency Ω, but it is much smaller because QR " 1 by (4.17). To define Ξα, we
introduce the dimensionless and Op1q variables

ĂX “
X

Rpzq
, rκ “

κ

Qpzq
, (4.40)

where we anticipate the range dependent radii of spatial and wave vector support of
the covariance, using the results in subsection 4.2 and definitions (4.18-4.19). The
range z is fixed here, and we introduce the dimensionless rz P r0, 1s, so that zrz P r0, zs.
With this notation we have

Ξαprkq “

ż

R2

drκĂWαprk,ĂX “ 0, rκ, rz “ 1q (4.41)

for dimensionless and Op1q variable rk, where ĂWα satisfies

rB
rz` p1` αq1{αrκ ¨∇

ĂX

ı

ĂWαprk,ĂX, rκ, rzq “
2ααΓp1` α{2q

8πΓp1´ α{2q

ż

R2

drq|rq|´α´2

ˆ
“

ĂWαprk,ĂX, rκ´ rq, rzqe´i
rk rq¨ĂX ´ ĂWαprk,ĂX, rκ, rzq

‰

, (4.42)

at rz ą 0, with initial condition

ĂWαprk,ĂX, rκ, rz “ 0q “ δpĂXqδprκq. (4.43)
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By scaling out the range z, the beam radius R and the wave vector radius Q, we
made ĂWα and thus Ξα depend only on α. Note that when rk “ 0, which corresponds
to taking Ω1 “ Ω2 “ Ω in (4.38), we recover the result in Proposition 4.4. Indeed,

(4.39) becomes xWΩ,0p0,0q, per definition (4.15), and solving explicitly (4.42) with a
calculation similar to that in Appendix A, we get

ĂWαprk “ 0,ĂX, rκ, rz “ 1q “
1

p2πq2

ż

R2

dζ ΦαpĂX, ζqe´iζ¨rκ,

and

Ξαprk “ 0q “

ż

R2

drκĂWαp0,0, rκ, 1q “

ż

R2

drκ
1

p2πq2

ż

R2

dζ Φαp0, ζqe
´iζ¨rκ “ Φαp0,0q.

4.4. Pulse deformation. The wave field evaluated at the center of the beam
and observed around the central axis random travel time z{co ` ε

4Zεpzq{co is

UεpT, zq “ uε
´

t “
z

co
` ε4Zεpzq

co
` ε4T,x “ 0, z

¯

“
co
4π

ż

R
dΩ ψεpΩ,0, zqe´iΩT . (4.44)

In the limit εÑ 0 it converges in distribution to

UpT, zq “
co
4π

ż

R
dΩ ψpΩ,0, zqe´iΩT , (4.45)

where ψ is the solution of the Itô-Schrödinger equation (3.14) with the initial condi-
tion (3.15).

If the source has the Gaussian spectrum

pF pΩ,Xq “
1

B

”

exp
´

´
pΩ ´ ωoq

2

2B2

¯

` exp
´

´
pΩ ` ωoq

2

2B2

¯ı

S
´X

rs

¯

,

then the time-dependent wave field has the form

UpT, zq “e´iωoT rUpT, zq ` c.c. (4.46)

Here “c.c.” is short notation for the complex conjugate of the first term,

rUpT, zq “
co
4π

ż

R
e´ipΩ´ωoqT rψpΩ,0, zqdΩ, (4.47)

and the field rψ solves the same equation (3.14) as ψ, but has the initial condition

rψpΩ,X, z “ 0q “
1

B
exp

´

´
pΩ ´ ωoq

2

2B2

¯

S
´X

rs

¯

.

To characterize the pulse profile, let us introduce the mean time-dependent in-
tensity envelope

IpT, zq “ Er|rUpT, zq|2s

“
c2o
p4πq2

ż

R
dΩ1

ż

R
dΩ2 e

´ipΩ1´Ω2qTE
“

rψpΩ1,0, zq rψpΩ2,0, zq
‰

.
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In view of Proposition 4.5, if the condition (4.17) holds and the bandwidth satisfies
B À Ωψpz;ωoq, then we get

IpT, zq “
c2o

16π3{2

ş

R2 dX |SpX{rsq|
2

BR2pzq

ż

R
dΩ e´

Ω2

4B2´iTΩ Ξα

´ Ω

Ωψpz;ωoq

¯

. (4.48)

This result shows that the pulse profile is affected by the random medium via the
function Ξα. For a narrowband pulse, with B ! Ωψpz, ωoq, the profile is preserved
and we have

IpT, zq “
c2o
2π

ş

R2 dX |SpX{rsq|
2

R2pzq
Φαp0,0q expp´B2T 2q.

It is only when B is of the same order as Ωψpz, ωoq that the random medium induces
pulse deformation.

5. Comparison with the results in optics. In this section we compare the
expression of the mean intensity and spectrum of the wave emerging from the asymp-
totic paraxial theory in random media and compare it with the results used in the
optics literature [1]. Because this literature considers time-harmonic waves, we limit
the comparison to a fixed frequency Ω.

We analyzed the spatial covariance CΩ in subsection 4.2 for α P p0, 1q and Lo Ñ8,
where the process µ has long-range correlations. We showed there that the central
phase kpΩqZε, which is influenced by such correlations, plays no role i.e., CΩ is the
covariance of ψ, the ε Ñ 0 limit (in distribution) of the wave field ψε observed
in the random travel time frame. Since ψε experiences the random medium via
the mixing process (3.10), the results in subsection 4.2 extend verbatim to the case
α P p0, 1q Y p1, 2q and a finite Lo (recall subsection 2.2). In particular, the results
(4.20), (4.25) and (4.26) remain valid as long as

Rpzq ă Lo, Qpzq ă l´1
o . (5.1)

The formulas in [1] are for the Kolmogorov spectrum of turbulence, corresponding
to α “ 5{3. The radius R of the beam and the spectral radius Q for this α are, from
definitions (4.18-4.19),

Rpzq “
´3

8
d5{3

¯3{5

z8{5k1{5pΩq, Qpzq “ pd5{3q
3{5z3{5k6{5pΩq, (5.2)

and d5{3 can be written in terms of the normalization constant χ5{3 of the random
process µ using equation (4.8)

d5{3 “
3Γp1{6q

5π28{3Γp11{6q
χ5{3 « 0.178χ5{3. (5.3)

To compare with the formulas in [1], we note that in [1, Section 3.3.1] the power
spectrum of the fluctuations rµ of the index of refraction is†

S
A´P

pκq “ 0.033C2
n|κ|

´11{31
pL´1
o ,l´1

o q
p|κ|q. (5.4)

†The power spectrum is called Φn in [1], but to avoid confusion with the function (4.27) we
rename it SA´P.
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Fig. 5.1. Left: Function ξ ÞÑ Φαpξ,0q (solid line) and the Gaussian fit
ξ ÞÑ Φαp0,0q expp´qα|ξ|2q (dashed line; remember by (4.23) that Φαpξ,0q “ Φαp0,0q

“

1 ´

qα|ξ|2 ` op|ξ|2q
‰

). Right: Function ζ ÞÑ Φαp0, ζq (solid line) with the Gaussian fit ζ ÞÑ

Φαp0,0q expp´|ζ|2{ζ2αq (dashed line, with ζ2{3 “ 86 and ζ5{3 “ 5.2 determined by least-square fit).
Top plots: α “ 5{3. Here the Gaussian fits are close to the true profiles. Bottom plots: α “ 2{3.
Here the Gaussian fits are far from the true profiles, which have heavy tails.

Since our process µ models the fluctuations of the squared index of refraction, we
have µ « 2rµ. We also have a different convention of the Fourier transform, which
can be reconciled by dividing the formulas in [1] by p2πq3. Then, we obtain from
definition (1.2) that our power spectrum S corresponds to (5.4) at α “ 5{3, for the
normalization constant χ5{3 “ 4p2πq30.033C2

n, which gives, from (5.3),

d5{3 « 5.828C2
n. (5.5)

We begin the comparison with the mean intensity, which is proportional to
ΨαpX{Rq “ ΦαpX{R,0q per equations (4.20) and (4.26). This is approximated in [1,
Section 7.3.3] by a Gaussian function, which is close to the true profile for α “ 5{3,
as illustrated in the top left plot of Fig. 5.1. In this figure, the standard deviation of
the Gaussian is p2q5{3q

´1{2 and q5{3 can determined from the expansion (4.23) of Ψ5{3

about the origin: q5{3 “
22{5Γp12{5q

Γp6{5q « 1.785. The radius of the support of the mean

intensity defined in [1, Section 7.3.3], aka the “effective spotsize”, corresponds to

Rpzq
?
q5{3

«

`

3
85.828C2

n

˘3{5

?
1.785

z8{5k1{5pΩq « 1.2C6{5
n z8{5k1{5pΩq, (5.6)

where we used equations (5.2-5.3). The effective spotsize is called WLT in [1] and
its estimate follows from equations (35) and (45) in Section 7.3.3 and the “Rytov
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variance” given in Section 7.1. It is given by 1.45C
6{5
n z8{5k1{5, which looks like the

theoretically derived formula (5.6), except for the multiplicative constant. Thus, the
effective spotsize seems to be slightly over-estimated in [1].

Similarly, we can quantify the “correlation radius”, which is defined in [1] as
the radius of support of the mean spectrum, which is according to equations (4.25-
4.26) proportional to Ψ5{3pκ{Qq “ Φ5{3p0,κ{Qq. This is also modeled as Gaussian

in [1], which is close to the true profile for the standard deviation ζ5{3{
?

2, ζ5{3 « 5.2
(determined by least-square fit), as illustrated in the top right plot of Fig. 5.1. The
correlation radius is

ζ5{3

Qpzq
«

ζ5{3

p5.828C2
nq

3{5
z´3{5k´6{5pΩq « 1.81C´6{5

n z´3{5k´6{5pΩq, (5.7)

where we used equations (5.2-5.3). This is called ρpl in [1, Section 7.3.4] and it is

estimated by 1.6C
´6{5
n z´3{5k´6{5pΩq. Again, we see the similarity with the theo-

retically derived formula (5.7), except for the multiplicative constant that is slightly
under-estimated.

Finally, we note that the Gaussian approximations of the mean intensity and
spectrum are inadequate for the case α ă 1, as illustrated in the bottom plots of Fig.
5.1. The theoretically derived formulas (4.20) and (4.25) display heavier tails than
the best fit Gaussian profiles.

6. Summary. Kolmogorov’s theory for optical turbulence predicts a power law
form for the spectrum of the fluctuations of the index of refraction. In recent years,
there has been a shift of focus on non-Kolmogorov turbulence. This is motivated in
part by the analysis of atmospheric temperature recordings which show deviations
from the Kolmogorov power spectrum. However, these studies deal mostly with the
case of light tails of the two-point statistics for the medium fluctuations, which corre-
spond to an integrable covariance function. Here we consider beam wave propagation
in random media with long-range correlations, where the tails of the covariance func-
tion decay at a slower rate and the medium contains more features of low spatial
frequency. We explicitly discuss the roles of the inner and outer scales delineating the
power law, and contrast the results with those for the Kolmogorov turbulence.

A main result in the long-range case is that the randomization of the wave field
is multiscale: First, we show that as the beam wave propagates through the medium,
a strong random travel time perturbation builds up. We present a precise character-
ization of the travel time perturbation, which corresponds to a fractional Brownian
motion, with Hurst index and amplitude determined by the statistics of the medium.
Second, we show that if we observe the beam wave at large propagation distances
where the travel time correction is large relative to the pulse width, then the beam
wave pulse shape itself is deformed and becomes random due to scattering.

Another important result is a detailed characterization of the decorrelation of the
random beam wave both in space and frequency. This is carried out in the random
travel time centered frame because otherwise, the frequency decorrelation would be
masked by the very large random phase associated with the travel time fluctuations.
The analysis reveals a cusp like behavior for the spatial correlations of the wave field
in the transverse coordinates, with the cusp shape depending on the rate of decay
of the covariance of the medium fluctuations. The scale of frequency decorrelation is
also quantified and it is used to analyze the deformation of the probing pulse induced
by scattering.
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The results of our analysis are important for applications like imaging and com-
munication through the atmosphere, and also for propagation through the earth’s
crust or through the ocean. In the case of communication applications a character-
ization of the statistics of fading or strong pulse deformation is important in order
to evaluate the efficiency of various communication protocols. In imaging through
complex media, one needs to take into account the geometric wavefront distortion
that is caused by the random travel time as well as the deformation or blurring of the
beam pulse shape. Quantitive insights about these effects are useful when designing
schemes for clutter and turbulence compensation.
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Appendix A. Proof of Proposition 4.1. Equation (4.10) written in the co-
ordinates (4.12) is

BzCΩ
´

X `
Y

2
,X ´

Y

2
, z
¯

“

” i

kpΩq
∇X ¨∇Y ´

k2pΩq

4
ΘpY q

ı

CΩ
´

X `
Y

2
,X ´

Y

2
, z
¯

,

(A.1)
and using the Fourier transform

xWΩpq,Y , zq “

ż

R2

dX CΩ
´

X `
Y

2
,X ´

Y

2
, z
¯

e´iq¨X , (A.2)

we get

´

Bz `
q

kpΩq
¨∇Y

¯

xWΩpq,Y , zq “ ´
k2pΩq

4
ΘpY qxWΩpq,Y , zq, (A.3)

for z ą 0, with initial condition xWΩpq,Y , 0q “ xWΩ,0pq,Y q, defined in (4.15).

We can solve (A.3) by integration along the characteristic Y “ Y0 ` qz{kpΩq,
starting from Y0, using that

BzxWΩ

´

q,Y0 `
q

kpΩq
z, z

¯

“

´

Bz `
q

kpΩq
¨∇Y

¯

WΩ

´

q,Y0 `
q

kpΩq
z, z

¯

“ ´
k2pΩq

4
ΘpY qWΩ

´

q,Y0 `
q

kpΩq
z, z

¯

, z ą 0.

The result is

xWΩ

´

q,Y0 `
q

kpΩq
z, z

¯

“ xWΩ,0pq,Y0q exp

„

´
k2pΩq

4

ż z

0

dz1Θ
´

Y0 `
q

kpΩq
z1
¯



,

or, equivalently, in terms of Y ,

xWΩ

´

q,Y , z
¯

“ xWΩ,0

´

q,Y ´
q

kpΩq
z
¯

exp

„

´
k2pΩq

4

ż z

0

dz1Θ
´

Y ´
q

kpΩq
pz ´ z1q

¯



.

The result stated in Proposition 4.1 follows from this expression and the definition
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(4.13) of the Wigner transform,

WΩpX,κ, zq “

ż

R2

dY CΩ
´

X `
Y

2
,X ´

Y

2
, z
¯

expp´iκ ¨ Y q

“

ż

R2

dY

ż

R2

dq

p2πq2
xWΩ

`

q,Y , z
˘

exp
`

iq ¨X ´ iκ ¨ Y
˘

“
1

p2πq2

ż

R2

dq

ż

R2

dY xWΩ,0

´

q,Y ´
q

kpΩq
z
¯

exp
`

iq ¨X ´ iκ ¨ Y
˘

ˆ exp

„

´
k2pΩq

4

ż z

0

dz1Θ
´

Y ´
q

kpΩq
pz ´ z1q

¯



.

In (4.14) we used the change of variable Y 1 “ Y ´ q
kpΩqz. l

Appendix B. Proof of the expansion (4.29). We first remark that

|y|α ´ |x|α “ Cα

ż

R2

dq|q|´α´2
`

eiq¨x ´ eiq¨y
˘

,

with constant Cα defined by

C´1
α “ 2π

ż 8

0

`

1´ J0psq
˘

s´1´αds.

Next, we compute from (4.27):

Φαp0, ζq ´ Φαp0,0q “ ´Φα,1pζqp1` op1qq, (B.1)

with

Φα,1pζq “
1

4p2πq2

ż

R2

dηe´
1
4 |η|

α

ż 1

0

ds
`

|ζ ´ p1` αq1{αηs|α ´ |p1` αq1{αηs|α
˘

“
Cα

4p2πq2

ż

R2

dη e´
1
4 |η|

α

ż 1

0

ds

ż

R2

dq |q|´α´2eip1`αq
1{αη¨qs

`

1´ e´iζ¨q
˘

“
Cα
4

ż 8

0

dη ηe´
1
4η
α

ż 1

0

ds

ż 8

0

dq q´α´1J0

`

p1` αq1{αηqs
˘`

1´ J0p|ζ|qq
˘

“
Cα

4p1` αq1{α

ż 8

0

dηe´
1
4η
α

ż 8

0

dq q´α´2J0

`

p1` αq1{αηq
˘`

1´ J0p|ζ|qq
˘

,

where Jopsq “
şs

0
J0ps

1qds1 is the antiderivative of the Bessel function J0. It is a
bounded function that converges to one as s Ñ `8. By the change of variable
s “ |ζ|q, we get

Φα,1pζq “
Cα|ζ|

α`1

4p1` αq1{α

ż 8

0

dηe´
1
4η
α

ż 8

0

ds s´α´2J0

ˆ

p1` αq1{αηs

|ζ|

˙

`

1´ J0psq
˘

.

Using the dominated convergence theorem, we find

Φα,1pζq

|ζ|α`1

|ζ|Ñ0
ÝÑ

Cα
4p1` αq1{α

ż 8

0

dη e´
1
4η
α

ż 8

0

ds s´α´2
`

1´ J0psq
˘

.

Therefore, equation (B.1) gives the expansion

Φαp0, ζq “ Φαp0,0q
`

1´ rα|ζ|
α`1 ` op|ζ|α`1q

˘

,
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with

rα “

ş8

0
dη e´

1
4η
α ş8

0
ds s´α´2

`

1´ J0psq
˘

ds

8πp1` αq1{αΦαp0,0q
ş8

0
s´α´1

`

1´ J0psq
˘ .

The desired result follows once we use

Φαp0,0q “
1

2π

ż 8

0

dη ηe´
1
4η
α

,

and the identities
ż 8

0

ds s´α´1
`

1´ J0psq
˘

“
2´α

α

Γp1´ α{2q

Γp1` α{2q
,

ż 8

0

ds s´α´2
`

1´ J0psq
˘

“
2´α´1

α` 1

Γp1{2´ α{2q

Γp3{2` α{2q
,

ż 8

0

dη ηe´
1
4η
α

“
24{α

α
Γp

2

α
q,

ż 8

0

dη e´
1
4η
α

“
22{α

α
Γp

1

α
q.

Appendix C. Proof of Proposition 4.5. Let us introduce the reference
wavenumber k and use it to change coordinates in the cross-range plane, as follows

X1 “

c

k

k1

´

X `
Y

2

¯

, X2 “

c

k

k2

´

X ´
Y

2

¯

. (C.1)

Writing the evolution equation (4.35) in these coordinates and then taking the Fourier
transform in Y , which defines the Wigner transform

WpΩ1, Ω2,X,κ, zq “

ż

R2

dY C
´

Ω1, Ω2,

c

k

k1

´

X `
Y

2

¯

,

c

k

k2

´

X ´
Y

2

¯

, z
¯

e´iκ¨Y ,

we obtain the following equation

´

Bz `
1

k
κ ¨∇X

¯

WpΩ1, Ω2,X,κ, zq “ ´
1

4p2πq2

ż

R2

dq pΘpqq

ˆ

!

k1k2W
´

Ω1, Ω2,X,κ´
q

2

´

c

k

k1
`

c

k

k2

¯

, z
¯

e
iX¨q

´
b

k
k1
´

b

k
k2

¯

` k1pk1 ´ k2qW
´

Ω1, Ω2,X,κ´
q

2

c

k

k1
, z
¯

e
iX¨q

b

k
k1

´ k2pk1 ´ k2qW
´

Ω1, Ω2,X,κ`
q

2

c

k

k2
, z
¯

e
iX¨q

b

k
k2

)

, (C.2)

for z ą 0, where the net effect of the random medium is in the Fourier transform pΘ
of the function Θ defined in (4.7).

Although we are interested in an infinite outer scale, let us consider a modification
of (4.7), corresponding to a finite Lo,

Θ
Lo
pXq “

χα
2π

ż l´1
o

L´1
o

dκ r1´ J0pκ|X|qsκ
´1´α “ ΘpXq `O

´χα|X|
2

L2´α
o

¯

LoÑ8
ÝÑ ΘpXq.
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The Fourier transform of this function is

pΘ
Lo
pqq “

ż

R2

dX Θ
Lo
pXqe´iq¨X “ 2πχα

pLαo ´ l
α
o q

α
δpqq ´ χα|q|

´2´α1
pL´1
o ,l´1

o q
p|q|q

and we explain next that equation (C.2) makes sense for Lo Ñ 8. Using the obser-
vation

ż

R2

dq 1
pL´1
o ,l´1

o q
p|q|q|q|´2´α “ 2π

ż 8

0

dq 1
pL´1
o ,l´1

o q
pqqq´1´α “

2πpLαo ´ l
α
o q

α
,

we can rewrite (C.2), with pΘ replaced by pΘ
Lo

and therefore W replaced by W
Lo

as
follows
´

Bz `
1

k
κ ¨∇X

¯

W
Lo
pΩ1, Ω2,X,κ, zq “

χα
4p2πq2

ż

R2

dq 1
pL´1
o ,l´1

o q
p|q|q|q|´2´α

!

k1k2

ˆ

”

W
Lo

´

Ω1, Ω2,X,κ´
q

2

´

c

k

k1
`

c

k

k2

¯

, z
¯

e
iX¨q

´
b

k
k1
´

b

k
k2

¯

´W
Lo
pΩ1, Ω2,X,κ, zq

ı

` k1pk1 ´ k2q

”

W
Lo

´

Ω1, Ω2,X,κ´
q

2

c

k

k1
, z
¯

e
iX¨q

b

k
k1 ´W

Lo
pΩ1, Ω2,X,κ, zq

ı

´ k2pk1 ´ k2q

”

W
Lo

´

Ω1, Ω2,X,κ`
q

2

c

k

k2
, z
¯

e
iX¨q

b

k
k2 ´W

Lo
pΩ1, Ω2,X,κ, zq

ı)

.

(C.3)

At |q| „ L´1
o Ñ 0 the square brackets in this expression are Op|q|q, and after writing

the q integral in polar coordinates we conclude that the integrand is Op|q|´αq. Thus,

after the integration in |q| the right-hand side depends on the outer scale as L
´p1´αq
o .

This vanishes as Lo Ñ8, so we can take the limit in (C.3) and replace W
Lo

by W.
Since the integrand in (C.3) has a fast decay at |q| Ñ 8, like |q|´1´α, and we are

interested in a small inner scale (recall section 4.2), we can approximate W by taking
the limit lo Ñ 0. We obtain the equation
´

Bz `
1

k
κ ¨∇X

¯

WpΩ1, Ω2,X,κ, zq “
χα

4p2πq2

ż

R2

dq|q|´2´α
!

k1k2

ˆ

”

W
´

Ω1, Ω2,X,κ´
q

2

´

c

k

k1
`

c

k

k2

¯

, z
¯

e
iX¨q

´
b

k
k1
´

b

k
k2

¯

´WpΩ1, Ω2,X,κ, zq
ı

` k1pk1 ´ k2q

”

W
´

Ω1, Ω2,X,κ´
q

2

c

k

k1
, z
¯

e
iX¨q

b

k
k1 ´WpΩ1, Ω2,X,κ, zq

ı

´ k2pk1 ´ k2q

”

W
´

Ω1, Ω2,X,κ`
q

2

c

k

k2
, z
¯

e
iX¨q

b

k
k2 ´WpΩ1, Ω2,X,κ, zq

ı)

,

(C.4)

for z ą 0, with the initial condition

WpΩ1, Ω2,X,κ, 0q “

ż

R2

dY pF
´

Ω1,

c

k

k1

`

X `
Y

2

˘

¯

pF
´

Ω2,

c

k

k2

`

X ´
Y

2

˘

¯

e´iκ¨Y .

(C.5)
Let us consider a range Z in the strong fluctuation medium (4.17) so that we have

QZRZ " 1 with

QZ “ QpZq “ pdαk
2Zq1{α, RZ “ RpZq “

ˆ

dαk
2´αZα`1

α` 1

˙1{α

. (C.6)
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We now show that the decoherence frequency i.e., the scale of decay of W with respect
to |Ω1 ´Ω2| is coKZ , where

KZ “
2k

QZRZ
! k. (C.7)

Indeed, suppose that

kj “ kpΩjq “ k `KZ
rkj , j “ 1, 2, (C.8)

where rkj are dimensionless Op1q scaled wavenumber offsets with respect to k. Then,

pk1 ` k2q

2
» k

”

1`O
´ 1

QZRZ

¯ı

,

and

k1 ´ k2 “ KZprk1 ´ rk2q “ OpKZq ! k.

Introduce also the dimensionless variables

ĂX “
X

RZ
, rq “

q

QZ
, rκ “

κ

QZ
, rz “

z

Z
. (C.9)

Then, the Wigner transform can be approximated by

WpΩ1, Ω2,X,κ, zq «
p2πq2 pFpΩ1, Ω2q

pRZQZq2
ĂWprk1 ´ rk2,ĂX, rκ, rzq, (C.10)

with pF defined in (4.39) and the function ĂW of dimensionless Op1q arguments satis-
fying equation (4.42), with initial condition (4.43).

To derive (4.42) we used definitions (C.6) and (4.8), which give

Bz `
1

k
κ ¨∇X “

1

Z

´

B
rz `

ZQZ
kRZ

rκ ¨∇
ĂX

¯

“
1

Z

´

B
rz ` p1` αq

1{α
rκ ¨∇

ĂX

¯

, (C.11)

and

Zχαk
2Q´αZ “

χα
dα
“

2α`1παΓp1` α{2q

Γp1´ α{2q
. (C.12)

We also used (C.7-C.8) and neglected the small, O
`

prk1 ´ rk2qKZ{k
˘

residual.
To justify the initial condition (4.43) we note first that in the regime defined by

(C.7-C.8) we have

WpΩ1, Ω2,X,κ, 0q «
r2
s

B2
ĂWs

´

ĂX

rs{RZ
,

rκ

1{prsQZq

¯

„

pf
´Ω1 ´ ωo

B

¯

` pf
´Ω1 ` ωo

B

¯



ˆ

„

pf
´Ω2 ´ ωo

B

¯

` pf
´Ω2 ` ωo

B

¯



, (C.13)

where

ĂWspĂX, rκq “

ż

R2

dξ S
`

ĂX `
ξ

2

˘

S
`

ĂX ´
ξ

2

˘

e´irκ¨ξ (C.14)
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is the dimensionless Wigner transform of the source function S. Since rs{RZ ! 1
and 1{prsQZq ! 1 by (4.17) and (C.6), we conclude from (C.13-C.14) that the initial

condition is supported at ĂX « 0 and rκ « 0. This is why we use the Dirac delta in
(4.43). The normalization in (C.10) comes from the identity

ż

R2

dĂX

ż

R2

drκWpΩ1, Ω2, RZĂX, QZrκ, 0q “
p2πq2

pRZQZq2
pFpΩ1, Ω2q, (C.15)

derived from (C.13-C.14), with pF defined in (4.39).
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