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WEAK AND RENORMALIZED SOLUTIONS TO A HYPOELLIPTIC MEAN

FIELD GAMES SYSTEM.

NIKIFOROS MIMIKOS-STAMATOPOULOS∗

Abstract. We study the well-posedness of a degenerate, hypoelliptic Mean Field Games system with local

coupling and Hamiltonians which are either Lipschitz or grow quadratically in the gradient. In the former case, we

prove the existence and uniqueness of weak solutions while in the latter we study the same question for renormalized

solutions. Our approach relies on the kinetic regularity of hypoelliptic equations obtained by Bouchut and the work

of Porretta on the existence and uniqueness of renormalized solutions for the non-degenerate Mean Field Game

system.
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Introduction. We establish the well posedness (existence and uniqueness) of solutions

of the local, hypoelliptic Mean Field Games system (MFG for short)

(0.1)



























−∂tu − ∆3u + 3 · Dxu + H(D3u) = F(t, x, 3,m(t, x, 3)) in (0, T ) × Rd × Rd,

∂tm − ∆3m − 3 · Dxm − div3(mHp(D3u)) = 0, in (0, T ) × Rd × Rd,

u(T, x, 3) = G(x, 3,m(T, x, 3)),m(0, x, 3) = m0(x, 3).

The Hamiltonian H : Rd → R is convex, the coupling term F : [0, T ]×Rd×Rd×R→ R as well

as the terminal cost function G : Rd ×Rd ×R→ R are increasing in m, and m0 : Rd ×Rd → R
is a given probability density.

Systems like (0.1) formally describe the equilibrium of an N-player game, when N tends

to infinity, of indistinguishable players, where each player makes decisions based on the dis-

tribution of the other co-players. In this setup, it is natural to interpret x ∈ Rd as the position

and 3 ∈ Rd as the velocity of such players. More precisely, the players control their acce-

laration in order to minimize the cost introduced by the coupling F and the Hamiltonian H,

which leads to the Hamilton-Jacobi-Bellman equation (HJB for short). The optimal feedback

is then given by the vector field −(3,DpH(D3u)), under which, their distribution changes ac-

cording to the degenerate Fokker-Planck equation (FP for short). As far as applications are

concerned, we refer to the flocking model in Carmona and Delarue [11], and for a first or-

der system we refer to Bardi and Cardaliaguet [2], Griffin and Meszaros [19] and Achdou,

Mannucci, Marchi and Tchou [1]. Finally, we mention that the general form of (0.1) is rem-

iniscent of Boltzmann-type equations, which have been investigated in the MFG context by

Burger, Lorz, Wolfram [7] in a setting different to the one used in this paper.

MFG were introduced by Lasry and Lions in [21], [22], [23] and, in a special case, by

Huang, Caines, Malhame [20]. Although there has been extensive study of non-degenerate

second-order mean field games, with a local or non-local coupling, less has been done in the

degenerate setting, an example of the latter being hypoelliptic MFG. In this setting, when the

degeneracy is a sum of squares, Dragoni and Feleqi studied in [15] the ergodic problem; see

also Feleqi, Gomes and Tada [16]. When H(p) = 1
2
|p|2, Camilli in [8], obtained, using the

Hopf-Cole transformation, weak solutions to (0.1) with uncoupled terminal data. We remark

that the assumptions of Camilli appear almost complementary to the ones in this paper, as

the existence of solutions in [8] is established for terminal data that have to be unbounded

since they need to be superquadratic. For results in the case of non-Hörmander degenerate
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systems, we refer to Cardaliaguet, Graber, Porretta and Tonon in [10], who study, using a

variational approach, degenerate MFG systems, for Hamiltonians with super-linear growth

and no coupling on the terminal data of the HJB equation.

Our goal is to show existence and uniqueness for quadratic and Lipschitz Hamiltonians,

under similar assumptions as that of Porretta in [27], where existence and uniqueness of

renormalized solutions was established in the non-degenerate setting. We work with two

different types of Hamiltonian H, that is, with linear or quadratic growth. Furthermore, the

degeneracy is not a sum of squares, that is, L is not of the form L :=
k
∑

i, j

ai jXiX j, for some

vector fields Xi satisfying Hörmanders condition . In the context of hypoelliptic operators,

the degenerate operator L := ∂t −∆3 + 3 ·Dx is the simplest and historically the first one to be

studied.

The first result addresses the case of a Lipschitz Hamiltonian, whereas the latter the case of

quadratic Hamiltonian.

Theorem 0.1. Assume that H, F,G, and m0 satisfy [H1],[F1],[G1], and [M1]. Then,

there exists a unique weak solution (u,m) of (0.1), according to Definition 1.1. Moreover,

there exists a constant C > 0, such that,

‖ − ∂tu + 3 · Dxu‖L2([0,t]×Rd×Rd) + ‖∆3u‖L2([0,t]×Rd×Rd)

+‖ − ∂tm + 3 · Dxm‖L2([0,t]×Rd×Rd) + ‖∆3m‖L2([0,t]×Rd×Rd) ≤
C

T − t
.

Furthermore, if F also satisfies [R1], there exists a constant C = C(F,G,H, T,m0) > 0, such

that

sup
t∈[0,T ]

‖m(t)‖2 + sup
t∈[0,T ]

‖Dm(t)‖2 + ‖D2
3,3m‖2 + ‖D3Dxm‖2 ≤ C,

and

sup
t∈[0,T ]

‖u(t)‖2 + sup
t∈[0,T ]

‖Du(t)‖2 + ‖D2
3,3u‖2 + ‖D3Dxu‖2 ≤ C.

The second result is about renormalized solutions as in Definition 1.4.

Theorem 0.2. Assume that H, F,G, and m0 satisfy [H2],[F2],[G2], and [M1]. Then,

there exists a unique pair (u,m), of renormalized solutions of the MFG system (0.1). Fur-

thermore, assume that F,G are only functions of m. Then, there exists a constant C =

C(m0, F,G, T ) > 0, such that

∫

Rd×Rd

G′(m(T, x, 3))|Dm(T, x, 3)|2dxd3 +

∫ T

0

∫

Rd×Rd

F′(m(t, x, 3))|Dm(t, x, 3)|2

+m

2d
∑

k=1

mD3ukHpp(D3u)D3ukdxd3 ≤ C.

The existence of a solution, in the case of Lipschitz Hamiltonians, is established using a

Schauder fixed point theorem as follows. Fix a probability density m0. Given µ ∈ X :=

C([0, T ]; L2(Rd × Rd)), let uµ ∈ C([0, T ]; L2(Rd × Rd)), with D3u ∈ L2([0, T ] × Rd × Rd), be

the unique, distributional solution of















−∂tu − ∆3u + 3 · Dxu + H(D3u) = F(t, x, 3, µ) in (0, T ) × Rd × Rd,

u(T, x, 3) = G(µ(T, x, 3)) in Rd × Rd ,
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and m the unique distributional solution of















∂tm − ∆3m − 3 · Dxm − div3(mDpH(D3u
µ)) = 0 in (0, T ) × Rd × Rd,

m(0, x, 3) = m0(x, 3) in Rd × Rd.

Set Φ(µ) = m. We need to show that Φ is X−valued, continuous, and compact. The two

aforementioned properties follow easily once we show that Φ(m) ∈ L∞ with appropriate

bounds. Compactness does not follow immediately, because of the degenerate x−direction.

To work with that, we localize in time the results in Bouchut [4].

For Theorem 0.2, we rely on the work in [27] and mostly adapt the arguments in the hy-

poelliptic setting. In particular, given a Hamiltonian H with quadratic growth (exact assump-

tions are given later), we consider a sequence of Lipschitz pointwise-approximations and the

corresponding solutions provided by Theorem 0.1 and show compactness in the appropriate

spaces. The main technical difficulties and deviations from [27] are the gradient estimates in

hypoelliptic equations with L1−data, which are briefly described next. Let Hǫ be a suitable

pointwise Lipschitz approximation of a quadratic Hamiltonian H and (mǫ , uǫ) the correspond-

ing weak solutions. In order to show that there exists a limit which is a renormalized solution,

we must show the convergence (up to a subsequence) of uǫ ,mǫ in L1([0, T ]×Rd ×Rd) and of

the gradients D3(u
ǫ∧k),D3(m

ǫ∧k) of the truncations in L2([0, T ]×Rd×Rd). The compactness

of uǫ in L1 follows by the results of DiPerna and Lions in [14], while the convergence of the

gradients is due to an appropriate transformation similar to the one used by Porretta in [26]

and the references therein. This important transformation is studied in the Appendix. Finally,

for the FP equation, the crucial bound as pointed out in [27] is that, for some independent of

ǫ, C > 0,

(0.2) ‖mǫ |Hǫ
p(D3u

ǫ)|2‖1 ≤ C.

This estimate is crucial in the following way. If mǫ is a solution to the FP equation (0.1), a

priori, the best independent of ǫ estimate for mǫHǫ
p(D3u

ǫ) is in L1([0, T ] × Rd × Rd). How-

ever, to obtain fractional gradient estimates we need bounds in Lr for some r > 1. The

main observation that allows us to obtain this under condition (0.2), is the following: Due to

hypoellipticity, higher integrability of mǫHǫ
p(D3u

ǫ) should yield higher integrability for mǫ ,

while under condition (0.2) higher integrability of mǫ should also yield higher integrability

for mǫHǫ
p(D3u

ǫ). We show that it is possible to combine the above gains and obtain higher

integrability with bounds independent of ǫ and therefore use the results from [4].

0.1. Organization of the Paper. In section 1, we state all the assumptions and defini-

tions used throughout the paper. In section 2, we study the backwards HJB and FP equations

with L2−terminal/initial data respectively. The main estimates come from Theorems 4.6 and

4.7. We also obtain results regarding the hypoelliptic FP equation and, in particular, we es-

tablish fractional gradient bounds. Finally, we establish Theorem 0.1. Section 3 is devoted to

the proof of Theorem 0.2. Finally, in the appendix (section 4) we show an important technical

result for the hypoelliptic HJB equation and we give the statements of the theorems we will

use from [4].

0.2. Notation and Terminology. Throughout the paper, d ∈ N := {1, · · · ,∞}, T > 0

is the terminal time, t ∈ [0, T ] is the time variable, x ∈ Rd and 3, v ∈ Rd, and vectors in

[0, T ] × Rd × Rd always appear in the order (t, x, 3). For p ∈ [1,∞], Lp([0, T ] × Rd × Rd)+
and Lp(Rd × Rd)+, are the non-negative functions of Lp([0, T ] × Rd × Rd) and Lp(Rd × Rd)

respectively. For s > 0,W s,p(Rd ×Rd) is the usual fractional Sobolev space and Ds = (−∆)s/2,

we refer for example to [13] for the definition of fractional Sobolev spaces. If φ = φ(t, x, 3) :

3



[0, T ]×Rd ×Rd → R or φ = φ(x, 3) : Rd ×Rd → R, we write D2φ = D2
x,3φ, for the hessian in

the space variables, ∆3φ :=
d
∑

i=1

∂3i3iφ, Dφ := (Dxφ,D3φ) and div3(φ) :=
d
∑

i=1

∂3iφ. For a function

F(t, x, 3,m) : [0, T ]×Rd ×Rd ×R→ R or G(x, 3,m) : Rd ×Rd ×R→ R, we use the notations

D(x,3)F = (∂x1
F, · · · , ∂xd

F, ∂31 F, · · · , ∂3d F), Fm = ∂mF, and similarly for G. Throughout the

paper when we reference a standard sequence of mollifiers ρn : Rd × Rd → [0,∞) we mean

that ρn(x, 3) := n2dρ( x
n
, 3

n
) where ρ ∈ C∞c (Rd ×Rd), such that ρ ≥ 0 and

∫

Rd×Rd ρ(x, 3)dxd3 = 1.

Moreover in all the proofs constants are subject to change from line to line and they only

depend on the quantities/functions stated in the statement of the result. Finally, we will often

use the terminology dimensional constant referring to a constant that only depends on the

dimension.

1. Assumptions/Definitions. We split this section in two subsections, one for Lipschitz

Hamiltonian and one for quadratic.

1.0.1. Lipschitz Hamiltonian and weak solutions. As far as the data are concerned,

we assume the following, for the case of Lipschitz Hamiltonian:

[H1] (Lipschitz Hamiltonian) The Hamiltonian H : Rd → R, is C1(Rd), convex, H ≥ 0,

H(0) = 0, and there exists an LH > 0, such that,

(H1.1) |H(p2) − H(p1)| ≤ LH |p2 − p1| for all p1, p2 ∈ Rd.

[F1] (Coupling term) The coupling term F = F(t, x, 3,m) : [0, T ] × Rd × Rd × R→ R, is

continuous, strictly increasing and locally Lipschitz in m, that is, for all L > 0, there

exists a constant cL > 0 such that |F(t, x, 3,m2) − F(t, x, 3,m1)| ≤ cL|m2 − m1| for all

0 ≤ m1,m2 ≤ L, and F(t, x, 3, 0) ∈ L2([0, T ] × Rd × Rd). Finally, we assume that

F ≥ 0.

[G1] (Terminal data for u) The coupling term G = G(x, 3,m) : Rd × Rd × R → R, is

continuous, strictly increasing and locally Lipschitz in m (in the same sense as F

above), and G(x, 3, 0) ∈ L2(Rd × Rd). Finally, we assume that G ≥ 0.

[M1] (Initial density) The initial density m0 : Rd × Rd → R, satisfies m0 ∈ L∞([0, T ] ×
R

d×Rd)+,
√

m0 ∈ L1(Rd×Rd), (|x|2+ |3|4)m0 ∈ L1(Rd×Rd), log(m0) ∈ L1
loc

(Rd×Rd),

Dm0 ∈ L2(Rd × Rd) and
∫

Rd×Rd m0(x, 3)dxd3 = 1.

[R1] (Regularity) Assume that F,G satisfy [F1],[G1] and that for every L > 0, there exists

a c0 = c0(L) > 0, such that,

c0 ≤ |Fm(t, x, 3,m)|, |Gm(x, 3,m)|, for all (t, x, 3,m) ∈ [0, T ] × Rd × Rd × [0, L].

Furthermore, we assume that there exists a constant C > 0, such that,

|D(x,3)F(t, x, 3,m)|+ |D(x,3)G(x, 3,m)| ≤ C|m| for all (t, x, 3,m) ∈ [0, T ]×Rd ×Rd ×R.

Remark 1. We note that assumption [M1] implies in particular that m0 log(m0) ∈ L1(Rd×
R

d).

Next we state the definition of a weak solution.

Definition 1.1. Assume that H,G, F, and m0 satisfy [H1],[F1],[G1] and [M1]. A pair

(u,m) ∈ L2([0, T ] × Rd × Rd) × L2([0, T ] × Rd × Rd) is a weak solution of the system (0.1), if

u ∈ C([0, T ]; L2(Rd × Rd),D3u ∈ L2([0, T ] × Rd × Rd)),

m ∈ C([0, T ]; L2(Rd×Rd)),D3m ∈ L2,D1/3
x m ∈ L2([0, T ]×Rd×Rd),m ∈ L∞([0, T ]×Rd×Rd),

the system (0.1) holds in a distributional sense.
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1.0.2. Quadratic Hamiltonian and renormalized solutions. For the case of a qua-

dratic Hamiltonian H, we assume the following:

[H2] For the Hamiltonian H : Rd → R we assume that it is convex, continuous and there

exist constants c > 0,C > 0 such that, for all p ∈ Rd,

(H2.1) 0 ≤ H(p) ≤ C|p|2,

(H2.2) Hp(p) · p − H(p) ≥ cH(p),

(H2.3) |Hp(p)| ≤ C|p|.

[F2] For the coupling term F : [0, T ]×Rd ×Rd ×R→ R, we assume that it satisfies [F1]

and with bounds that possibly depend on L > 0, one of the following hold:

(F2.1) fL(t, x, 3) := sup
m∈[0,L]

F(t, x, 3,m) ∈ L1(R × Rd × Rd),

(F2.2) fL(t, x, 3) := sup
m∈[0,L]

F(t, x, 3,m)/m ∈ L∞(R × Rd × Rd).

[G2] For the coupling term G : Rd × Rd × R → R, we assume that it satisfies [G1] and

with bounds that possibly depend on L > 0, one of the following hold:

(G2.1) gL(x, 3) := sup
m∈[0,L]

G(x, 3,m) ∈ L1(Rd × Rd),

(G2.2) gL(x, 3) := sup
m∈[0,L]

G(x, 3,m)/m ∈ L∞(Rd × Rd).

Remark 2. The above conditions on F,G yield that if (F2.1) and (G2.1) hold, then

F(x, 3, t,m) ≤ fL(t, x, 3) +
m

L
F(t, x, 3,m), G(x, 3,m) ≤ gL(x, 3) +

m

L
G(x, 3,m),

for every m ≥ 0, L > 0. While if (F2.2) and (G2.2) hold, then,

F(t, x, 3,m) ≤ fL(t, x, 3)m +
m

L
F(x, 3,m),G(x, 3,m) ≤ gL(x, 3)m +

m

L
G(x, 3,m).

Conditions (F2.1), (G2.1) do not allow for F,G to depend only on m due to the unbounded

domain, while conditions (F2.2), (G2.2) do allow for dependence only on m. Typical examples

for the coupling are of the form

F(t, x, 3,m) = a(t, x, 3)h1(m) + h2(m)

where for assumption ([F1]) we need h2(0) = 0, h1 ≥ 0, strictly increasing and locally

Lipschitz continuous and finally a ≥ 0, a ∈ L2 ∩ L∞ and continuous. For assumption ([F2])

we need to also assume that

• In the case of (F2.1), a ∈ L1 and h2(m) = 0.

• While for the case of (F2.2), we may also impose a ∈ L∞ and that h1(m) = mq1 , h2(m) =

mq2 for some q1, q2 ∈ [1,∞).
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Next, we define renormalized solutions for equations of the form

(1.1)















∂tm − ∆3m − 3 · Dxm − div3(mb) = 0 in (0, T ) × Rd × Rd,

m(0, x, 3) = m0(x, 3) in Rd × Rd,

where b : [0, T ] × Rd × Rd → R, m0 : Rd × Rd, and equations of the form

(1.2)















−∂tu − ∆3u + 3 · Dxu + H(D3u) = f in (0, T ) × Rd × Rd,

u(T, x, 3) = g(x, 3) in Rd × Rd.

Remark 3. Regarding our notation, in the rest of the paper, we will follow the convention

that capital letters F,G are be used when referring to the MFG system, while lower case

letters f , g will be used for general HJB equations.

Our definitions are in the same spirit as in [27].

Definition 1.2. Let m ∈ C([0, T ]; L1(Rd ×Rd)+) and b : [0, T ]×Rd ×Rd → R, such that

m|b|2 ∈ L1([0, T ] × Rd × Rd). We say that m is a renormalized solution of (1.1), if

lim
n→∞

1

n

∫

n<m<2n

|D3m|2dxd3dt = 0,

and for each S ∈ W2,∞(R), S (0) = 0, the function S (m) satisfies in the distributional sense,

∂tS (m) − ∆3S (m) − 3 · DxS (m) − div3(S
′(m)mb) + S ′′(m)|D3m|2 + S ′′(m)mbD3m = 0,

S (m)(0) = S (m0).

Definition 1.3. Let u ∈ C([0, T ]; L1(Rd × Rd)+), with D3u ∈ L2([0, T ] × Rd × Rd), f ∈
L1([0, T ] × Rd × Rd), g ∈ L1(Rd × Rd). We say that u is a renormalized solution of (1.2), if

lim
n→∞

1

n

∫

n<m<2n

|D3u|2dxd3dt = 0,

and for each S ∈ W2,∞(Rd), S (0) = 0, the function S (u) satisfies in the distributional sense,

−∂tS (u) − ∆3S (u) + 3 · DxS (u) + S ′(u)H(D3u) = S ′(u) f , S (u(T )) = S (g).

Definition 1.4. Assume that H,G, F, and m0 satisfy [H2],[G2],[F2], and [M1]. A pair

(m, u) ∈ C([0, T ]; L1(Rd × Rd)+) × C([0, T ]; L1(Rd × Rd)+), is a renormalized solution of

the MFG system (0.1), if m, u are renormalized solutions to the corresponding equations

according to Definitions (1.1), (1.2), respectively.

Remark 4. In general the notions of renormalized and distributional solutions are dis-

tinct. However under suitable conditions we may show they are equivalent. We do not explore

this direction in the present work, although it should follow with similar methods as in the

non degenerate case, see Porretta [27] and for results on the whole space Porretta [28].

2. The well possedness in the case of Lipschitz Hamiltonian. All the equations in the

rest of the section should be understood in the distributional sense, unless stated otherwise.

We divide this section in four parts. In the first two we study the HJB equation and the FP

equation separately, in the third section we use these bounds to obtain weak solutions to the

MFG problem, and in the last part we show a regularity result for these weak solutions.

6



2.1. Estimates for the Hamilton-Jacobi-Bellman equation.

Theorem 2.1. Let g ∈ L2(Rd×Rd)∩L∞(Rd×Rd)+, f ∈ C([0, T ]; L2(Rd×Rd))∩L∞([0, T ]×
R

d × Rd)+, and a Hamiltonian H : Rd → R, which satisfies [H1]. Then, there exists a unique

solution u ∈ C([0, T ]; L2(Rd × Rd)), with D3u ∈ L2([0, T ] × Rd × Rd) of (1.2). Furthermore,

there exists a C = C(T, LipH) > 0, such that

sup
t∈[0,T ]

‖u(t)‖2 + ‖D3u‖2 ≤ C(‖g‖2 + ‖ f ‖2)

and for each t ∈ [0, T ],

‖∂tu − 3 · Dxu‖L2([0,t]×Rd×Rd) + ‖∆3u‖L2([0,t]×Rd×Rd) ≤
C

T − t

(

‖ f ‖2 + ‖g‖2
)

.

Finally, there exists a constant C = C(T, d, ‖ f ‖∞, ‖g‖∞) > 0, such that ‖u‖∞ ≤ C, in particular

C does not depend on the Lipschitz constant of the Hamiltonian H.

Proof. First we address the issue of existence. Consider the Banach space X := {v ∈
L2([0, T ] × Rd × Rd)} : ‖v‖X < ∞}, where

‖v‖X = sup
0≤t≤T

e−λt‖v(t)‖2 +
(

∫ T

0

∫

Rd×Rd

e−λs|D3v|2dxd3dt
)

1
2
,

for some λ > 0 to be determined later. We define the map T : X → X by T (w) = u, where u

is the solution to

(2.1)















∂tu − ∆3u + 3 · Dxu = f − H(D3w) in (0, T ) × Rd × Rd ,

u(0, x, 3) = g(x, 3),

where in the above we took the equation forward in time only for notational simplicity. The

goal now is to show that T is a contraction on X if λ is large enough. But indeed if CH > 0 is

the Lipschitz constant of H, then for T (w1) = u1, T (w2) = u2 by testing against u2 − u1 in the

equation of their difference (see the end of this proof on how we justify this), we have

∂t

∫

Rd×Rd

(u2 − u1)2(t, x, 3)dxd3 + 2

∫

Rd×Rd

|D3(u2 − u1)|2dxd3

≤ CH

∫

Rd×Rd

|D3(w2−w1)||u2−u1|dxd3 ≤ CHǫ

∫

Rd×Rd

|D3(w2−w1)|2dxd3+
CH

4ǫ

∫

Rd×Rd

|u2−u1|2dxd3.

The above imply

∂t

(

e−
CH
4ǫ

t

∫

Rd×Rd

|u2−u1|2dxd3
)

+2e−
CH
4ǫ

t

∫

Rd×Rd

|D3(u2−u1)|2dxd3 ≤ CHǫe
− CH

4ǫ
t

∫

Rd×Rd

|D3(w2−w1)|2dxd3,

and thus by Grönwall, if we let λ = CH

4ǫ
we have

‖u2 − u1‖2X ≤ 4CHǫ‖w2 − w1‖2X .

Therefore for ǫ > 0 small enough the above map is a contraction in X and thus has a unique

fixed point. Regarding the estimates, we need to test against u in 1.2. First need to establish

integrability for u. To this end, note that since H, f , g ≥ 0, if w is the solution of















−∂tw − ∆3w + 3 · Dxw = f in (0, T ) × Rd × Rd,

w(0, x, 3) = g(x, 3) in Rd × Rd,
7



then by standard comparison we have that

0 ≤ u(t, x, 3) ≤ w(t, x, 3) for all (t, x, 3) ∈ [0, T ] × Rd × Rd .

Finally, note that from our assumptions on f , g

w ∈ Lp, for all p ∈ [2,∞] therefore u ∈ Lp for all p ∈ [2,∞].

Now that we may test against u in the equation, the fact that u ∈ C([0, T ]; L2(Rd×Rd)) is easy

to see due to our assumptions on f . The first estimate is obtained by simply testing against

u and using the fact that H is Lipschitz with H(0) = 0. To justify this however, we need to

address the integration by parts that occurs. To this end let φ : [0,∞) → [0, 1], be a smooth

function such that φ(s) = 1 for 0 ≤ s ≤ 1 and φ(s) = 0 for s ≥ 2. For R > 0 we consider the

function ψR(x, 3) = φ(
|x|2+|3|2

R
). Testing against uψ2

R
in equation 1.2 yields

−∂t

∫

Rd×Rd

1

2
|u|2ψ2

Rdxd3 +

∫

Rd×Rd

|D3u|2ψ2
Rdxd3

+

∫

Rd×Rd

2uD3uD3ψRψR + 2ψR3 · DxψRu2 + H(D3u)uψ2
Rdxd3 =

∫

Rd×Rd

f uψ2
Rdxd3.

In what follows the constant C > 0 may change from line to line, however it is independent

of R > 0. We note that

∫

Rd×Rd

∣

∣

∣

∣

2ψR3·DxψRu2
∣

∣

∣

∣

=

∫

Rd×Rd

∣

∣

∣

∣

2x · 3
R

ψRφ
′(
|x|2 + |3|2

R
)u2
∣

∣

∣

∣

≤
∫

Rd×Rd

|x|2 + |3|2
R

ψRφ
′(
|x|2 + |3|2

R
)u2

≤
∫

Rd×Rd

2ψRφ
′(
|x|2 + |3|2

R
)u2 ≤ C

∫

|x2|+|3|2≥R

u2.

Moreover,

∫

Rd×Rd

∣

∣

∣

∣

2uD3uD3ψRψR

∣

∣

∣

∣

dxd3 ≤ 1

4

∫

Rd×Rd

|D3u|2ψ2
Rdxd3 +C

∫

|x|2+|3|2≥R

u2dxd3

and
∫

Rd×Rd

H(D3u)uψ2
Rdxd3 ≤

∫

Rd×Rd

1

4
|D3u|2ψ2

R +Cu2ψ2
Rdxd3,

∫

Rd×Rd

f uψ2
Rdxd3 ≤ ‖ f ‖2‖u‖2.

Collecting all the above estimates we have that

−∂t

∫

Rd×Rd

1

2
|u|2ψRdxd3 +

∫

Rd×Rd

|D3u|2ψ2
Rdxd3 ≤ C(‖ f ‖2‖u‖2 +

∫

Rd×Rd

u2ψ2
Rdxd3 +

∫

|x2|+|3|2≥R

u2),

recalling that 0 ≤ u ≤ w ∈ L2, the result follows by Grönwall and letting R→ ∞.

The second estimates are due to Theorems 4.6 and 4.8 in the Appendix. Finally the L∞−bounds

follow by similar arguments as in [12], Proposition A.3.
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2.2. Degenerate Fokker-Planck equation. All the equations should be understood in

the distributional sense, unless stated otherwise. In this subsection we study the following

equation

(2.2)















∂tm − ∆3m − 3 · Dxm − div3(mb) = 0 in (0, T ) × Rd × Rd,

m(0, ·, ·) = m0(·, ·) in Rd × Rd .

The purpose of this subsection is to show the following theorem:

Theorem 2.2. Let b ∈ L∞([0, T ]×Rd ×Rd) and m0 a density which satisfies [M1]. Then,

there exists a unique distributional solution m ∈ C([0, T ]; L2(Rd × Rd)) of equation (2.2).

Furthermore, there exists a C = C(T, ‖b‖∞) > 0, such that

sup
t∈[0,T ]

‖m(t)‖2+‖D3m‖L2([0,T ]×Rd×Rd)+‖D1/3
x m‖L2([0,T ]×Rd×Rd)+‖D1/3

t m‖L2([0,T ]×Rd×Rd) ≤ C‖(1+|3|2)m0‖2

and a C0 = C0(‖b‖∞, T, ‖m0‖2, ‖m0‖∞) > 0, so that

‖m‖∞ ≤ C0.

Moreover, m(t) is a probability density for all t ∈ (0, T ]. Finally, if (T − t)div3(b) ∈ L2([0, T ]×
R

d × Rd), it follows that

[mt − 3 · Dxm], (T − t)∆3m ∈ L2([0, T ] × Rd × Rd).

The main two assertions in the theorem above are, firstly, the fractional gradient estimates

and, secondly, the L∞−bounds. The gradient estimates are the result of Theorem 4.7, in the

appendix. The L∞−bounds can be obtained with a De Giorgi type argument similar to the one

found for example in F. Golse, C. Imbert, C. Mouhot and A. Vasseur in [18], thus we only

provide the main steps in Proposition 4.5 at the Appendix. For a survey on the De Giorgi type

arguments we refer to Mouhot [25]. First a proposition.

Proposition 2.3. Assume that m ∈ L2([0, T ] × Rd × Rd), b ∈ L∞ ∩ L2([0, T ] × Rd ×
R

d) and m0, which satisfies [M1], satisfy equation (2.2) in the distributional sense. Then,

|3|2m, |3|2D3m ∈ L2([0, T ] × Rd × Rd).

Proof. We may assume that the data are smooth and bounded and obtain the general case

by approximation. We test the equation with |3|4m (see Lemma (3.3), on how we may justify

this) to obtain
d

dt

∫

Rd×Rd

|3|4|m|2dxd3 +

∫

Rd×Rd

|3|4|D3m|2dxd3

= −4

∫

Rd×Rd

m|3|23 · D3mdxd3 − 4

∫

Rd×Rd

|m|2|3|23 · bdxd3 −
∫

Rd×Rd

m|3|4D3m · bdxd3

≤ 1

4

∫

Rd×Rd

|3|4|D3m|2dxd3 + C

∫

Rd×Rd

|m|2(1 + |3|4)dxd3

+4‖b‖∞
∫

Rd×Rd

|m|2(1 + |3|4)dxd3 +

∫

Rd×Rd

|m|2|3|4dxd3 +
1

4

∫

Rd×Rd

|D3m|2|3|4dxd3.

It is easy to see that sup
t∈[0,T ]

‖m(t)‖2 ≤ C‖m0‖2, therefore the result follows by Grönwall since,

d

dt

∫

Rd×Rd

|m|2|3|4dxd3 ≤ C

∫

Rd×Rd

|m|2|3|4dxd3 + C‖m0‖22.

Proof. (Theorem 2.2) Proposition 2.3, together with Theorem 4.7, gives us the result.
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2.3. Existence of Solutions via the fixed point argument. In this section we show the

main theorem.

Theorem 2.4. Let G,H, F and m0 satisfy [G1],[H1],[F1] and [M1]. Then, there exists a

unique solution to system (0.1), according to definition (1.1).

Proof. As mentioned in the introduction, we apply Schauder in the following setting.

Let C0 > 0 be the constant from Theorem 2.2 and consider the closed convex subset X :=

C([0, T ]; L2(Rd × Rd)) ∩ {m : ‖m‖∞ ≤ L} of C([0, T ]; L2(Rd × Rd)+), where L > 0, such that
1

C0
max{‖m0‖∞, ‖m0‖2} ≤ L. For µ ∈ X, let uµ be the solution of















−∂tuµ − ∆3uµ − 3 · Dxuµ + H(D3uµ) = F(t, x, 3, µ(t, x, 3)) in (0, T ) × Rd × Rd,

uµ(T, x, 3) = G(µ(T, x, 3)) in Rd × Rd,

provided by Theorem 2.1. For this uµ, we then solve

∂tm − ∆3m − 3 · Dxm − div3(mHp(D3u)) = 0, m(0) = m0.

We set Φ(µ) = m which due to the choice of L and the bounds on m implies that m ∈ X. It

remains to show that the map is continuous and compact in order to apply Schauder’s Fixed

Point Theorem. Continuity is straightforward to check with our given assumptions and will

be omitted. For compactness, we proceed as follows. Due to the domain being unbounded

we first show that lim
N→∞

sup
µ∈X
‖Φ(µ)1B(0,N)c‖2 = 0, where B(0,N) := {(t, x, 3) ∈ [0, T ]×Rd ×Rd :

|(x, 3)| ≤ N}. This follows directly by the same argument as in Lemma 3.3. Furthermore,

from Theorem 2.2, we have

‖m‖2 + ‖Ds
t,x,3m‖2 ≤ C‖m0‖2 for some s > 0.

Thus, by Kolmogorov–M. Riesz–Fréchet (see for example Brezis [5], Theorem 4.26 and

Corollary 4.27) we have compactness of the map. Uniqueness follows from the by-now

classical Lasry-Lions monotonicity argument, which we omit.

We conclude this section with some crucial estimates, which follow directly from the by-now

classical Lasry-Lions argument under assumptions [F2] and [G2], so we omit the proof. The

computations can be found for example in [27].

Proposition 2.5. Assume that H : Rd → R, F : [0, T ] × Rd × Rd × R → R, m0 :

R
d × Rd → R and G : Rd × Rd × R → R satisfy [H1],[F2],[M1] and [G2]. Let (u,m) be

the weak solution of the MFG system provided by Theorem 0.1. Then, there exists a constant

C = C(‖m0‖1, ‖m0‖∞, T ), such that

∫

Rd×Rd

G(x, 3,m(T ))dxd3+

∫ T

0

∫

Rd×Rd

F(x, v, t,m)mdxd3ds

+

∫ T

0

∫

Rd×Rd

m
[

Hp(D3u) · D3u − H(D3u)
]

dxd3 ≤ C.

(2.3)

Furthermore, we have the following L1 estimates

sup
t∈[0,T ]

‖u(t)‖1 + ‖F(·,m)‖1 + ‖F(·,m)m‖1 + ‖G(·,m(T ))‖1 + ‖G(·,m(T ))m(T )‖1

+‖H(D3u)‖1 + ‖m|Hp(D3u)|2‖1 ≤ C.
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2.4. Further Regularity of Solutions to the Mean Field Games System, for Lipschitz

Hamiltonian. In this section we study the gain of regularity for solutions to the MFG sys-

tem (0.1). In particular, we derive appropriate energy estimates by taking advantage of the

coupling.

Theorem 2.6. Let F,G satisfy [F2],[G2] with constant c0, H,m0 satisfy [H1],[M1] and

(u,m) be a weak solution to system (1.1), according to Definition (1.1). Then, there exists a

constant C = C(c0, F,G,H,m0) > 0, such that

sup
t∈[0,T ]

‖m(t)‖2 + sup
t∈[0,T ]

‖Dm(t)‖2 + ‖D2
3,3m‖2 + ‖D3Dxm‖2 ≤ C

and

sup
t∈[0,T ]

‖u(t)‖2 + sup
t∈[0,T ]

‖Du(t)‖2 + ‖D2
3,3u‖2 + ‖D3Dxu‖2 ≤ C.

Proof. For i ∈ {1, · · · , d} and h ∈ R \ {0}, we denote

δh(u)(t, x, 3) :=
u(t, x + hei, 3) − u(t, x, 3)

h
, δh(m)(t, x, 3) :=

m(t, x + hei, 3) − m(t, x, 3)

h

mh := m(t, x + hei, 3),m
0 := m(t, x + hei, 3),D3u

h := D3u(t, x + hei, 3),D3u
0 := D3u(t, x, 3)

Hh := H(D3u(t, x + hei, 3)),H
0 := H(D3u(t, x, 3)),

Fh := F(t, x, 3,m(t, x + hei, 3)), F
0 := F(t, x, 3,m(t, x, 3)),

δx,hF :=
F(t, x + hei, 3,m(t, x + hei, 3)) − F(t, x, 3,m(t, x + hei, 3))

h
,

δx,hG :=
G(x + hei, 3,m(T, x + hei, 3)) −G(x, 3,m(T, x + hei, 3))

h
.

The equations for δhu, δhm read as follows,

(2.4)















−∂tδ
hu − ∆3δhu + 3 · Dxδ

hu + Hh−H0

h
= Fh−F0

h
+ δx,hF,

δhu(T ) = Gh−G0

h
+ δx,hG.

(2.5)















∂tδ
hm − ∆3δhm − 3 · Dxδ

hm − div3(
mhHh

p−m0H0
p

h
) = 0,

δhm(0) = δhm0

Testing against δhu in (2.5), yields

[
∫

Rd×Rd

Gh −G0

h
δhm(T )dxd3

]

1

+

[
∫ T

0

∫

Rd×Rd

δhm[
Fh − F0

h
]dxd3dt

]

2

+

[ ∫ T

0

∫

Rd×Rd

−δhm
Hh − H0

h
dxd3dt +

∫ T

0

∫

Rd×Rd

D3δ
hu

mhHh
p − m0H0

p

h

]

3

= −
∫ T

0

∫

Rd×Rd

δx,hFδhmdxd3dt +

∫

Rd×Rd

δhm0δ
hu(0)dxd3 −

∫

Rd×Rd

δx,hGδmh(T )dxd3

In the following, we refer to the terms based on the enumeration of the brackets. For the first

bracketed term using the monotonicity of G we have

∫

Rd×Rd

Gh −G0

h
δhm(T )dxd3 =

11



∫

Rd×Rd

∫ 1

0

G′(m0(T ) + s(mh − m0)(T ))ds|δhm|2(T )dxd3 ≥ c0

∫

Rd×Rd

|δhm|2(T )dxd3,

while for the second term again using the monotonicity of F

∫ T

0

∫

Rd×Rd

δhm
Fh − F0

h
dxd3dt =

∫ T

0

∫

Rd×Rd

|δhm|2(t)

∫ 1

0

F′(m0(t)+ s(mh−m0)(t))dsdxd3dt

≥ c0

∫ T

0

∫

Rd×Rd

|δhm|2(t)dxd3dt.

We may rewrite the third term as in the proof of uniqueness to see that it is non-negative by

the convexity of H, indeed it can be written as

∫ T

0

∫

Rd×Rd

mh

h2

[

H(D3u) − H(D3u
h) − Hp(D3u

h)D3(u − uh)
]

+
m

h2

[

H(D3u
h) − H(D3u) − Hp(D3u)D3(u

h − u)
]

dxd3dt ≥ 0.

Continuing, for the right hand side we estimate as follows

δx,hF =

∫ 1

0

∂xi
F(t, x + shei, 3,m(t, x + hei, 3))hds,

hence,

‖δx,hF‖2 ≤ C‖m‖2,

and similarly for δx,hG. Thus,

−
∫ T

0

∫

Rd×Rd

δx,hFδhmdxd3dt +

∫

Rd×Rd

δhm0δ
hu(0)dxd3 −

∫

Rd×Rd

δx,hGδmh(T )dxd3

≤ c0

2

∫ T

0

∫

Rd×Rd

|δmh|2dxd3dt +
c0

2
‖δmh(T )‖2 +C sup

t∈[0,T ]

‖m(t)‖22 + ‖δhm0‖2‖δhu(0)‖2.

Gathering everything together we obtain

(2.6) ‖δhm(T )‖22 + ‖δhm‖22 ≤ C‖δhm0‖2‖δhu(0)‖2.

We now turn to (2.4). Test, against δhu to obtain

sup
t∈[0,T ]

‖δhu(t)‖2 + ‖D3δhu‖2 ≤ C(‖δhm(T )‖2 + ‖δhm‖2)

and using this estimate in (2.6) provides

‖δhm(T )‖2 + ‖δhm‖2 ≤ C = C(inf F′, inf G′, T,LipH ,LipF ,LipG, ‖Dxm0‖2).

Testing against δhm in (2.5) yields

sup
t∈[0,T ]

‖δhm(t)‖2 + ‖D3δhm‖2 ≤ C(‖δhm0‖2 + ‖D3δhu‖2) ≤ C.

Since the bounds are independent of h, we have shown that

sup
t∈[0,T ]

‖Dxm(t)‖2 + sup
t∈[0,T ]

‖Dxu(t)‖2 + ‖D3Dxu‖2 + ‖D3Dxm‖2 ≤ C.
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Now, using these bounds, we repeat the process for the derivatives with respect to 3. We use

completely symmetric notation as in the above case, for example δh
3
u :=

u(t,x,3+hei)−u(t,x,3)

h
. The

equations satisfied by δh
3
u, δh
3
m are similar with the exception of the 3 · Dx term. They read















−∂tδ
h
3
u − ∆3δh

3
u + e3,iDxuh + 3 · Dxδ

h
3
u + Hh−H0

h
= Fh−F0

h
+ δ3,hF,

uh(T ) = Gh−G0

h
+ δ3,hG

and















∂tδ
h
3
m − ∆3δh

3
m − e3,iDxmh − 3 · Dxδ

h
3
m − div3(m

h Hh
p−H0

p

h
+ δhmH0

p) = 0,

δh
3
m0 = δh

3
m0.

The argument is completely symmetrical with the only difference being the presence of

Dxuh,Dxm
h. However, these terms are bounded from the previous case. We thus obtain

bounds of the form

sup
t∈[0,T ]

‖D3m(t)‖2 + sup
t∈[0,T ]

‖D3u(t)‖2 + ‖D2
3,3u‖2 + ‖D2

3,3m‖2 ≤ C.

3. Quadratic Hamiltonian. In this section we will show existence and uniqueness for

renormalized solutions to the MFG system. All the ideas and proofs in this section are entirely

motivated or even parallel to the original work in [27].

To motivate some of the technical steps we outline the strategy. The plan is to approxi-

mate a given Hamiltonian H with quadratic growth by a sequence of Lipschitz Hamiltonians

Hǫ(see bellow for definition), for which we have shown the existence of solutions (uǫ ,mǫ)

in the previous section and show that these solutions converge to a renormalized solution. A

crucial structural estimate, as pointed out in [27], is that sup
ǫ

‖mǫ |Hǫ
p(D3u

ǫ)|2‖1 < ∞, which

is shown in Proposition 2.5. This estimate, along with L2−bounds on D3u
ǫ , allows us to

conclude the convergence (up to a subsequence) to a renormalized solution of {mǫ }ǫ . The

bounds for the HJ equation are straightforward and mostly follow the classical techniques of

the non-degenerate case, with the exception of the L1−compactness for the uǫ which is due to

Theorem 3.12 in [14] and the technical Lemma in the Appendix.

In the rest of the paper we consider a fixed Hamiltonian H that satisfies [H2]. Further-

more, following [27], we consider the following Lipschitz approximations

(3.1) Hǫ (p) :=
H(p)

1 + ǫH
1
2 (p)

for ǫ > 0.

The following are shown in [27]

Proposition 3.1. The functions Hǫ are Lipschitz in p and satisfy

Hǫ
p · p − Hǫ(p) ≥ cHǫ(p), |Hǫ

p|2 ≤ CHǫ ,

for some constants c > 0,C > 0 independent of ǫ.

3.1. Analysis of Degenerate Fokker-Planck equation. In this subsection, we study the

following Fokker-Planck equation

(3.2)















∂tm − ∆3m − 3 · Dxm − div3(mb) = 0 in (0, T ) × Rd × Rd,

m(0, x, 3) = m0(x, 3) in Rd × Rd,

Our approach is a parallel of the techniques from [3] in the Hypoelliptic case.
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Definition 3.2. We say that m is a weak solution of (3.2), if m ∈ L1∩L∞([0, T ]×Rd×Rd),

with D3m ∈ L2([0, T ] × Rd × Rd), m0 satisfies [M1], m|b|2 ∈ L1([0, T ] × Rd × Rd), and (3.2)

is satisfied in the distributional sense.

Lemma 3.3. Let (m, b,m0) be a weak solution of (3.2) according to definition 3.2. Then,

there exists a constant C = C(d, T, ‖m|b|2‖1, ‖(1 + |x|2 + |3|2)m0‖1), such that for all t ∈ [0, T ]

∫

Rd×Rd

(|x|2 + |3|2 + 1)m(t, x, 3)dxd3 ≤ C.

Proof. Formally the result follows immediately by testing against (|x|2+|3|2) and applying

standard methods. However, this needs to be justified given that (|x|2+|3|2) is unbounded. This

requires some technical steps which we present in detail, hence the lengthy computations.

First assume that b,m0 are smooth and compactly supported. For R > 0 consider a bump

function ψR : Rd × Rd → [0, 1], such that ψR

∣

∣

∣

∣

B(0,R)
≡ 1 and spt(ψR) ⊂ B(0,R + 1). Fix a

t0 ∈ [0, T ] and let φR : [0, t0] × Rd × Rd → R be the smooth solution of the adjoint equation

(see for example E. Priola [29], Theorem 5.3)

(3.3)















−∂tφR − ∆3φR + 3 · DxφR + b · D3φR = 0 on [0, t0) × Rd × Rd,

φR(t0, x, 3) = (|x|2 + |3|2)ψR(x, 3) on Rd × Rd .

A priori, φR is bounded by a constant depending only on R, b, T . We claim that there exists a

constant C > 0 independent of R > 0, such that

φR(t, x, 3) ≤ C(1 + |x|2 + |3|2) for all (t, x, 3) ∈ [0, t0] × Rd × Rd.

Indeed, for A, B > 0 large enough to be determined later, let w(t, x, 3) = Ce−At(1+ |x|2+ |3|2)−
B(t − t0), which satisfies

−∂tw − ∆3w + 3 · Dxw + b · D3w = Ce−At(A(1 + |x|2 + |3|2) − 2d + 23 · x + b · 3) + B

≥ (B − 2dCe−At − ‖b‖2∞) +Ce−At(A − 3

2
)(|x|2 + |3|2) ≥ 1,

if A, B > 0 are large enough. In particular let A = 2 and for any choice of C > 0 we set

B = 1 + 2dCe−2t − ‖b‖2∞, so that the above inequality is satisfied. Furthermore, at t = t0 we

have that

w(t0, x, 3) = Ce−2t0 (|x|2 + |3|2) ≥ (|x|2 + |3|2)ψR(x, 3) = φR(t0, x, 3) for all (x, 3) ∈ Rd × Rd,

if say C > e2t0 , in particular however C can be chosen independent of R > 0. Finally, for each

R > 0 fixed, the function

E(t, x, 3) = w − φR

is coercive in (x, 3), that is for each fixed t ∈ [0, t0],

lim
|(x,3)|→∞

E(t, x, 3) = ∞.

Thus by classical arguments we find that the minimum of E is achieved at t = t0, which shows

the claim. To conclude the proof of the Lemma, we test against φR in equation (3.2), which

yields
∫

Rd×Rd

m(t0)(|x|2 + |3|2)ψR(x, 3)dxd3 =

∫

Rd×Rd

φR(0, x, 3)m0(x, 3)dxd3

14



≤ C

∫

Rd×Rd

m0(|x|2 + |3|2 + 1)dxd3 = C‖m0(1 + |x|2 + |3|2)‖1.

With the above bounds we may now test equation (3.2) against (1 + |x|2 + |y|2), which yields

∂t

∫

Rd×Rd

(1 + |x|2 + |3|2)m(t)dxd3 =

∫

Rd×Rd

2dm(t) − 2x · 3m(t) + 2m(t)3 · bdxd3

≤ 2dm(t)+

∫

(1+|x|2+|3|2)m(t)+m|3|2+m|b|2dxd3 ≤ (2d+2)

∫

Rd×Rd

(1+|x|2+|3|2)m(t)dxd3+‖m|b|2‖1,

and so by Grönwall we obtain that for some constant C = C(d, T, ‖m|b|2‖1, ‖(1 + |x|2 +
|3|2)m0‖1) > 0

‖(|x|2 + |3|2 + 1)m0‖1 ≤ C.

The general case follows by approximation with smooth data.

In the following Proposition we will need the following estimate, which may be found in in

Folland [17].

Proposition 3.4. [[17], Theorem 5.14] Let Γ denote the fundamental solution of the op-

erator ∂t − ∆3 − 3 · Dx in the space Rd × Rd. Assume that p, q ∈ (1,∞) are such that

1

p
=

1

q
− 1

Q + 2
,

where Q = d + 2. For a function f ∈ Lq we define

g(t, x, 3) :=

∫ T

0

∫

Rd×Rd

D3Γ(t − s, x, 3, y,w) f (s,w, y)dydwds.

Then, there exists a constant C = C(p, q, d) such that

‖g‖p ≤ C‖ f ‖q.

Proposition 3.5. Let (m, b,m0) be a weak solution of (3.2), according to definition 3.2.

Then, there exists a dimensional constant C = C(d) > 0 and a constant C0 = C0(m0) > 0,

such that

‖m|b|2‖ d+4
d+3
+ ‖m‖ d+4

d+2
≤ C‖m|b|2‖1 +C0.

Proof. Let Γ denote the fundamental solution of the operator ∂t − ∆3 − 3 · Dx. From the

equation satisfied by m we obtain

m(x, 3, t) = −
∫ t

0

∫

Rd×Rd

D3Γ(t − s, x, 3, y,w)mb(s,w, y)dydwds+C(m0)(t, x, 3)

where

C(m0)(t, x, 3) =

∫

Rd×Rd

Γ(t, x, 3, y,w)m0(y,w)dydw.

From Proposition (3.4) above, we have that

‖m‖p ≤ C‖mb‖q

where
1

p
=

1

q
− 1

Q + 2
,
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and Q = d + 2. Moreover, by Hölder

∫ T

0

∫

Rd×Rd

|m|q|b|qdxd3dt

≤
(

∫ T

0

∫

Rd×Rd

|m|
q

2−q dxd3dt
)

2−q

2
(

∫ T

0

∫

Rd×Rd

m|b|2dxd3
)

q

2
= C‖m‖

q

2
q

2−q

.

Hence, we can have a gain of integrability if we require that

p =
q

2 − q
⇐⇒ 2 − q

q
=

1

q
− 1

Q + 2
⇐⇒ 1

q
− 1 = − 1

Q + 2
⇐⇒ 1

q
=

Q + 1

Q + 2
,

therefore

q =
Q + 2

Q + 1
and p =

Q + 2

2Q + 2 − Q − 2
=

Q + 2

Q
.

Proposition 3.6. Let (m, b,m0) be a weak solution of (3.2) according to Definition 3.2,

with b ∈ L2([0, T ]×Rd×Rd;Rd). Then, there exists a constant C(‖m0 log(m0)‖1, ‖m|b|2‖1) > 0

such that

sup
t∈[0,T ]

‖m(t) log(m(t))‖1 + ‖D3(
√

m)‖2 ≤ C.

Proof. For δ > 0, define w(x) = log(x + δ) and W(x) = (x + δ) log(x + δ) − δ log(δ). Test

against w(m) in (3.2) (m ∈ L∞ ∩ L1 and so w(m) ∈ L∞,W(m) ∈ L1) to obtain that for each

t ∈ [0, T ]

∫

Rd×Rd

W(m(t))dxd3 +

∫ t

0

∫

Rd×Rd

|D3m|2
(m + δ)

dxd3ds = −
∫ t

0

∫

Rd×Rd

m

m + δ
D3m · bdxd3dt

+

∫

Rd×Rd

W(m0)dxd3

≤ 1

2

∫ T

0

∫

Rd×Rd

|D3m|2
(m + δ)

dxd3dt +
1

2
‖m|b|2‖1 +

∫

Rd×Rd

W(m0)dxd3.

Letting δ→ 0 yields

∫

m(t) log(m(t))dxd3 +

∫ T

0

∫

Rd×Rd

|D3m|2
m

dx3ds ≤ C(‖m|b|2‖1 + ‖m0 log(m0)‖1)

where C > 0 is a universal constant. It remains to show that m(t) log(m(t) ∈ L1. This is shown

for example in [14], under the conditions

1. ‖m(t)(1 + |x|2 + |3|2)‖1 < ∞
2.
∫

Rd×Rd m(t) log(m(t)) < ∞.
Condition 1 follows from Lemma 3.3, while condition 2 is shown above.

We now proceed with gradient estimates for the measure.

Theorem 3.7. Let (m, b,m0) be a weak solution of (3.2) according to Definition 3.2.

Then, there exist s ∈ (0, 1) and q ∈ (1,∞), such that

‖Dsm‖q ≤ C,

where C depends only on m0, d, T, ‖m|b|2‖1 and in particular not on ‖D3m‖2.
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Proof. The constant C > 0 that appears in this proof is subject to change from line to line

and depends only on m0, d, T . The technique that follows is the same as in [3]. In the original

equation (3.2) we test against φ(m) for φ(s) = s for s ∈ [0, 1] and φ(s) = 1, s ≥ 1, φ(s) =

0, s ≤ 0. This yields

∫

Rd×Rd

Φ(m(t))dxd3 +

∫ T

0

∫

Rd×Rd

φ′(m)|D3m|2 =

−
∫ T

0

∫

Rd×Rd

φ′(m)D3mHpmdxd3dt +

∫

Rd×Rd

Φ(m0)dxd3

≤ 1

2

∫ T

0

∫

Rd×Rd

φ′(m)|D3m|2dxd3 +

∫

|m|≤1

|m|2|b|2dxd3 +C(m0).

Since |m|2 ≤ |m| on |m| ≤ 1, we obtain

∫

{|m|≤1}
|D3m|2dxd3 ≤ C.

For k ∈ N we define φk by

(3.4) φk(s) :=



























0, s ≤ k − 1,

s − (k − 1), s ≤ k,

1, s ≥ 1,

and Φk(t) :=
∫ T

0
φk(s)ds. Testing against φk(m) in the equation yields

∫ T

0

∫

Rd×Rd

Φk(m(T )) +

∫ T

0

∫

Rd×Rd

φ′k(m)|D3m|2dxd3dt

= −
∫ T

0

∫

Rd×Rd

φ′kD3mbmdxd3dt +

∫

Rd×Rd

Φk(m0)dxd3.

(3.5)

Additionally
∫

Rd×Rd

Φk(m0)dxd3 ≤ ‖m0‖2 + ‖m0‖1 ≤ C

and

0 ≤
∫ T

0

∫

Rd×Rd

Φk(m(T )).

For Ak := {k − 1 ≤ |m| ≤ k}, k ∈ N, equation (3.5) yields

∫

Ak

|D3m|2dxd3dt ≤ 1

2k

∫

Ak

m|D3m|2dxd3 + Ck

∫

Ak

m|b|2dxd3 +C, for all k ∈ N.

Moreover,
∫

Ak

m|D3m|2dxd3dt ≤ k

∫

Ak

|D3m|2dxd3dt

hence, by summing for k = 2, · · · , for λ > 1, we obtain

∫

|m|≥1

|D3m|2

(1 + m)λ
dxd3dt ≤

∞
∑

k=1

k

(1 + k)λ

∫

Ak

m|b|2dxd3dt +
C

kλ
< ∞.
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Thus,
∫

m>1

|D3m|qdxd3 ≤
[

∫

m>1

|D3m|2
(1 + m)λ

]q/2[
∫

m>1

(1 + m)
λq

2−q dxd3
]

2−q

2
.

Next, using that

(a + b)λ ≤ 2λ max{aλ, bλ} ≤ C(aλ + bλ)

and

|{|m| > 1}| ≤ ‖m‖1 = 1,

we obtain
∫

|m|>1

(1 + m)
λq

2−q dxd3 ≤ C
(

|{m > 1}|
λq

2−q +

∫

Rd×Rd

|m|
λq

2−q dxd3
)

≤ C(1 +

∫

Rd×Rd

|m|
λq

2−q dxd3).

Hence,

(3.6)

∫

m>1

|D3m|qdxd3 ≤
[

∫

m>1

|D3m|2
(1 + m)λ

]q/2(

1 +

∫

Rd×Rd

|m|
λq

2−q dxd3
)

2−q

2
.

Integrate in time inequality (3.6), and apply Hölders inequality for 2
q
, 2

2−q
, to obtain for some

C = C(T, λ, q, ‖ D3m

(1+m)
λ
2

1m≤1‖2) > 0

∫

m>1

‖D3m(t)‖qqdxd3dt ≤
(

∫

m>1

|D3m|2

(1 + m)λ
dxd3dt

)

q

2
(

1 +

∫ T

0

‖m(t)‖
λq

2−q

λq

2−q
dt

dt
)

2−q

q

≤ C(1 +
(

∫ T

0

‖m(t)‖
λq

2−q

λq

2−q

dt
)

2−q

2
)

The Fractional Gagliardo-Niremberg inequality gives us

‖m(t)‖σ ≤ C‖Dsm‖θq‖m(t)‖1−θρ ,

where

(3.7)
1

σ
= θ(

1

q
− s

n
) +

1 − θ
ρ

,

and C = C(s, q, n, θ, ρ) > 0, we refer for example to [6]. We can easily obtain the following

time dependent version,

∫ T

0

‖m(t)‖σσdt ≤ C sup
t

‖m(t)‖σ(1−θ)
1

∫ T

0

‖Dsm‖θσq dt ≤ C

∫ T

0

‖Dsm‖θσq dt.

Set

θ =
q

σ
, ρ = 1, σ =

λq

2 − q
,

which implies that
1

σ
=

q

σ
(
1

q
− s

n
) + 1 − q

σ
=

1

σ
− qs

σn
+ 1 − q

σ

thus,
qs

σn
= 1 − q

σ
=⇒ σ =

qs

n
+ q =⇒ σ = q(

s

n
+ 1)

and so

q(
s

n
+ 1) =

λq

2 − q
=⇒ λ = (2 − q)(1 +

s

n
)
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which is a valid choice as long as

(2 − q)(1 +
s

n
) > 1 =⇒ q < 2 − n

n + s

thus our restrictions on q is that

1 < q < 2 − n

n + s
.

Continuing with the above analysis for the above choices of parameters we obtain

∫

m>1

‖D3m(t)‖qqdxd3dt ≤ C(1 +
(

∫ T

0

‖m(t)‖σσdt
)

2−q

2
) ≤ C

(

1 +

∫ T

0

‖Dsm‖qqdt
)

2−q

2
.

Therefore for some α ∈ (0, 1)

‖D3m‖q ≤ C(‖D3m1m≤1‖q + ‖D3m1m>1‖q)

≤ C(1 + ‖D3m‖α1‖D3m1m≤1‖1−α2 + ‖Dsm‖
2−q

2
q ),

and by using the estimate from Proposition 3.6, we obtain

‖D3m‖1 = ‖
√

mD3
√

m‖1 ≤ ‖D3
√

m‖2,

therefore

‖D3m‖q ≤ C(1 + ‖Dsm‖
2−q

2
q ).

By Theorem 4.8, we have that

‖Ds
xm‖q ≤ C(1 + ‖D3m‖q + ‖m|b|2‖q + ‖m‖q)

≤ C(1 + ‖Dsm‖
2−q

2
q )

Thus by choosing q so that ‖m|b|2‖q + ‖m‖q ≤ C from Proposition 3.5, the result follows.

Theorem 3.8. Let {(mn, bn,m0)}n∈N be a sequence of weak solutions to (3.2) according to

definition 3.2, such that

sup
n∈N

(

‖mn|bn|2‖1 + ‖bn‖2
)

< ∞.

Then, the set {mn}n∈N is compact in L1([0, T ] × Rd × Rd).

Proof. From Proposition 3.7, we have that

‖mn‖r + ‖Dsmn‖q ≤ C for all n ∈ N and some r > 1, s ∈ (0, 1).

The result about the compactness in L1([0, T ] × L1(Rd × Rd)) now follows by the results in

[30], with a slight modification due to the unbounded domain. We sketch the argument. For

R > 0, let φR(x, 3) := ψR(x)ψR(3), where ψR are standard non-negative cutoff functions with

support in B(0,R) ⊂ Rd. The, equation satisfied by mR := mφR, reads

∂tm
R − ∆3mR − 3 · DxmR − div3(m

Rb) = D3φ
Rmb − m∆3(φ

R) − 2D3φ
RD3m − m3 · Dxφ

R.

Next for 1
p
+ 1

q
= 1, we set X := W s,q(BRd×Rd (0,R)), B := Lq(BRd×Rd (0,R)) and Y :=

W−1,p(BRd×Rd (0,R)). Space X embeds compactly in B and B embeds continuously in Y.

Since mR
n are bounded in Lq(0, T, X) and ∂tm

R
n is bounded in Lq(0, T, Y) ⊂ L1((0, T ), Y).

Therefore from Corollary 4 in [30], for each fixed R > 0 the sequence mR
n is compact in

Lq(0, T, B) = Lq(0, T, BRd×Rd (0,R)) ⊂ L1(0, T, BRd×Rd (0,R)). Combining the above with the

estimate sup
n,t

∫

B(0,R)c mn(t, x, 3)dxd3 → 0 as R → ∞, from Lemma 3.3, yields the strong con-

vergence in L1([0, T ] × Rd × Rd).
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Proposition 3.9. Let {(mn, bn,m0)}n∈N be a sequence of weak solutions to (3.2) according

to definition 3.2, such that

sup
n∈N

(

‖mn|bn|2‖1 + ‖bn‖2
)

< ∞

and

bn → b almost everywhere, for some b ∈ L2([0, T ] × Rd × Rd).

Then, there exists a m ∈ L1([0, T ]×Rd×Rd), such that up a subsequence mn → m,mnbn → mb

in L1([0, T ] × Rd × Rd). Furthermore, the set {mn}n∈N is compact in C([0, T ];P1(Rd × Rd)).

Finally, m is a distributional solution of (3.2).

Proof. From Theorem 3.8, there exists an m ∈ L1([0, T ]×Rd×Rd) and a subsequence(still

denoted by {mn}n∈N) such that ‖mn − m‖1 → 0. Furthermore, from Lemma 3.3 we have that

lim sup
R→∞

sup
n∈N

∫ T

0

∫

Bc
R

|mn||bn|dxd3

≤ lim sup
R→∞

sup
n∈N

(

∫ T

0

∫

Bc
R

|mn|dxd3dt
)

1
2
(

∫ T

0

∫

|mn||bn|2dxd3dt
)

1
2
= 0.

The above combined with Proposition 3.5 yields that the sequence {mnbn}n∈N is uniformly

integrable, which together with the almost everywhere convergence gives us that the limit m

is in fact a distributional solution of (3.2).

Next, we show the claim about the compactness in C([0, T ];P1(Rd × Rd)). From Lemma 3.3

the set {mn(t)}n∈N is compact in P1(Rd ×Rd) for each t ∈ [0, T ]. The result about compactness

in C([0, T ];P1(Rd × Rd)), will follow once we obtain Hölder time continuity. However this

follows by typical arguments such as the one found in the notes of Cardaliaguet [9].

Theorem 3.10. Let {(mn, bn,m0)}n∈N be a sequence of weak solutions to (3.2) accord-

ing to definition 3.2. Assume furthermore that sup
n

‖bn‖2 < ∞, and that the assumptions of

Proposition 3.9 are satisfied. Then, the limit m provided by Proposition 3.9 is a renormalized

solution according to Definition 1.2.

Proof. Let S : R → R, such that S ∈ W1,∞(R) and that S ′ has compact support. Then,

for each n ∈ N we have

(3.8)

∂tS (mn)−∆3S (mn)−3 ·DxS (mn)−div3(S
′(mn)mnbn)+S ′′(mn)D3m

nmnbn+S ′′(mn)|D3mn|2 = 0.

Since {mn|bn|2}n∈N is uniformly bounded in L1([0, T ] × Rd × Rd), we obtain that

lim
k→∞

sup
n∈N

1

k

∫

k<mn<2k

|D3mn|2dxd3ds = 0,

just as in Theorem 6.1 of [27]. It remains to show that for a fixed k ∈ N, we have the following

convergence D3(m
n ∧ k) → D3(m ∧ k) strongly in L2. To show the strong convergence of the

truncations, it is enough to show that

‖D3 log(1 + mn) − D3 log(1 + m)‖L2([0,T ]×Rd×Rd) → 0.

The argument that follows is entirely due to DiPerna-Lions in [14]. We only present some of

the main estimates since we have a slightly different setup. We look at gn = log(1 + mn) and

the corresponding equation they satisfy. From Proposition 3.6 we have that sup
n∈N
‖D3gn‖2 < ∞

and so without loss of generality we may assume that D3g
n converges weakly in L2 to D3g,
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where g = log(1+m). Therefore, there exists a non-negative bounded measure µ (in the sense

that
∫ T

0

∫

Rd×Rd dµ < ∞) on (0, T ) × Rd × Rd such that

|D3gn|2 → |D3g|2 + µ

in the distributional sense. It remains to show that µ is identically zero. First, for each n ∈ N
we let β = log(1 + t) and gn = β(mn). The functions gn satisfy

∂tg
n − ∆3gn − 3 · Dxgn − div3(

mn

1 + mn
bn) = |D3gn|2 + mn

1 + mn
bnD3g

n

gn(0) = log(1 + m0).

Again, just as in [14], we set Φn
s,R

(t) = exp(st ∧ R) and Ψn
s,R

(t) :=
∫ T

0
Φn

s,R
(θ)dθ, for some

0 < s < 1. Test the equation against Φn
s,R

(gn)φ, where φ ∈ Cc((0, T )), which yields

−
∫ T

0

∫

Rd×Rd

Ψn
s,R(gn)φ′(t)dxd3dt

+

∫ T

0

∫

Rd×Rd

sφ|D3gn|21gn≤RΦ
n
s,R(gn) + sΦn

s,R(gn)1gn≤RD3g
n mn

1 + mn
bndxd3dt

=

∫ T

0

∫

Rd×Rd

Φn
s,R(gn)φ|D3gn|2 + φΦn

s,R(gn)
mn

1 + mn
bnD3g

n,

or equivalently

−
∫ T

0

∫

Rd×Rd

Ψn
s,R(gn)φ′(t)dxd3dt =

∫ T

0

∫

Rd×Rd

φΦn
s,R(gn)

[(

|D3gn|2 − s|D3gn|21gn≤R

)

+
mn · bn

1 + mn

(

D3g
n − sD3g

n1gn≤R

)]

dxd3dt

(3.9)

= (I) + (II).

Now we bound each term,

|(I)| ≤ ‖φ‖∞
∫ T

0

∫

Rd×Rd

(1 − s)

∫ T

0

∫

Rd×Rd

|D3gn|2Φn
s,R(gn)dxd3dt

+ exp(sR)

∫ T

0

∫

Rd×Rd

Φn
s,R(gn)|D3gn|21gn>R.

Using the fact that

|Φn
s,R(gn)| ≤ (1 + mn)s,

we obtain

|D3gn|2Φn
s,R(gn) ≤ |D3mn|2

(1 + mn)2−s
≤ |D3m

n|2
mn

.

Furthermore,

Φn
s,R(gn)|D3gn|21gn>R ≤ exp(sR) exp(−R)

|D3mn|2
mn

,

where in the last inequality we used that

Φs,R(t) = exp(sR) for t > R, and
1

1 + mn
1gn>R ≤ exp(−R).
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Thus, from Proposition 3.6, for some C = C(‖m0‖1, ‖m0 log(m0)‖1, ‖ log(1+m0)‖1, sup
n

(‖bn‖2+

‖mn|bn|2‖1)) we have the bound

|(I)| ≤
(

(1 − s)‖φ‖∞

+ exp(−(1 − s)R)
)

∫ T

0

∫

Rd×Rd

|D3mn|2
mn

dxd3dt ≤ C
(

(1 − s)‖φ‖∞ + exp(−(1 − s)R)
)

,

where in the last inequality is due to Proposition 3.6. For the second term we work as follows

|(II)| ≤ (1 − s)

∫ T

0

∫

Rd×Rd

Φs,R(gn)
|mn||bn|

(1 + mn)
|D3gn|dxd3dt

+

∫ T

0

∫

Rd×Rd

Φs,R(gn)
|mn||bn|

(1 + mn)
|D3gn|1mn>Rdxd3dt.

For the first term above we use

Φs,R(gn)
|mn||bn|

(1 + mn)
|D3gn| ≤ |mn||bn|

(1 + mn)2−s
|D3mn| ≤ mn|bn|2 + |D3m

n|2

mn
,

while for the second integral

Φs,R(gn)
|mn||bn|

(1 + mn)
|D3gn|1gn>R ≤ exp(−(1 − s)R)

(

mn|bn|2 + |D3m
n|2

mn

)

,

hence

|(II)| ≤ C
(

(1 − s) + exp(−(1 − s)R)
)

.

Thus passing to the limit in (3.9), we obtain

(3.10)
∣

∣

∣

∣

∫ T

0

∫

Rd×Rd

φ′(t)Ψs,R(g)dxd3dt
∣

∣

∣

∣

≤ C(1 + ‖φ‖∞)
(

(1 − s) + e−(1−s)R
)

.

Now that we have obtained these bounds we obtain the result just as in [14], section III.

The only difference in the proof is the divergence term, which however causes no technical

difficulties. We provide the details next. For ǫ > 0 let ρǫ be a standard sequence of mollifiers.

The equation satisfied by gǫ := ρǫ ⋆ g where g solves

∂tg − ∆3g − 3 · Dxg − div3(
m

1 + m
b) = |D3g|2 + µ +

m

1 + m
bD3g

reads

(3.11) ∂tg
ǫ−∆3gǫ−3·Dxgǫ−div3(ρǫ⋆(

m

1 + m
b)) = ρǫ⋆|D3g|2+ρǫ⋆(

m

1 + m
bD3g)+ρǫ⋆µ+rǫ .

Testing against φΦs,R(gǫ) in (3.11) yields,

−
∫ T

0

∫

Rd×Rd

φ′(t)Ψs,R(gǫ)dxd3dt

≥
∫ T

0

∫

Rd×Rd

φ(t)
[

− |D3gǫ |2Φ′s,R(gǫ) + Φ′s,R(gǫ)D3g
ǫρǫ ⋆ (

m

1 + m
b) + ρǫ ⋆ |D3g|2Φs,R(gǫ)+

ρǫ ⋆ (
m

1 + m
bD3g)Φs,R(gǫ)

]

φ(t)Φs,R(gǫ)ρǫ ⋆ µdxd3dt − ‖rǫ‖1‖φ‖∞‖Φs,R(gǫ)‖∞.
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We let ǫ → 0 and using that Φs,R ≥ 1 obtain

−
∫ T

0

∫

Rd×Rd

φ′(t)Ψs,R(g)dxd3dt

≥
∫ T

0

∫

Rd×Rd

φ(t)
[

|D3g|2Φs,R(g) − |D3g|2Φ′s,R(g)
]

+φ(t)
[ m

1 + m
bD3gΦs,R(g) − Φ′s,R(g)D3g

m

m + 1
b
]

dxd3 +

∫ T

0

∫

Rd×Rd

φ(t)dµ

≥
∫ T

0

∫

Rd×Rd

(1 − s)φ(t)|D3g|2(g)1g≤R + φ(t)|D3g|21g>R

+

∫ T

0

∫

Rd×Rd

(1 − s)φ(t)
m

m + 1
bD3gΦs,R(g)1g≤R + φ(t)

m

m + 1
bD3gΦs,R(g)1g>R,

where in the last equality we used that Φs,R ≥ 1. Next we bound the terms in the RHS

∣

∣

∣

∣

∫ T

0

∫

Rd×Rd

(1 − s)φ(t)|D3g|2(g)1g≤R + φ(t)|D3g|21g>R

∣

∣

∣

∣

≤ (1 − s)C‖φ‖∞‖D3
√

m‖2 + ‖φ‖∞e−R‖D3
√

m‖2,

while for the rest of the terms

∣

∣

∣

∣

∫ T

0

∫

Rd×Rd

(1 − s)φ(t)
m

m + 1
bD3gΦs,R(g)1g≤R + φ(t)

m

m + 1
bD3gΦs,R(g)1g>R

∣

∣

∣

∣

≤ (1 − s)‖φ‖∞
(

‖m|b|2‖1 + ‖D3
√

m‖2
)

+ ‖φ‖∞e−R(1−s)
(

‖m|b|2‖1 + ‖D3
√

m‖2
)

.

Hence combining the estimates above with estimate (3.10), we obtain

∫

φdµ ≤ C((1 − s) + e−R(1−s))

letting R → ∞ and then s ↑ 1 yields
∫

φdµ ≤ 0, for all φ ≥ 0 and since µ ≥ 0 it follows that

µ ≡ 0. Finally, we show that m ∈ C([0, T ]; L1(Rd × Rd)). Let ρn be a standard sequence of

mollifiers (see section 1 for definition) and mn := ρn ⋆ m. The functions mn satisfy

(3.12) ∂tmn − ∆3mn − 3 · Dxmn − div3(ρn ⋆ (mb)) = rn, mn(0) = ρn ⋆ m0,

where rn = Kn ⋆ m and Kn is given by

Kn := n2d 3

n
Dxρ(

x

n
,
3

n
),

and so rn → 0 strongly in L1([0, T ] × Rd × Rd). From Lemma A.1 in [12], we have that

mn ∈ C([0, T ]; L2(Rd × Rd)). For any S ∈ C∞c (R), the function S (mn) satisfies



























∂tS (mn) − ∆3S (mn) − 3 · DxS (mn) − div3(S
′(mn)ρn ⋆ (mb)) = −S ′′(mn)|D3mn|2

−S ′′(mn)D3mnρn ⋆ (mb) + S ′(mn)rn,

S (mn)(0) = S (ρn ⋆ m0). 23



For n, k ∈ N, we test against S (mn)− S (mk) in the equation satisfied by their difference which

yields for all t ∈ [0, T ]

∫

Rd×Rd

|S (mn) − S (mk)|2(t)dxd3 +

∫ t

0

∫

Rd×Rd

|D3(S (mn) − S (mk))|2dxd3dt

= −
∫ t

0

∫

Rd×Rd

D3(S (mn) − S (mk))
(

S ′(mn)ρn ⋆ (mb) − S ′(mk)ρk ⋆ (mb)
)

dxd3dt

1

−
∫ t

0

∫

Rd×Rd

(

S (mn) − S (mk)
)(

S ′′(mn)|D3mn|2 − S ′′(mk)|D3mk |2
)

dxd3dt

2

−
∫ t

0

∫

Rd×Rd

(

S (mn) − S (mk)
)(

S ′′(mn)D3mnρn ⋆ (mb) + S ′(mn)rn − S ′′(mk)D3mkρk ⋆ (mb)

3

+S ′(mk)rk

)

dxd3dt
3

+

∫

Rd×Rd

|S (mn) − S (mk)|2(0)dxd3

4

.

As noted in [27] (Remark 3.9) we have that

(3.13) |ρn ⋆ (mb)|2 ≤ [ρn ⋆ (m|b|2)]mn.

For the first boxed term the following hold

D3(S (mn))→ D3S (m) strongly in L2([0, T ] × Rd × Rd) as n→ ∞,

while from (3.13), we obtain

|S ′(mn)ρn ⋆ (mb)|2 ≤ (S ′(mn))2mn[ρn ⋆ (m|b|2)] ≤ CS [ρn ⋆ (m|b|2)],

where CS := ‖(S ′(x))2x‖∞. Since [ρn ⋆ (m|b|2)] → m|b|2 strongly in L1([0, T ] × Rd × Rd) by

Dominated Convergence Theorem we obtain

S ′(mn)ρn ⋆ (mb)→ S ′(m)mb strongly in L2([0, T ] × Rd × Rd),

therefore the first term can be bounded by a function ω(n, k) such that lim
n,k

ω(n, k) = 0 inde-

pendently of t. For the second term we note that

S ′′(mn)|D3mn|2 → S ′′(m)|D3m|2 strongly in L1([0, T ] × Rd × Rd),

while S (mn)→ S (m) strongly in L1([0, T ]×Rd ×Rd) with sup
n

‖S (mn)‖∞ < ∞ therefore it can

also be bounded like the first term. For the third term, from (3.13) we have

|S ′′(mn)D3mnρn ⋆ (mb)| ≤ 1

2
|S ′′(mn)||D3mn|2 + |S ′′(mn)mn|[ρn ⋆ (m|b|2)]

and since the right hand side of the above inequality converges strongly in L1 by Dominated

Convergence we obtain that

S ′′(mn)D3mnρn ⋆ (mb)→ S ′′(m)D3m · mb strongly in L1([0, T ] × Rd × Rd),
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while S ′(mn)rn converges strongly to 0 in L1([0, T ] × Rd × Rd) just as in step 3, section III

of [14]. Finally the fourth term clearly vanishes as n, k → ∞. Thus taking the sup over t we

obtain

lim
t,n,k

∫

Rd×Rd

|S (mn) − S (mk)|2(t)dxd3 = 0.

The above show that S (m) ∈ C([0, T ]; L2(Rd × Rd)) for all S ∈ C∞c (Rd × Rd) and so Tk(m) ∈
C([0, T ]; L2(Rd × Rd)) for all k ∈ N where Tk is the truncation at k. To conclude, since for all

R > 0

‖m(t) − m(s)‖L1(Rd×Rd) ≤ ‖m(t) − m(s)‖L1(BR) + ‖m(t) − m(s)‖L1(Bc
R
)

and due to the bounds of Lemma 3.3, we obtain that for some C = C(R) > 0 and C1 =

C1(m0, b) > 0

‖m(t) − m(s)‖L1(Rd×Rd) ≤ C(R)‖Tk(m(t)) − Tk(m(s))‖2 + 2 sup
θ∈[0,T ]

‖m(θ) − Tk(m(θ))‖1 +
C1

R2
.

Furthermore by Proposition 3.6,

‖m(θ) − Tk(m(θ))‖1 =
∫

m(θ)>k

|m|(θ)dxd3 ≤ A(‖m0 log(m0)‖1)

log(k)
,

where A > 0 is the constant provided by Proposition 3.6. Putting everything together we

obtain

‖m(t) − m(s)‖1 ≤ CR‖Tk(m(t)) − Tk(m(s))‖2 +
A

log(k)
‖m0 log(m0)‖1 +

C1

R2
.

Thus given an ǫ > 0, first we fix an R > 0 such that C1

R2 ≤ ǫ
3

and a k ∈ N such that

A

log(k)
‖m0 log(m0)‖1 <

ǫ

3
,

then we find a δ > 0 such that

|t − s| < δ =⇒ CR‖Tk(m(t)) − Tk(m(s))‖2 <
ǫ

3

and so m ∈ C([0, T ]; L1(Rd × Rd)).

3.2. Analysis of the Hamilton-Jacobi-Bellman equation. In this section we will study

the bounds for the HJB equation

(3.14)















−∂tu − ∆3u + 3 · Dxu + H(D3u) = f (t, x, 3) in (0, T ) × Rd × Rd ,

u(T, x, 3) = g(x, 3) in Rd × Rd.

Definition 3.11. Let H : Rd → R be a convex Lipschitz function such that H ≥ 0,

f ∈ L1 ∩ L∞([0, T ] × Rd × Rd), f ≥ 0, (|x|2 + |3|2) f ∈ L1([0, T ] × Rd × Rd) g ∈ L1 ∩ L∞(Rd ×
R

d), g ≥ 0, (|x|2 + |3|2)g ∈ L1(×Rd × Rd) and u ∈ C([0, T ]; L2(Rd × Rd)) ∩ L1(Rd × Rd) with

D3u ∈ L2([0, T ] × Rd × Rd), u ≥ 0. We say that (u,H, f , g) is a weak solution of (3.14), if the

equation is satisfied in the distributional sense.

Our starting point is the following compactness theorem found in the Appendix of [14].

25



Theorem 3.12 (Appendix of P.-L. Lions, DiPerna [14]). Assume that un, f n ∈ L1([0, T ]×
R

d × Rd), gn ∈ L1(Rd × Rd) satisfy in the distributional sense

∂tun − ∆3un + 3 · Dxun = fn, un(0) = gn.

If gn, fn are uniformly bounded in L1 with

(3.15) lim
R→∞

sup
n∈N

∫ T

0

∫

|(x,3)|≥R

| f n|dxd3dt = 0

and

(3.16) lim
R→∞

sup
n∈N

∫

|(x,3)|≥R

|gn
0|dxd3 = 0,

then the sequence {un}n∈N is compact in L1((0, T ) × Rd × Rd).

Theorem 3.13. Let f n ∈ L1([0, T ] × Rd × Rd), gn ∈ L1(Rd × Rd) be non-negative, uni-

formly integrable sequences and Hn : Rd → R Lipschitz convex Hamiltonians. Assume

that {(un,Hn, f n, gn)}n∈N are weak solution to (3.14) according to definition 3.11. Then, the

sequence {un} is compact in L1((0, T ) × Rd × Rd) and

sup
n∈N

(

sup
t∈[0,T ]

‖un(t)‖1 + ‖Hn(D3u
n)‖1
)

< ∞,

lim
R→∞

sup
n

(

sup
t∈[0,T ]

∫

B(0,R)c

|un|(t)dxd3 +

∫

B(0,R)c

Hn(D3u
n)dxd3dt

)

= 0.

Proof. By the same arguments as in Lemma 3.3, we can justify testing against 1 in the

HJB equation to obtain the uniform L1 estimates on un,Hn(D3u
n). To show compactness in

L1 we work as follows. Let L := −∂t − ∆3 + 3 · Dx and since Hn ≥ 0, f n ≥ 0, gn ≥ 0 the

functions un are non-negative and satisfy

Lun ≤ f n in (0, T ) × Rd × Rd, un(T ) = gn in Rd × Rd.

For each n ∈ N, let wn be the solution of

Lwn = f n in (0, T ) × Rd × Rd, wn(T ) = gn in Rd × Rd.

Since L(wn − un) ≥ 0 and wn(T ) = un(T ) we have that

(3.17) 0 ≤ un ≤ wn.

Since f n, gn are uniformly integrable, by Theorem 3.12 the set {wn}n∈N is compact in L1 and

so in particular uniformly integrable and from (3.17) we see that {un}n∈N are also uniformly

integrable. For R > 0, let φR : Rd × Rd → [0, 1] be cutoff functions defined just as in Lemma

3.3. Testing against φR in

Lun + H(D3u
n) = f n, un(T ) = gn

yields for some dimensional constant C > 0

∫

Rd×Rd

un(t)φRdxd3 +

∫ t

0

∫

Rd×Rd

Hn(D3u
n)φRdxd3dt ≤

26



C

R
‖un‖1 +

∫ t

0

∫

Rd×Rd

f nφRdxd3dt +

∫ t

0

∫

Rd×Rd

gnφR + C

∫

R<|(x,3)|<2R

undxd3

and since the sequence {un}n∈N is uniformly integrable we see that the terms on the right

vanish uniformly in n as R ↑ ∞. Finally with the estimate

lim
R→∞

sup
n∈N

∫

R<|(x,3)|
Hn(D3u

n)dxd3dt = 0

the compactness for un in L1 follows immediately by Theorem 3.12 with f̃ n = f n−Hn(D3u
n).

Theorem 3.14. Let (u,H, f , g) be a weak solution of (3.14), according to Definition 3.11.

Then, there exists a constant C = C(d, T ) > 0, such that

(3.18) sup
t∈[0,T ]

‖u(t)‖2 + ‖uH(D3u)‖1 + ‖D3u‖2 ≤ C
(

‖ f ‖∞‖ f ‖1 + ‖g‖1‖g‖∞
)

.

Proof. The result follows by testing against u in (3.14) and applying Grönwall.

Proposition 3.15. Let {(un,Hn, f n, gn)}n∈N, be weak solutions of (3.14), according to

Definition 3.11, such that

‖ f n‖1 + ‖gn‖1 ≤ C for all n ∈ N,

and

un → u strongly in L1([0, T ] × Rd × Rd).

Then, the limit u belongs to L2([0, T ] × Rd; H1(Rd
v )) and

D3u
n → D3 in L

q

loc
([0, T ] × Rd × Rd),

for all q < 2, up to a subsequence almost everywhere.

Proof. The equation for un − um is

−∂t(u
n − um) − ∆3(un − um) + 3 · Dx(un − um) = f n − f m,

(un − um)(T ) = gn − gm.

For ǫ > 0, we define

φ(s) :=



























s, for s ∈ [−ǫ, ǫ],
−ǫ, for s ≤ −ǫ,
ǫ, for s ≥ ǫ,

andΦ(t) :=
∫ t

0
φ(s)ds ≥ 0. We test against φ(un−um) in the equation for the difference, which

yields
∫

Rd×Rd

Φ(un − um)(t)dxd3 +

∫ T

0

∫

Rd×Rd

φ′(un − um)|D3(un − um)|2dxd3

≤
∫

Rd×Rd

Φ(un − um)(T )dxd3 +

∫ T

0

∫

Rd×Rd

φ(un − um)( f n − f m)dxd3dt

≤ Cǫ‖gn − gm‖1 + ǫ‖ f n − f m‖1 ≤ Cǫ.

Therefore,
∫

|un−um |≤ǫ
|D3(un − um)|2dxd3dt ≤ Cǫ.
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Thus, fixing a radius R > 0 and a q < 2 we obtain

∫

B(0,R)

|D3(un − um)|qdxd3 ≤
∫

B(0,R)∩{|un−um |≤ǫ}
|D3(un − um)|qdxd3dt

+

∫

B(0,R)∩|un−um |>ǫ
|D3(un − um)|qdxd3dt ≤ CRdǫ +CRd |{|un − um| > ǫ}|θ

for some θ = θ(q) ∈ (0, 1). Since un converges in L1, we have that lim
n,m→∞

|{|un − um| > ǫ}| = 0

and so D3u
n → D3u in Lq([0, T ] × B(0,R)) for all R > 0.

Proposition 3.16. Assume that {(un,Hn, f n, gn)}n∈N are weak solutions to (3.14) accord-

ing to Definition 3.11, such that {gn}n∈N ⊂ L1(Rd × Rd) is uniformly integrable, { f n}n∈N and

{gn}n are bounded subsets of their respective L∞ spaces, and for some u, f , un → u, f n →
f , f n → f , in L1([0, T ] × Rd × Rd) and almost everywhere. Then, up to a subsequence, for

each τ ∈ [0, T ), we have that

Hn(D3u
n)→ H(D3u) in L1([0, τ] × Rd × Rd)

and,

D3u
n → D3u in L2([0, τ] × Rd × Rd).

Proof. From Proposition 3.15 by choosing a subsequence if necessary we can assume

that Hn(D3u
n) → H(D3u) almost everywhere, furthermore since sup

n

‖ f n‖∞ + ‖gn‖∞ < ∞, for

some C > 0 we have that ‖un‖∞ ≤ C for all n ∈ N. Denote by L := −∂t − ∆3 + 3 · Dx and test

against (T − t)eλ(un−uk) in the equation

L(un − uk) + [Hn(D3u
n) − Hk(D3u

k)] = f n − f k.

Which yields,

∫

Rd×Rd

T
1

λ
(eλ(un−uk) − 1)(0)dxd3 −

∫ T

0

∫

Rd×Rd

1

λ
(eλ(un−uk) − 1)(s)dxd3ds

+

∫ T

0

∫

Rd×Rd

(T − s)eλ(un−uk)|D3(un − uk)|2 + (T − s)eλ(un−uk)
(

Hn(D3u
n) − Hk(D3u

k)
)

dxd3ds

=

∫ T

0

∫

Rd×Rd

eλ(un−uk)
(

f n − f k
)

dxd3ds.

Next using the strong convergence of un, f n and that un is uniformly bounded in L∞,we obtain

that for some function ω(n, k) such that lim
n,k→∞

ω(n, k) = 0

∫ T

0

∫

Rd×Rd

(T − s)λeλ(un−uk)|D3(un − uk)|2dxd3ds

+

∫ T

0

∫

Rd×Rd

(T − s)eλ(un−uk)
(

Hn(D3u
n) − Hk(D3u

k)
)

dxd3ds ≤ ω(n, k)

If n > k we have that Hk ≤ Hn, hence by the convexity of H

∫ T

0

∫

Rd×Rd

(T − s)λeλ(un−uk)|D3(un − uk)|2dxd3ds
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+

∫ T

0

∫

Rd×Rd

(T − s)eλ(un−uk)
(

Hn(D3u
n) − Hn(D3u

k)
)

dxd3ds ≤ ω(n, k)

=⇒
∫ T

0

∫

Rd×Rd

(T − s)λeλ(un−uk)|D3(un − uk)|2dxd3ds

+

∫ T

0

∫

Rd×Rd

(T − s)eλ(un−uk)Hn
p(D3u

k)D3(u
n − uk)dxd3ds ≤ ω(n, k).

Letting n→ ∞ and using that D3u
n → D3u almost everywhere and weakly in L2, while un →

u strongly in L1 with ‖un‖∞ ≤ C and |Hn
p(D3u

k)| ≤ |Hp|(D3uk) thus Hn
p(D3u

k) → Hp(D3u
k)

strongly in L2, yields

∫ T

0

∫

Rd×Rd

(T − s)λeλ(u−uk)|D3(u − uk)|2dxd3ds

+

∫ T

0

∫

Rd×Rd

(T − s)eλ(u−uk)Hp(D3u
k)D3(u − uk)dxd3ds ≤ ω(k).

From [H2], there exists a constant C > 0 such that

Hp(D3u
k)D3(u − uk) = −(Hp(D3u) − Hp(D3u

k)) · D3(u − uk) + Hp(D3u)D3(u − uk)

≥ −C|D3(u − uk)|2 + Hp(D3u)D3(u − uk)

=⇒
∫ T

0

∫

Rd×Rd

(T − s)eλ(u−uk)(λ −C)|D3(u − uk)|2dxd3ds

+

∫ T

0

∫

Rd×Rd

(T − s)eλ(u−uk)Hp(D3u)D3(u − uk)dxd3ds ≤ ω(k)

and again by the weak convergence of D3(u − uk) in L2 and the strong convergence of uk to u

in L1 with uniform bounds we obtain

∫ T

0

∫

Rd×Rd

(T − s)eλ(u−uk)(λ −C)|D3(u − uk)|2dxd3ds ≤ ω(k).

Finally, the result follows since by choosing λ > C and using that ‖u − uk‖∞ ≤ C we obtain

that for some constant c0 > 0 depending only on H

c0

∫ T

0

∫

Rd×Rd

(T − s)|D3(u − uk)|2dxd3ds ≤ ω(k).

Theorem 3.17. Assume that {(un,Hn, f n, gn)}n∈N are weak solutions to (3.14) according

to Definition 3.11, such that f n → f in L1, gn → g, weakly in L1, un → u in L1 and

D3u
n → D3u almost everywhere and Hn(D3u

n)→ H(D3u) in L1
loc

((0, T ]; L1(Rd × Rd)), where

H(D3u) ∈ L1([0, T ] × Rd × Rd). Then, we have that u ∈ C((0, T ]; L1((Rd × Rd)).

Proof. The result follows by the fact that Lu ∈ L1, where L := −∂t − ∆3 + 3 · Dx, see for

example [14].
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3.3. Existence and uniqueness for the quadratic case. In this subsection, we will

establish the existence and uniqueness of renormalized solutions for the MFG system.

Theorem 3.18. Assume that H : Rd → R, F : [0, T ]×Rd×Rd×R→ R, m0 : Rd×Rd →
R and G : Rd × Rd × R → R satisfy [H2],[F2],[M1] and [G2]. Then, there exists a unique

renormalized solution (m, u) of system (0.1), according to Definition 1.4.

Proof. The proof is divided in two steps. First we show the result for F,G bounded in

their respective L∞−spaces and let the Hamiltonians Hǫ vary. While in the second case we

show the result for a fixed quadratic Hamiltonian H while letting Fn,Gn vary. The reason for

this approach is so that we can always have bounds on D3u
n in L2. Indeed in the first case

the bounds follow by Theorem 3.14 and are due to the ∆3 term while in the second case the

bounds are a result of Theorem 3.13 and are due to ‖H(D3u
n)‖1 ≤ C.

First Case:. For Hǫ , as defined in (3.1), we consider the solutions (mǫ , uǫ ,m0) provided

by Theorem 0.1. From Proposition 2.5 above, we have that for some C > 0 independent of ǫ

(3.19) ‖mǫ |Hǫ
p(D3u

ǫ)|2‖1 ≤ C, for all ǫ > 0,

furthermore, by Theorem 3.14 and our assumptions on Hǫ we have that

‖Hǫ
p(D3u

ǫ)‖2 ≤ C, for all ǫ > 0.

Therefore, from Theorem 3.8, we may extract a subsequence mn, which is convergent in

L1([0, T ]×Rd ×Rd) and almost everywhere to some m. From Remark 2, we have that the se-

quence {F(t, x, 3,mn)}n∈N is uniformly integrable, indeed in the case fL := sup
m∈[0,L]

F(t, x, 3,m) ∈

L1 the claim holds just as [27], while in the case fL := sup
m∈[0,L]

F(t, x, 3,m)/m ∈ L∞ since

0 ≤ F(t, x, 3,mn) ≤ fL(t, x, 3)mn +
mn

L
F(t, x, 3,mn)

the result follows due to uniform bound on ‖F(t, x, 3,mn)mn‖1 from Proposition 2.5 and the

convergence of mn in L1. Since mn → m almost everywhere, we obtain

F(·,mn(·))→ F(·,m(·)) strongly in L1([0, T ] × Rd × Rd).

By choosing a further subsequence if necessary, Theorem 3.13, Lemma 3.3 and Proposition

3.15, yield a u ∈ C([0, T ]; L1(Rd × Rd)) ∩ L2([0, T ] × Rd; H1(Rd
3
)), such that

un → u almost everywhere and strongly in L1([0, T ] × Rd × Rd)

D3u
n → D3u almost everywhere and in L1

loc([0, T ] × Rd × Rd).

Furthermore, again by taking subsequences if needed, by Proposition 3.16 we have that for

each τ ∈ [0, T ),

Hǫn(D3u
n)→ H(D3u) in L1([0, τ] × Rd × Rd)

and for each k ∈ N,

D3(u
n ∧ k)→ D3(u ∧ k) in L2([0, τ] × Rd × Rd).

By inequality (3.19) and the fact that H
ǫn
p (D3u

n)→ H
ǫn
p (D3u) almost everywhere, Proposition

3.9 implies that

mn → m in C([0, T ];P(Rd × Rd)),
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and by Theorem 3.10, m is a renormalized solution of

(3.20) ∂tm−∆3m− 3 ·Dxm−div3(mHp(D3u)) = 0 in (0, T ]×Rd ×Rd,m(0) = m0 in Rd ×Rd.

It remains to show the convergence of the terminal data in the HJB equation. This follows

exactly as in [27]. Thus, we have that mn(T ) → m(T ) in L1(Rd × Rd) which from Remark 2

implies that G(·,mn(T, ·))→ G(·,m(T, ·)) in L1(Rd ×Rd). Thus, the limit u is also a renormal-

ized solution.

Second Case:. Next, given F,G that satisfy [F2] and [G2] respectively, consider Fn :=

F ∧ n,Gn := G ∧ n for n ∈ N. The functions Fn,Gn clearly also satisfy [F2] and [G2]

respectively. Let (un,mn) be the solutions provided for the data (H, Fn,Gn) by the first case.

The rest of the proof follows exactly the first case only now we use Theorem 4.2 to obtain the

convergence of D3Tk(un).

Finally, we address the issue of uniqueness whose proof follows the same exact arguments

as [27] once we establish that m(t, x, 3) > 0 almost everywhere. But this will follow from

assumption ([M1]) and in particular log(m0) ∈ L1
loc

(Rd × Rd). Indeed, let R > 0 and define

φR : Rd × Rd → [0, 1] such that

φR(x, 3) :=















1 if |(x, 3)| ≤ R,

0 if |(x, 3)| ≥ R + 1.

Then since
∫

Rd×Rd

log(m(t))φ2
Rdxd3 ≤

∫

Rd×Rd

m(t)φ2
Rdxd3 ≤ 1,

it is enough to bound
∫

Rd×Rd log(m(t))φRdxd3 from bellow, since that would imply m(t, x, 3) >

0 almost everywhere. To show the lower bound we test the equation satisfied by m with φ2
R

1
m

(technically we would need to fix a δ > 0 and test against φ2
R

1
m+δ

and let δ → 0 but we skip

the approximation for simplicity). This yields

∫

Rd×Rd

log(m(t))φ2
Rdxd3 +

∫ t

0

∫

Rd×Rd

−|D3m|
2

m2
φ2

R + 2
D3m

m
φRD3φR −

D3m

m2
mHpφ

2
R

+2φRD3φRHpdxd3dt =

∫

Rd×Rd

log(m0)φ2
Rdxd3.

Next we use the following inequalities

2
∣

∣

∣

∣

D3m

m
φRD3φR

∣

∣

∣

∣

≤ 1

4

|D3m|2

m2
φ2

R + 4|D3φR|2

∣

∣

∣

∣

D3m

m2
mHpφ

2
R

∣

∣

∣

∣

≤ 1

4
|D3m

m
|2φ2

R + |Hp|2φ2
R

∣

∣

∣

∣
2φRD3φRHp

∣

∣

∣

∣
≤ |Hp|2 + 2|φR|2|D3φR|2

and thus combining everything we obtain that for some constant C = C(R, d) > 0

∫

Rd×Rd

log(m(t))φ2
R ≥
∫

Rd×Rd

C(R, d) + ‖ log(m0)φ2
R‖1 − ‖Hp(D3u)‖2

which proves the claim.

31



3.4. Further regularity for quadratic Hamiltonian.

Theorem 3.19. Let (H, F,G,m0) be as in Theorem 3.18 with F = F(m), G = G(m) and

m0 also satisfying ‖D2m0‖∞ ∈ L∞(Rd × Rd). Then, there exists a constant C(F,G,H, T,m0),

such that

∫

Rd×Rd

G′(m(T, x, 3))|Dm(T, x, 3)|2dxd3 +

∫ T

0

∫

Rd×Rd

F′(m(t, x, 3))|Dm(t, x, 3)|2

+m

2d
∑

k=1

mD3ukHpp(D3u)D3ukdxd3 ≤ C.

Proof. The proof is almost identical to the one in the case of Lipschitz Hamiltonian. The

only difference is now instead of using the HJB equation we estimate

∫

Rd×Rd

δhm0δ
hu(0)dxd3 =

∫

Rd×Rd

m0(x + h, 3) − 2m0(x, 3) + m0(x − h, 3)

h2
u(0, x, 3)dx3

≤ ‖D2m0‖L∞(Rd×Rd)‖u(0, ·, ·)‖1,

and conclude due to the estimate in Proposition 2.3.

4. Appendix.

4.1. Technical results. In this sub-section we show some important properties about

the convergence of un where un solves

(4.1)















Lun + H(D3u
n) = f n in (0, T ] × Rd × Rd,

un(0) = gn in Rd × Rd,

for L := ∂t − ∆3 + 3 · Dx and f n, gn strongly convergent sequences in their respective L1-

spaces. We show an analogue of the convergence results in [26] from which all our techniques

are motivated and parallel to. In particular we show that if un solves (4.1) and are strongly

convergent in L1 to some function u, then D3Tk(un)→ D3Tk(u) strongly in L2([0, T ]×Rd×Rd),

where Tk is the truncation at k, namely, for k ∈ N Tk(x) = s for |s| ≤ k and TK(s) = sign(s)k

otherwise. A crucial technical step in [26] is the following transformation which allows the

authors to deal with the degenerate ∂t direction. Given a function u, for ν > 0 define

∂t(u)ν = ν(Tk(u) − (u)ν).

This transformation enjoys many nice properties such as (u)ν → u and D((u)ν) → Du as

ν → ∞ in appropriate spaces. In our setup the above transformation does not seem to work

due to the extra degenerate operator 3 · Dx. In order to deal with this, we consider a slightly

different transformation. Fix α > 0 and consider the solution of

LΦα = α(Tk(u) −Φα).

We will show that under the condition u ∈ L1 the transformationΦα converges to Tk(u) in L1,

however, we cannot show in general, even if D3u ∈ L2, that D3Φα → D3Tk(u) strongly in L2,

with no assumptions on Dxu. However the fact that Lun +H(D3u
n) = f n and un → u strongly

in L1, is enough to show the strong convergence of D3Φα. With this, we can follow the rest

of the argument found in [26].
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Lemma 4.1. Let u ∈ L1 ∩ L∞([0, T ]×Rd ×Rd)∩C([0, T ]; L1(Rd ×Rd)) and α > 0. Then,

there exists a unique function Φα ∈ L2([0, T ] × Rd × Rd) with D3Φα ∈ L2([0, T ] × Rd × Rd)

which solves

(4.2)















∂tΦα − ∆3Φα + 3 · DxΦα = α(u −Φα) in (0, T ) × Rd × Rd,

Φα(0, x, 3) = u(0, x, 3) in Rd × Rd.

Furthermore, the functions Φα have the following properties

1. u ≥ 0 =⇒ Φα ≥ 0 almost everywhere,

2. ‖Φα‖∞ ≤ ‖u‖∞,

3. lim
α→∞
‖Φα − u‖2 = 0

4. ‖Φα‖1 ≤ ‖u‖1 + 1
α
‖u0‖1

Proof. First we assume that u ∈ C∞([0, T ]; C∞c (Rd × Rd)). Let Γ denote the fundamental

solution of L = ∂t − ∆3 + 3 · Dx. Then, it is easy to check that the solution of equation (4.2) is

given by

Φα(t, x, 3) =

∫ t

0

∫

Rd×Rd

αe−α(t−s)Γ(t − s, x, 3, y,w)u(s, y,w)dydwds

+

∫

Rd×Rd

αe−αtΓ(t, x, 3, y,w)u(0, y,w)dydw,

see for example [24]. Furthermore, the solution Φα is also C∞ since L is hypoelliptic. Let

f := L(u) ∈ C∞([0, T ] ×Cc(Rd × Rd)). In the equation

L(u −Φα) = −α(u − Φα) + f , (u −Φα)(0) = 0,

we test against (u −Φα), which yields

d

dt

1

2

∫

Rd×Rd

|u −Φα|2dxd3 +

∫

Rd×Rd

|D3(u −Φα)|2dxd3

= −α
∫

Rd×Rd

|u −Φα|2dxd3 +

∫

Rd×Rd

f (u −Φα)dxd3 ≤ 1

4α

∫

Rd×Rd

| f |2dxd3.

Hence, we obtain that

sup
t∈[0,T ]

‖u(t) − Φα(t)‖2 + ‖D3(u −Φα)‖2 ≤
C

α

where C = C(T, f ) > 0. Furthermore, by testing against p|u−Φα|p−2(u−Φα) for p > 1 yields

d

dt

∫

|u −Φα|pdxd3 +

∫

Rd×Rd

|D3(u −Φα)|2|u − Φα|p−2 p(p − 1)dxd3

≤ −αp

∫

Rd×Rd

|u −Φα|p + p

∫

Rd×Rd

| f ||u −Φα|p−1dxd3 ≤ p

4a

∫

Rd×Rd

| f |pdxd3,

where 1/p + 1/q = 1. Letting p→ 1 yields

sup
t∈[0,1]

‖u − Φα‖1 ≤
C

α
‖ f ‖1,
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where C = C(T, f ) > 0. The first two claims now follow easily by the Maximum Principle.

For the general case we work as follows. Testing against p|Φα|p−2Φα in (4.2) for p > 1 and

letting p→ 1 just as above we obtain

−
∫

Rd×Rd

|u0|dxd3 ≤ α

2

∫ T

0

∫

Rd×Rd

|u|dxd3dt − α
2

∫ T

0

∫

Rd×Rd

|Φα|dxd3dt.

Hence,

‖Φα‖1 ≤ ‖u‖1 +
2

α
‖u0‖1,

and so by linearity of the map (u, u0) → Φα and the fact that |u| ≤ k =⇒ |Φα| ≤ k the result

holds in the general case.

Theorem 4.2. Let H : Rd → R be a Hamiltonian satisfying [H2]. Assume that { f n}n∈N ⊂
L1 ∩ L∞([0, T ]×Rd ×Rd), {gn}n∈N ⊂ L1 ∩ L∞([0, T ]×Rd ×Rd) such that f n → f and gn → g

strongly in the respective L1 spaces (the limits need not be in L∞). Let un ∈ L1 ∩ L2([0, T ] ×
R

d × Rd) with D3u
n ∈ L2([0, T ] × Rd × Rd) solve

(4.3)















∂tu
n − ∆3un + 3 · Dxun + H(D3u

n) = f n, in (0, T ) × Rd × Rd,

un(0, x, 3) = gn(x, 3) in Rd × Rd.

Finally, assume that un → u strongly in L1 and that D3u
n → D3u almost everywhere. Then,

the limit u is a renormalized solution of















∂tu − ∆3u + 3 · Dxu + H(D3u) = f (t, x, 3) in (0, T ) × Rd × Rd,

u(0, x, 3) = g(x, 3) in Rd × Rd ,

according to Definition 1.3.

Proof. Following [26], we see that the result will hold once we show that for some

increasing sequence 0 ≤ mk ∈ R, k ∈ N with mk ↑ ∞ as k → ∞, D3(Tmk
(un)) → D3(Tmk

(u))

strongly in L2([0, T ] × Rd × Rd), where

(4.4) Tk(s) :=



























s, if |s| ≤ k,

k, if s > k,

−k, if s < −k.

Note that for almost all β ∈ R, we have that |{u = β}| = 0 (|A| denotes the Lebesgue measure),

therefore in order to keep the notation lighter we may assume that |{u = k}| = 0 and thus

choose the sequence mk = k. The reason for this choice will become apparent later; in

particular to prove that χun>mk
→ χu>mk

almost everywhere, it is convenient to know that

|{u = mk}| = 0. In the rest of the proof we will use the notation ω(n) and ω(n, α), for

quantities that satisfy lim
n→∞

ω(n) = 0 and lim
α→∞

lim
n→∞

ω(n, α) = 0 respectively, furthermore these

quantities are subject to change from line to line. Just as in [26] and the references therein,

for λ > 0 we define φλ(s) := s exp(λs2). For α > 0 and k ∈ N, consider the solution Φα,k of

(4.5)















∂tΦα,k − ∆3Φα,k + 3 · DxΦα,k = α(Tk(u) −Φα,k),

Φα,k(0) = Tk(g).

Denote by L := ∂t − ∆3 + 3 · Dx and test equation (4.3) against φλ(un −Φα,k)− which yields

∫ T

0

∫

Rd×Rd

〈L(un −Φα,k), φλ(u
n −Φα,k)−〉dxd3dt
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+

∫ T

0

∫

Rd×Rd

〈LΦα,k, φλ(un − Φα,k)−〉dxd3dt

2

+

∫ T

0

∫

Rd×Rd

H(D3u
n)φλ(u

n −Φα,k)−dxd3dt

3

=

∫ T

0

∫

Rd×Rd

f nφλ(un −Φα,k)−dxd3dt

4

.

Let Φλ(s) :=
∫ s

0
φl(θ)

−dθ, then the first boxed term gives us

∫

Rd×Rd

Φλ(u
n−Φα,k)(T )Φλ(g

n−Tk(g))dxd3−
∫ T

0

∫

Rd×Rd

φ′λ(un−Φα,k)−|D3(un−Φα,k)|2dxd3dt

≤ ω(n) −
∫ T

0

∫

Rd×Rd

φ′λ(u
n −Φα,k)−|D3(un −Φα,k)|2dxd3dt,

where in the last inequality we used that Φλ(s) :=
∫ s

0
φλ(u)−du ≤ 0 and that gn → g strongly

in L1. For the second boxed term we obtain

α

∫ T

0

∫

Rd×Rd

(Tk(u) −Φα,k)φλ(u
n −Φα,k)−dxd3dt ≤ αω(n),

since un → u strongly in L1, φλ(un − Φα,k)− = φλ(Tk(un) − Φα,k)− and sφλ(s)− ≤ 0. For the

third boxed term we have that for some constant C > 0, depending only on H

∫ T

0

∫

Rd×Rd

H(D3u
n)φλ(un − Φα,k)−dxd3dt ≤ C

∫ T

0

∫

Rd×Rd

|D3(un)|2φλ(un −Φα,k)−dxd3dt,

and using that for all p, q ∈ Rd, we have |p|2 ≤ 2|p−q|2+2|q|2 the third boxed term is bounded

by

2C

∫ T

0

∫

Rd×Rd

|D3(un −Φα,k)|2φλ(un − Φα,k)− + 2C|D3(Φα,k)|2φλ(un − Φα,k)−dxd3dt.

Finally, the last boxed term vanishes as n → ∞ and then α → ∞ due to Lemma 4.1. Putting

everything together we obtain

2C

∫ T

0

∫

Rd×Rd

[

φ′λ(u
n −Φα,k)− − φλ(un −Φα,k)−

]

|D3(un − Φα,k)|2dxd3dt

≤ ω(n, α) + 2C

∫ T

0

∫

Rd×Rd

|D3(Φα,k)|2φλ(un −Φα,k)−dxd3dt.

By choosing λ large enough depending only on ‖Hpp‖∞, we have that φ′λ(u
n−Φα,k)−−φλ(un−

Φα,k)− ≥ 0 thus by Fatous Lemma on the LHS and the strong convergence of un → u in L1,

as n→ ∞ we obtain

∫ T

0

∫

Rd×Rd

[

φ′λ(u −Φα,k)− − 2Cφλ(u − Φα,k)−
]

|D3(u −Φα,k)|2dxd3dt

≤ ω(α) + 2C

∫ T

0

∫

Rd×Rd

|D3(Φα,k)|2φλ(u − Φα,k)−dxd3dt.

Furthermore,

2C

∫ T

0

∫

Rd×Rd

|D3(Φα,k)|2φλ(u −Φα,k)−dxd3dt
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≤ 4C

∫ T

0

∫

Rd×Rd

|D3(Φα,k−u)|2φλ(u−Φα,k)−dxd3dt+4C

∫ T

0

∫

Rd×Rd

|D3u|2φλ(u−Φα,k)−dxd3dt.

Hence,
∫ T

0

∫

Rd×Rd

[

φ′λ(u −Φα,k)− − 6Cφλ(u − Φα,k)−
]

|D3(u −Φα,k)|2dxd3dt

≤ ω(α) + 4C

∫ T

0

∫

Rd×Rd

|D3u|2φλ(u −Φα,k)−dxd3dt,

now we may fix λ > 0 such that φ′
λ
(s)− − 6Cφλ(s)− ≥ 1

2
and so letting α→ ∞ yields

lim
α→∞
‖D3(Tk(u) −Φα,k)−‖2 = 0.

We now show the convergence on the set Tk(u) ≥ Φα,k. Since H ≥ 0 the functions un are

subsolutions of

(4.6)















Lun ≤ f n(t, x, 3) in (0, T ) × Rd × Rd

un(0, x, 3) = gn(x, 3).

Define wn = (Tk(un) −Φα,k)+ which may also be written as

wn = (un −Φα,k)+ − (un − Tk(un)).

Indeed if un ≤ k then

(un −Φα,k)+ − (un − Tk(un)) = (un − Φα,k)+ = (Tk(un) − Φα,k)+,

while if un > k since 0 ≤ Φα,k ≤ k

(un −Φα,k)+ − (un−Tk(un)) = un −Φα,k − un + k = k−Φα,k = Tk(un)−Φα,k = (Tk(un)−Φα,k)+.

Thus testing against wn in equation (4.6) yields

∫ T

0

∫

Rd×Rd

〈L(un),wn〉dxd3dt ≤
∫ T

0

∫

Rd×Rd

f nwndxd3dt =⇒

∫ T

0

∫

Rd×Rd

〈L(un −Φα,k), (Tk(un) − Φα,k)+〉
1
+ 〈L(Φα,k), (Tk(un) −Φα,k)+〉dxd3dt

2

−
∫ T

0

∫

Rd×Rd

〈L(un), un − Tk(un)〉dxd3dt ≤
∫ T

0

∫

Rd×Rd

f nwndxd3dt

4

.

The first boxed term equals

∫ T

0

∫

Rd×Rd

〈L(un−Φα,k), (un−Φα,k)+〉dxd3dt =

∫

Rd×Rd

(un−Φα,k)2
+/2(T )−((gn−Tk(g))2

+/2dxd3

+

∫ T

0

∫

Rd×Rd

D3(u
n − Φα,k)D3(u

n −Φα,k)+dxd3dt

and since gn ∈ L1 ∩ L∞ the quantities that appear make sense. The second boxed term is

bounded by

∫ T

0

∫

Rd×Rd

〈L(Φα,k), (un −Φα,k)+〉dxd3dt = α

∫ T

0

(Tk(u) −Φα,k)(un − Φα,k) ≥ ω(n).
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The third boxed term equals

−
∫ T

0

∫

Rd×Rd

〈L(un), un − Tk(un)〉dxd3dt

= −
∫ T

0

∫

Rd×Rd

(un(T ) − Tk(un)(T ))2/2 − (gn − Tk(gn))2/2D3u
nD3(u

n − Tk(un))dxd3dt.

Putting everything together yields

∫ T

0

∫

Rd×Rd

〈L(un),wn〉dxd3dt ≥ ω(n) +

∫

Rd×Rd

(un −Φα,k)2
+/2(T ) − ((gn − Tk(g))2

+/2dxd3

−
∫ T

0

∫

Rd×Rd

(un(T ) − Tk(un)(T ))2/2 − (gn − Tk(gn))2/2dxd3

+

∫ T

0

∫

Rd×Rd

D3(u
n − Φα,k)D3(u

n −Φα,k)+dxd3dt −
∫ T

0

∫

Rd×Rd

D3u
nD3(u

n − Tk(un))dxd3dt.

The first line equals

∫

Rd×Rd

(un −Φα,k)2
+/2(T ) − ((gn − Tk(g))2

+/2 − (un(T ) − Tk(un)(T ))2/2 − (gn − Tk(gn))2/2dxd3

=
1

2

∫

Rd×Rd

(

(un − Φα,k)+(T ) − (un(T ) − Tk(un)(T ))((un − Φα,k)+ + (un − Tk(un))(T ))
)

dxd3

−1

2

∫

Rd×Rd

((gn − Tk(g))+ − (gn − Tk(gn)))((gn − Tk(g))+ + (gn − Tk(gn)))

≥ −2
1

2

∫

Rd×Rd

(Tk(gn) − Tk(g))+(g
n − Tk(g))+dxd3 = ω(n).

For the last line

∫ T

0

∫

Rd×Rd

D3(u
n − Φα,k)D3(u

n −Φα,k)+dxd3dt −
∫ T

0

∫

Rd×Rd

D3u
nD3(u

n − Tk(un))dxd3dt =

∫ T

0

∫

Rd×Rd

D3(u
n−Φα,k)D3

(

(un−Φα,k)+−(un−Tk(un))
)

+D3(u
n−Φα,k)D3(u

n−Tk(un))+dxd3dt

−
∫ T

0

∫

Rd×Rd

D3u
nD3(u

n − Tk(un))dxd3dt

=

∫ T

0

∫

Rd×Rd

D3(u
n−Φα,k)D3(Tk(un)−Φα,k)+dxd3dt−

∫ T

0

∫

Rd×Rd

D3Φα,kD3(u
n−Tk(un))dxd3dt

=

∫ T

0

∫

Rd×Rd

|D3(un −Φα,k)+|2 + D3(u
n − Tk(un))D3

(

(Tk(un) − Φα,k)+ − Φα,k
)

dxd3dt

=

∫ T

0

∫

Rd×Rd

|D3(Tk(un) −Φα,k)+|2dxd3dt − 2

∫ T

0

∫

un>k

D3(u
n)D3
(

Φα,k

)

dxd3dt,

where in the last equality we used that D3(u
n−Tk(un)) = D3u

nχun>k and 0 ≤ Φα,k ≤ k. Finally,

we clearly have that
∫ T

0

∫

Rd×Rd

f nwndxd3dt ≤ ω(n, α).

37



Hence, putting everything together

∫ T

0

∫

Rd×Rd

|D3(Tk(un) −Φα,k)+|2dxd3dt ≤ 2

∫ T

0

∫

un>k

D3(u
n)D3
(

Φα,k

)

dxd3dt + ω(n, α).

Since D3u
n → D3u weakly in L2 while χun>kΦα,k → χu>kΦα,k strongly in L2 (here is where

the discussion in the beginning of the proof is relevant) we may use Fatous Lemma which

yields

∫ T

0

∫

Rd×Rd

|D3(Tk(u) − Φα,k)+|2dxd3dt ≤ 2

∫ T

0

∫

u>k

D3(u)D3
(

Φα,k

)

dxd3dt + ω(α).

Furthermore,

‖D3Φα,k‖2 ≤ ‖D3(Tk(u) −Φα,k)+‖2 + ‖D3(Tk(u) −Φα,k)−‖2 + ‖D3Tk(u)‖2 ≤ C,

for some C > 0 independent of α (due to ω(α) → 0 as α → ∞). Therefore, we may assume

WLOG that D3Φα → D3Tk(u) weakly in L2. Thus, taking the limit as α→ ∞ we find that

lim sup
α→∞

∫ T

0

∫

Rd×Rd

|D3(Tk(u) − Φα,k)+|2dxd3dt ≤

lim
α→∞

(

2

∫ T

0

∫

u>k

D3(u)D3
(

Φα,k

)

dxd3dt + ω(α)
)

= 2

∫ T

0

∫

u>k

D3(u)D3
(

D3Tk(u)
)

dxd3dt = 0.

Now that we have D3Φα,k → D3Tk(u) strongly in L2, we may conclude since by the previous

estimates
∫ T

0

∫

Rd×Rd

|D3(Tk(un) − Φα,k)+|2dxd3dt ≤ ω(n, α).

We conclude this subsection with a sketch of the proof for the upper bound in Theorem 2.2.

We recall the Fractional Gagliardo-Niremberg inequality.

Proposition 4.3. (Fractional Gagliardo-Niremberg inequality). Let z ∈ H s(Rd × Rd),

where s > 0. If θ ∈ (0, 1) p ∈ (1,∞) are such that

θ
(1

2
− s

d

)

+
1 − θ

2
=

1

p
⇐⇒ 1

p
=

1

2
− θs

d
,

then

‖z‖p ≤ C‖Dsz‖θ2‖z‖
1−θ
2 ,

where Dsza = (Ds
3
za,D

s
xza).

Corollary 4.4. Let z ∈ L2((0, T ); H s(Rd × Rd)). Then, for p = 2(1 + 2s
d

) and θp = 2, we

have

(

∫ T

0

‖z(t)‖ppdt
)1/p
≤ sup

t∈[0,T ]

‖z(t)‖1−θ2 ‖D
sz‖2/p

2
= sup

t∈[0,T ]

‖z(t)‖1−θ2 ‖D
sz‖θ

L2([0,T ]×Rd×Rd)
.

Proposition 4.5. Let b ∈ L∞([0, T ] × Rd × Rd) and m0 a density which satisfies [M1].

Furthermore, let m ∈ C([0, T ]; L2(Rd × Rd)) be the distributional solution to

(4.7)















∂tm − ∆3m + 3 · Dxm − div3(mb) = 0 in (0, T ) × Rd × Rd,

m(0, x, 3) = m0(x, 3) in Rd × Rd .

Then, there exists a C0 = C0(‖b‖∞, T, ‖m0‖2, ‖m0‖∞) > 0, such that

‖m‖∞ ≤ C0.
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Proof. The proof follows the work of F. Golse, C. Imbert, C. Mouhot and A. Vasseur in

[18]. To simplify the notation we define the operator

L∗m := ∂tm − ∆3m + 3 · Dxm − div3(mb).

Furthermore, to reduce the technical steps we make the following reduction. By linearity it is

enough to show the result in the case of ‖m0‖∞ ≤ 1. Moreover, we assume that b is smooth

with compact support, since the general case may be handled by approximation. We note that

once b is smooth and compactly supported, the density m is bounded above, however this

bound depends on ‖div3(b)‖∞. Nonetheless, at the level of smooth b the functions m,m2 are

integrable. For α > 1 ≥ ‖m0‖∞ we set mα := (m−α)+. Then, we have that mα is a subsolution

of

(4.8) L∗mα − (1 + α)1m>αdiv3(b) ≤ 0,mα(0) = 0.

Moreover, for technical reasons we will also require the function m2
α, which is a subsolution

of

(4.9) ∂tm
2
α − ∆3m2

α − 3 · Dxm2
α − div3(m

2
αb) − m2

αdiv3(b) − 2αmαdiv3(b) ≤ 0, m2
α(0) = 0,

or equivalently

(4.10)

∂tm
2
α−∆3m2

α−3 ·Dxm
2
α−2div3(m

2
αb)+D3(m

2
α) ·b−2αdiv3(mαb)+2αDv(mα) ·b ≤ 0,m2

α(0) = 0.

The typical energy estimates required in the De Giorgi argument for improvement of integra-

bility, are not suitable for this setting. Namely testing against m2
a in 4.9, only yields bounds

on D3m
2
a. To obtain an increase in integrability we first look at the solution wα of

(4.11) ∂twα − ∆3wα − 3 · Dxwα − div3(m
2
αb) − m2

αdiv3(b) − 2αmαdiv3(b) = 0, wα(0) = 0,

and we note that wa ≥ m2
a ≥ 0. Testing against wa in (4.11) yields by Grönwall

(4.12)

sup
t∈[0,T ]

‖wα(t)‖22 + ‖D3wα‖2L2([0,T ]×Rd×Rd)

≤ C(‖mα‖2L2([0,T ]×Rd×Rd)
+‖m2

α‖2L2([0,T ]×Rd×Rd)
+ ‖D3mα‖2L2([0,T ]×Rd×Rd)

+ ‖D3(m2
α)‖2

L2([0,T ]×Rd×Rd)
).

For the estimates on m2
α we test (4.8) against m2

α and integrate in space to obtain by Grönwall

(4.13) sup
t∈[0,T ]

∫

|mα(t)|4 +
∫ T

0

∫

|D3m2
α|2 ≤ C(

∫ T

0

∫

|mα|2 +
∫ T

0

∫

|D3mα|2).

We need an estimate for
∫ T

0

∫

|D3mα|2, so we test against mα in (4.8) and integrate in space to

obtain by Grönwall

(4.14) sup
t∈[0,T ]

‖mα(t)‖22 +
∫ T

0

∫

|D3mα|2 ≤ C

∫ T

0

|{mα(t) > 0}|.

Using estimates (4.14),(4.13) on (4.12) yields

(4.15) sup
t∈[0,T ]

‖wα(t)‖22 +
∫ T+2

0

∫

|D3wα|2 ≤ C

∫ T

0

|{mα(t) > 0}|dt.
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From the above and Theorem 4.8, we obtain

(4.16) ‖Dswα‖2L2([0,T ]×Rd×Rd)
≤ C

∫ T

0

|{mα(t) > 0}|dt.

From (4.16) and Corollary 4.4, we obtain

‖wα‖Lp([0,T ]×Rd×Rd) ≤ C‖Dswα‖θL2([0,T ]×Rd×Rd)
sup

t∈[0,T ]

‖wα(t)‖1−θ
L2([0,T ]×Rd×Rd)

≤ C‖Dswα‖θ2 sup
t∈[0,T ]

‖wα(t)‖1−θ2

from (4.15) and (4.16) we have

(4.17) ‖wα‖Lp([0,T ]×Rd×Rd) ≤ C

∫ T

0

|{mα(t) > 0}|.

We may now setup the De-Giorgi iteration. For k ∈ N, let αk = (2 + 1
2k−1 ) and mk := mαk

.

Since

(4.18) |{mk(t) > 0}| = |{mk−1(t) >
1

2k
}| ≤ 16k

∫

|mk−1(t)|4,

if we define Uk :=
∫ T

0

∫

Rd×Rd |mk |4dxd3dt, and use estimate (4.18) in (4.17), we obtain

(4.19) ‖wk‖Lp([0,T ]×Rd×Rd) ≤ C16kUk−1.

Recall that m2
α ≤ wα, thus from (4.19) we have

‖m2
α‖p ≤ ‖wα‖p ≤ C16kUk−1.

Therefore,

Uk =

∫ T

0

∫

|mk|4dxd3dt = ‖m2
k‖

2
2 ≤ C‖wk‖2p|{mk > 0}|ǫ ≤ C16kU1+ǫ

k−1 ,

for some ǫ = ǫ(p) > 0 and the result follows.

4.2. Prerequisites. We rely on the following minor modifications of three results from

[4]. We modify these Theorems slightly, to be used for a finite time interval [0, T ].

Theorem 4.6. (Theorem 1.5,[4]) Let f , g ∈ L2([0, T ]×Rd ×Rd), D3 f ∈ L2(R ×Rd ×Rd)

and f0 ∈ L2(Rd × Rd), such that















∂t f − 3 · Dx f − ∆3 f = g in [0, T ] × Rd × Rd,

f (0, x, 3) = f0(x, 3) in Rd × Rd.

Then, there exists a dimensional constant C > 0, such that

‖∂t f − 3 · Dx f ‖2 + ‖∆3 f ‖2 ≤
C

t

(

‖g‖2 + ‖ f0‖2
)

.

Theorem 4.7. (Theorem 1.3, [4]) Assume that f , g, g0 ∈ Lp([0, T ]×Rd×Rd), with D3 f ∈
Lp([0, T ] × Rd × Rd), (1 + |3|2)g ∈ Lp(R × Rd × Rd), (1 + |3|)g0 ∈ Lp(R × Rd × Rd) and

f0 ∈ Lp(Rd × Rd) for some p ∈ (1,∞), such that they solve















∂t f − 3 · Dx f = div3(g) + g0 in (0, T ] × Rd × Rd ,

f (0, x, 3) = f0(x, 3) in Rd × Rd ,

in the distributional sense. Then, there exists a constant C > 0, such that

‖D1/3
x f ‖p + ‖D1/3

t f ‖p ≤ C(‖ f ‖p + ‖D3 f ‖p + ‖(1 + |3|2)g‖p + ‖(1 + |3|)g0‖p + ‖ f0‖p).
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Theorem 4.8. (Theorem 2.1, [4]) Assume that f , g, g0 ∈ Lp([0, T ]×Rd×Rd), with D3 f ∈
Lp([0, T ] × Rd × Rd), and f0 ∈ Lp(Rd × Rd) for some p ∈ (1,∞), such that they solve















∂t f − 3 · Dx f = div3(g) + g0 in (0, T ] × Rd × Rd ,

f (0, x, 3) = f0(x, 3) in Rd × Rd ,

in the distributional sense . Then, there exists a constant C > 0, such that

‖D1/3
x f ‖p ≤ C(‖D3 f ‖p + ‖ f0‖p + ‖g‖p + ‖g0‖p),

where α, α′ ∈ (0, 1) and depend only on the dimension d.
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