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Abstract

Under the assumption of mass-action kinetics, a dynamical system may be induced by several
different reaction networks and/or parameters. It is therefore possible for a mass-action system
to exhibit complex-balancing dynamics without being weakly reversible or satisfying toric con-
straints on the rate constants; such systems are called disguised toric dynamical systems. We
show that the parameters that give rise to such systems are preserved under invertible affine
transformations of the network. We also consider the dynamics of arbitrary mass-action systems
under affine transformations, and show that there is a bijection between their sets of positive
steady states, although their qualitative dynamics can differ substantially.

1 Introduction

Mathematical models in biology and chemistry often take the form of systems of ODEs. In many
applications, including mass-action kinetics in chemistry as well as population dynamics in ecology
and infectious disease models, the system of ODEs arises from an interaction graph. Among such
interaction network models, complex-balanced systems are some of the best understood. They are
characterized by their network structure [26], and their dynamical and algebraic properties are well
known. Dynamically, each complex-balanced system has exactly one linearly stable positive steady
state up to conservation relations [28, 40]. In fact, the steady state is conjectured to be globally
stable [16, 27]. Algebraically, complex-balanced systems enjoy a toric structure: both their steady
state set as well as the set of parameters required for complex-balancing are toric varieties [10,22];
this latter set is known as the toric locus and is well understood in terms of the network geometry
and topology.

For all the remarkable algebraic and dynamical properties of complex-balanced systems, it is natural
to ask whether a mass-action system that is not complex-balanced can enjoy these properties.
This is possible since a system of differential equations is not uniquely associated to one reaction
network even though a network dictates its governing dynamics, a fact sometimes referred to
as “the fundamental dogma of chemical kinetics” [17]. This lack of identifiability leads to the
following notion: two reaction networks along with certain choices of parameters are said to be
dynamically equivalent if they generate the same dynamics. We can now ask whether a mass-action
system is dynamically equivalent to, and thus shares all the properties of, a complex-balanced
system [7,14,42].

†MS was partially supported by a Discovery Grant from the National Science and Engineering Research Council
of Canada and a Mathematics Faculty Research Chair.
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For a fixed network, its disguised toric locus is the set of parameters such that the resulting system
is dynamically equivalent to a complex-balanced system. Unlike the toric locus, the disguised toric
locus is quite poorly understood. For example, computing analytically the disguised toric locus of
the complete graph on 3X, 2X+ Y, X+ 2Y, and 3Y is already non-trivial [7].

In the present work, we aim to simplify the task of computing the disguised toric locus of a given
network, by relating it to that of a different network. More precisely, we relate the disguised toric
loci of affinely equivalent reaction networks (Definition 3.1), since preserving collinear vertices is
necessary for dynamical equivalence (see Remark 3.2). It was shown in [13, Theorem 6.1] that the
toric locus is unchanged when a network is mapped under an invertible affine transformation. Here,
we generalize this result: the disguised toric locus is also preserved under invertible affine trans-
formations. As a consequence of our result, to compute the disguised toric locus of a complicated
network, it suffices to compute it for an affinely equivalent, but simpler, network.

Moreover, affine transformations also preserve dynamically important structural features of net-
works, such as the property of being strongly endotactic; in particular, this implies that properties
such as persistence and permanence are preserved by such network transformations [10, 16]. One
may further ask if other qualitative dynamics are preserved, which we consider in Section 4.

The present work can also be understood in the context of how network geometry and topology
influence qualitative dynamics. There has been a longstanding tradition of relating network struc-
ture with dynamics. Examples include the existence of a positive steady state for weakly reversible
networks [4], parametrization of the steady state sets [29, 37, 43], persistence and permanence of
endotactic and strongly endoctactic networks [8,9,23], establishing multistationarity [2,3,21,32,33],
and precluding multistationarity [11, 12]. At times, conclusions are drawn using information from
both the topology and geometry of the network [15,29,30,35,39]. In this paper, we focus on network
geometry as it relates to complex-balancing dynamics.

To consider the effect of network geometry on dynamical equivalence, we further study invertible
projective transformations, which also preserve collinearity. We find that such maps preserve neither
dynamical equivalence, complex-balancing, nor the property of being disguised toric (Section 4).
Therefore, affine transformations form the largest class of graph isomorphisms that preserve the
disguised toric locus.

This work is organized as follows. We review some preliminary and relevant notions about reaction
networks and mass-action systems in Section 2.1, and explain more precisely what we mean by the
geometry of a reaction network. We discuss dynamical equivalence in Section 2.2, and complex-
balanced and disguised toric systems in Section 2.3. After introducing affine equivalence of reaction
networks in Section 3, we prove our main result (Theorem 3.8) and an analogous result for detailed-
balanced systems. Section 4 consists of two parts. In the first half, we study the qualitative
dynamics of arbitrary affinely equivalent mass-action systems, and show that there is a bijection
between the sets of positive steady states, even though other interesting dynamics such as stability
and multistationarity may be lost. In the second part of Section 4, we consider invertible projective
transformations as generalizations of affine transformations.

2 Preliminaries

In this section, we summarize the relevant standard notions and notation from the theory of reaction
networks. For details, we refer the reader to, for instance [18, 19, 28, 44, 45]. Throughout this
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work, the symbols Rn
≥, Rn

> denote the sets of vectors with non-negative and positive components
respectively. For x ∈ Rn

> and y ∈ Rn, we use the multi-index notation xy := xy11 xy22 · · ·xynn .

2.1 Reaction networks and mass-action systems

We model the long-term dynamical behaviour of species concentrations, using an autonomous ODE
system, whose terms are dictated by a reaction network. We view reaction networks as Euclidean
embedded graphs, i.e., the network is embedded in Rn according to the stoichiometric coefficients
attached to each vertex [8]. This formulation is equivalent to the classical definition of a reaction
network as a triple (S, C,R), where S is the set of species, C the set of complexes, and R the
set of reactions. Complexes are formal linear combinations of species; for instance, 3X1 + 4X2 is
a complex. In our framework, the stoichiometric coefficients in the formal linear combination are
entries in a vector yi, living in the Euclidean space, whose dimension is the number of species
interacting in the network. We differ from the classical definition only in that we do not require
the stoichiometric coefficients to be non-negative integers, but instead can be any real numbers.

Definition 2.1. A reaction network (or network for short) is a directed graph G = (V,E),
where V ⊂ Rn and E ⊆ V × V . An edge (yi,yj) ∈ E is denoted by (i, j) or yi → yj . A vertex yi

is a source vertex if there exists another vertex yj ∈ V such that (yi,yj) ∈ E. The set of source
vertices is denoted by Vs. A vertex is also called a complex , while an edge is called a reaction .

The network G is said to be weakly reversible if every connected component is strongly connected.
Weak reversibility implies Vs = V , while the converse is not true in general. For example, the
network y1 → y2 ⇌ y3 is not weakly reversible, but Vs = V .

We work under the assumption of mass-action kinetics.

Definition 2.2. Let G be a network, and κ ∈ RE
> be a vector of rate constants. The mass-action

system is the weighted directed graph (G,κ) with induced dynamics on Rn
> governed by

ẋ = F (G,κ)(x), (1)

where

F (G,κ)(x) :=
∑

(i,j)∈E

κijx
yi(yj − yi).

In what follows, unless otherwise specified, κij is the rate constant of the edge yi → yj . Occa-
sionally, it is more convenient to order the edges; then we let κi be the rate constant of the ith
edge.

If we further suppose that V ⊂ Zn
≥ (as opposed to V ⊂ Rn), then the positive orthant Rn

> is forward-
invariant under (1), i.e., if x(t) is a solution to the initial value problem (1) with x(0) ∈ Rn

>, then
x(t) ∈ Rn

> for all t ≥ 0 [41, Lemma II.1]. Since the stoichiometric subspace S = span{yj −
yi : yi → yj ∈ E} contains ẋ, the solution x(t) is confined to the stoichiometric compatibility
class (x(0) + S) ∩ Rn

>.

In this work we take V ⊂ Rn, as opposed to the more classical assumption of V ⊂ Zn
≥. In formal

chemical kinetics, it is often assumed that V ⊂ Zn
≥, so that (1) can be written as ẋi = fi(x)−xigi(x),

where fi(x) and gi(x) are positive sums of monomials. Indeed, any such system arises from a mass-
action system whose construction is given by the “Hungarian Lemma” [25] with V ⊂ Zn

≥. With
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V ⊂ Zn
≥, the positive orthant is forward-invariant, and the solution to any initial value problem is

unique.

Horn and Jackson in their seminal work [28] generalized it to the case V ⊂ Rn
≥, with identical

dynamical results still holding at this level of generality; in particular, the positive orthant is
forward-invariant. If in addition we have V ⊂ ({0}∪ [1,∞))n, then the right-hand side is Lipschitz,
and the solution to any initial value problem is unique [41].

Here we further relax the assumption to V ⊂ Rn. In this case, we are only interested in the
qualitative dynamics on Rn

>, and the set of positive steady states. Note that on Rn
>, any trajectory

curve of (1) is also a trajectory curve of the system ẋ = xN1 · · ·xNn · F (G,κ)(x) for N > 1, since
the two systems are related by a non-vanishing positive scalar field. Moreover, for the system
ẋ = xN1 · · ·xNn · F (G,κ)(x), with sufficiently large N ∈ N, the entries of its vertices yi are positive,
so its vertex set lies in Rn

≥. It is important to emphasize again that with V ⊂ Rn (as opposed to
V ⊂ Rn

≥), only the trajectories of the systems within Rn
> are preserved, and it is possible that a

solution will leave the positive orthant in finite time. However, this more general setting of V ⊂ Rn

allows us to study the qualitative dynamics of a more general class of ODEs on Rn
>.

Example 2.3. We illustrate the above definitions with a concrete example, and later return to
this example at the end of Section 3. Consider the network shown in Figure 1, with six vertices
and four edges. It is clearly not weakly reversible. This network was considered in [14, Example
5.2], and a generalized version of it was studied in [7, Section 6].

Let κi > 0 be the rate constant of the reaction with source yi. Then the associated dynamics is
given by (

ẋ
ẏ

)
= κ1

(
1
1

)
+ κ2x

3

(
−1
1

)
+ κ3x

3y2
(
−1
−1

)
+ κ4y

2

(
1

−1

)
=

(
κ1 − κ2x

3 − κ3x
3y2 + κ4y

2

κ1 + κ2x
3 − κ3x

3y2 − κ4y
2

)
.

Since Vs ⊂ Zn
≥, the right-hand side of the ODE system is polynomial. In this paper, we allow

Vs ⊂ Rn more generally.

• •

• •

• •

y1

y4

y2

y3

y5 y6

Figure 1: A reaction network in R2. See Example 2.3 for its associated dynamics.

2.2 Dynamical equivalence

A mass-action system (G,κ) determines a system of ODEs by (1). However, many different mass-
action systems may give rise to the same system of ODEs [17]. Such mass-action systems are said
to be dynamically equivalent (see Definition 2.4 below).

Let G = (V,E) and G′ = (V ′, E′) be two networks in Rn. We do not assume either graph is weakly
reversible. Let Vs and V ′

s denote the sets of source vertices for the two networks respectively. The
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mass-action systems (G,κ) and (G′,κ′) have the same system of ODEs if F (G,κ)(x) = F (G′,κ′)(x).
In expanded form, we can rearrange the right-hand sides by the distinct generalized monomials
xyi that appear, i.e., by sorting by their source vertices. Hence (G,κ) is dynamically equivalent to
(G′,κ′) if and only if ∑

yi∈Vs

xyi

∑
yj∈V

κij(yj − yi) =
∑
yi∈V ′

s

xyi

∑
y′
j∈V ′

κ′ij(y
′
j − yi).

Since the real-valued functions {xy : y ∈ Vs∪Vs
′} are linearly independent, we arrive at the following

formal definition of dynamical equivalence [14].

Definition 2.4. Two mass-action systems (G,κ) and (G′,κ′) are dynamically equivalent if for
every yi ∈ Vs ∪ V ′

s , we have ∑
yj∈V

κij(yj − yi) =
∑

y′
j∈V ′

κ′ij(y
′
j − yi), (2)

where by convention κij = 0 if (yi,yj) ̸∈ E, and similarly κ′ij = 0 if (yi,y
′
j) ̸∈ E′.

Since dynamical equivalence is controlled by the weighted sum of vectors originating from each
source vertex yi ∈ Vs with respect to a realization (G,κ), we give such sums a name.

Definition 2.5. The net reaction vector of yi ∈ Vs in a mass-action system (G,κ) is

wi :=
∑
yj∈V

κij(yj − yi). (3)

If yi ̸∈ Vs, then by default wi = 0.

• •

••

•

y1 y2

y3y4

y5

(a) Ga

• •

••

(b) Gb

• •

••

(c) Gc

Figure 2: Three networks with vertices as labelled in (a). For rate constants
satisfying some linear constraints as shown in Example 2.6, the corresponding
mass-action systems can be made dynamically equivalent.

Example 2.6. Consider the three networks Ga, Gb, Gc in Figure 2, with vertices y1 = (0, 0),
y2 = (1, 0), y3 = (1, 1), y4 = (0, 1), and where applicable y5 = (12 ,

1
2). Let αij be the rate constant

of yi → yj in (a); similarly, denote rate constants for (b) as βij , and for (c) as γij .

For (Ga,α) to be dynamically equivalent to (Gb,β), we require that

α15

(
1/2
1/2

)
= β13

(
1
1

)
, α25

(
−1/2
1/2

)
= β24

(
−1
1

)
,

α35

(
−1/2
−1/2

)
= β31

(
−1
−1

)
, α45

(
1/2

−1/2

)
= β42

(
1

−1

)
,

α53

(
1/2
1/2

)
+ α51

(
−1/2
−1/2

)
=

(
0
0

)
.
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In other words, (Ga,α) is dynamically equivalent to (Gb,β) if and only if

α15 = 2β13, α25 = 2β24, α35 = 2β31 α45 = 2β42, α53 − α51 = 0.

In the case when they are dynamically equivalent, the associated dynamical system is(
ẋ
ẏ

)
=

(
β13
β13

)
+ x

(
−β24
β24

)
+ xy

(
−β31
−β31

)
+ y

(
β42

−β42

)
.

That (Ga,α) and (Gb,β) are dynamically equivalent can be readily seen from Figures 2(a) and 2(b).
The reaction vectors are scaled to double in length, while the rate constants are scaled accordingly.

By a similar calculation, for (Gb,β) and (Gc,γ) to be dynamically equivalent, the rate constants
must satisfy (

β13
β13

)
=

(
γ13 + γ12
γ13 + γ14

)
,

(
−β24
β24

)
=

(
−γ24 − γ21
γ24 + γ23

)
,(

−β31
−β31

)
=

(
−γ31 − γ34
−γ31 − γ32

)
,

(
β42

−β42

)
=

(
γ42 + γ43

−γ42 − γ41

)
.

Finally, we note that two dynamically equivalent mass-action systems may share the same network
structure. For example, if we let (Gc,γ) and (Gc,µ) where γ2j = µ2j , γ3j = µ3j , γ4j = µ4j , and
µ12 = µ14 = µ13 = γ13

2 , then (Gc,γ) and (Gc,µ) are dynamically equivalent. Because γ ̸= µ, we
say (Gc,γ) and (Gc,µ) are two different realizations.

2.3 Complex-balanced and disguised toric dynamical systems

Complex-balanced systems are a class of mass-action systems which enjoy remarkable algebraic
and stability properties. Many of their dynamical properties have been known since the seminal
work of Horn and Jackson [28], who intended complex-balancing to be a generalization of detailed-
balancing from thermodynamics. Later, the algebraic and combinatorial structure of complex-
balanced systems was studied in [10]. Informally, complex-balancing captures the state when the in-
flux balances the out-flux at every vertex (or at every complex, hence the term complex-balancing).

Definition 2.7. A mass-action system (G,κ) is complex-balanced if there exists a positive steady
state x ∈ Rn

> such that for every vertex yi ∈ V , the following equality holds:∑
yj∈V

κijx
yi =

∑
yj∈V

κjix
yj . (4)

Although a complex-balanced system is defined to be one admitting a steady state satisfying (4),
once (G,κ) has one complex-balanced steady state, then all its positive steady states also satisfy
(4) [28, Theorem 6A]. This justifies calling (G,κ) a complex-balanced system.

Complex-balanced systems are remarkably stable [45, Theorem 2.3]. If x∗ is a complex-balanced
steady state, the free energy function for detailed-balanced systems in thermodynamics

V (x) =

n∑
i=1

xi ln(xi − x∗i − 1)

is also a Lyapunov function for the complex-balanced system on all of Rn
>. On each stoichiometric

compatibility class, the unique minimum of V is a complex-balanced steady state, which is also
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linearly stable [6, 40] and conjectured to be globally stable within its stoichiometric compatibility
class [16,27]. The latter statement, known as the Global Attractor Conjecture in reaction network
theory, is proved only for several special cases; for example, strongly connected networks [1, 5],
strongly endotactic networks [23], networks in R2 [16], and networks with three-dimensional stoi-
chiometric subspaces [36].

Complex-balanced systems enjoy desirable algebro-combinatorial properties, and a surprising con-
nection to toric geometry; thus they are also called toric dynamical systems [10]. In particular,
their positive steady state set admits a monomial parametrization, hence toric. Moreover, the
toric locus K(G) of a reaction network G is the set of positive κ for which (G,κ) is complex-
balanced. After a change of coordinates, this locus is defined by binomial equations [10, Theorem
9], hence again, toric. Thanks to their strong computational and combinatorial properties, toric
varieties are a class of fundamental and computationally tractable objects in algebraic geometry,
see for instance [34, page 115]. Projective toric varieties are described by polytopes, allowing one
to understand their geometry through combinatorial methods. Since toric ideals are defined by
binomial equations, they are advantageous from a computer algebra viewpoint, such as when using
the Macaulay2 software [24].

A necessary condition for complex-balancing is weak reversibility [26], so if G is not weakly re-
versible, K(G) = ∅; for example see Figure 2(a) when κ25, κ45 > 0. Although such an example is
not complex-balanced, it is still possible that it is dynamically equivalent to a complex-balanced
system, and hence (G,κ) enjoys the same dynamical properties as a complex-balanced system. The
corresponding set in parameter space was defined in [7, Definition 2.2].

Definition 2.8. The disguised toric locus of a reaction network G is the set

K̂(G) := {κ ∈ RE
> : (G,κ) is dynamically equivalent to a complex-balanced system}.

If K̂(G) ̸= ∅, we say G is disguised toric.

In other words, κ ∈ K̂(G) if and only if there exist a network G′ and a vector of rate constants
κ′ ∈ RE′

> such that (G′,κ′) is complex-balanced, and (G,κ) is dynamically equivalent to (G′,κ′).

By definition, K(G) ⊆ K̂(G).

In principle, not only can the network topology change when searching for a complex-balanced
realization, but also the set of vertices. In practice, however, if (G,κ) is disguised toric, then a
complex-balanced realization (G′,κ′) can be found using only the source vertices of G [14, Theorem
4.7].

Checking whether a particular numerical vector κ lies in the disguised toric locus K̂(G) is a linear
feasibility problem, see [42] and references within for an algorithm. This is much simpler than
determining all of K̂(G). An algorithm based on quantifier elimination for computing the entire
disguised toric locus K̂(G) is available in [7]. The latter might be computationally expensive in
some cases. In instances when one knows K̂(G) for some G, we can ask whether K̂(G) can be
leveraged to study the disguised toric locus of some other network. In the next section, we answer
this question when the networks are related by an invertible affine transformation.

3 Affine equivalence of networks

In [13], it was shown that the toric locus is preserved under invertible affine transformations. Here
we prove that the same is true for the disguised toric locus. We first define what is meant by
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transforming a reaction network by such a transformation.

Recall that an invertible affine transformation A : Rn → Rn is one such that there exists an
invertible linear transformation M : Rn → Rn and a vector b ∈ Rn such that A(y) = My + b for
all y ∈ Rn.

Definition 3.1. Let G = (V,E) be a network in Rn, and let A : Rn → Rn be an invertible affine
transformation. Let A(V ) := {A(y) : y ∈ V } and A(E) := {A(yi) → A(yj) : yi → yj ∈ E}. Then
the image of G under A is the graph A(G) = (A(V ),A(E)).

Every invertible affine transformation A induces an isomorphism of abstract graphs between the
network G and its image A(G), i.e., viewing the nodes and edges abstractly, forgetting about the
embedding in Rn. In this work, we assume that A(G) inherits the rate constants from G through
this graph isomorphism. More precisely, two networks G and G′ are affinely equivalent if there
exists an invertible affine transformation A such that G′ = A(G). Suppose (G,κ) is a mass-action
system where κij is the rate constant of yi → yj . Then for A(G), we let κij be the rate constant
of the corresponding reaction A(yi) → A(yj). We say the mass-action systems (G,κ) and (G′,κ)
are affinely equivalent if G and G′ are affinely equivalent.

Remark 3.2. One might ask why we consider invertible affine maps. A major motivation is that
as a graph isomorphism, affine maps preserve collinear vertices, which is necessary for dynamical
equivalence. Consider the network in Figure 3(a), which for any choice of positive rate constants
is dynamically equivalent to the reversible network y1 ⇌ y3. However, its image under the map
(x, y) 7→ (y, xy), the network in Figure 3(b), can never be dynamically equivalent to a reversible
network. As we will see through examples of projective maps, only preserving collinearity is not
sufficient. Thus, invertible affine transformations are truly the natural graph isomorphisms when
studying dynamically equivalent systems and disguised toric systems.

• • •

y1

y1 y2

y3

(a)

•

•

•

y′
1

y′
2

y′
3

(b)

Figure 3: (a) A network that is dynamically equivalent to the reversible pair
y1 ⇌ y3. (b) Its image under the map (x, y) 7→ (y, xy) can never be dynamically
equivalent to a reversible pair.

Remark 3.3. It is not strictly necessary to restrict ourselves to the same ambient Euclidean space
to define affine equivalence. If G1 is a network in Rn1 and G2 another network in Rn2 , we can
define G1 and G2 to be affinely equivalent if there is an affine equivalence as networks embedded
in Rmax{n1,n2} where Rni is viewed as the first ni coordinates.

3.1 Main result

For the remainder of this section, we use the following notations. Let A(y) = My + b be an
invertible affine transformation, and let (G,κ) be any mass-action system, with set of vertices V
and set of source vertices Vs. For each yi ∈ Vs, let wi denote its net reaction vector. By definition,
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if yi → yj ∈ E, then κij > 0; if yi → yj ̸∈ E, we set κij = 0. A priori G may not be weakly
reversible, so it is possible that Vs ⊊ V . The net reaction vector of yi ∈ Vs is

wi =
∑
yj∈V

κij(yj − yi), (5)

where the sum is over all vertices in V .

Lemma 3.4. The net reaction vector of the vertex A(yi) ∈ A(Vs) in (A(G),κ) is Mwi, where wi

is the net reaction vector of the vertex yi ∈ Vs in (G,κ).

Proof. On one hand, for each A(yi), its net reaction vector in (A(G),κ) is by definition, the vector∑
A(yj)∈A(V )

κij(A(yj)−A(yi)).

On the other hand, for each yi, apply M to the representation of the net reaction vector wi in (5):

Mwi =
∑
yj∈V

κij

(
Myj + b−Myi − b

)
=

∑
yj∈V

κij

(
A(yj)−A(yi)

)
.

This proves our result that Mwi is the net reaction vector of A(yi) in (A(G),κ).

The following lemma highlights an important advantage of invertible affine transformations: they
preserve the property of two networks being dynamically equivalent. This is an essential property,
since the ODEs are the cornerstones in understanding the dynamical behaviour of the system.
Recall that the main asset of using dynamical equivalence is that well-chosen distinct networks
and/or distinct rate constants may give rise to the same ODE system; hence one could choose for
instance networks with a more desirable combinatorial structure (such as weak reversibility), while
preserving the dynamics. An example where dynamical equivalence was leveraged can be found in
[7]. See also the discussion in Section 4.

Lemma 3.5. Suppose (G,κ) and (G∗,α) are dynamically equivalent. Then (A(G),κ) and (A(G∗),α)
are dynamically equivalent.

Proof. By definition of dynamical equivalence, the net reaction vector of yi in either (G,κ) or
(G∗,α) is wi. Therefore by Lemma 3.4 the net reaction vector of A(yi) in either (A(G),κ)
or (A(G∗),α) is Mwi. These net reaction vectors are equal, so (A(G),κ) and (A(G∗),α) are
dynamically equivalent.

We collect some observations about coordinate-wise exponentiation and logarithms of vectors, which
will be used later for proving our main result.

Lemma 3.6. For x ∈ Rn
>, y ∈ Rn, and M ∈ Rn×n whose columns are mi, define the component-

wise operations

exp(y) :=

ey1

...
eyn

 , log(x) :=

log x1
...

log xn

 , and xM :=

xm1

...
xmn

 .

Then we have
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(i) log(xv) = v⊤ logx,

(ii) log(xM) = M⊤ logx,

(iii) log(xMv) = v⊤ log(xM), and

(iv) xM1M2 = (xM1)M2.

We leave the straightforward proof of Lemma 3.6 to the reader.

Proposition 3.7. Suppose (G∗,α) is complex-balanced. Then (A(G∗),α) is complex-balanced.

Proof. By definition, (G∗,α) being complex-balanced means there exists x′ ∈ Rn
> such that for

every vertex yi ∈ Vs, we have ∑
j ̸=i

αij =
∑
j ̸=i

αji(x
′)yj−yi . (6)

We want to show that (A(G∗),α) is complex-balanced, i.e., we want to show that there exists a
positive vector x ∈ Rn

> such that for i = 1, . . . , |Vs|, we have∑
j ̸=i

αij =
∑
j ̸=i

αjix
A(yj)−A(yi). (7)

Given x′ ∈ Rn
> satisfying (6), it suffices to show that there exists x ∈ Rn

> such that for any i, j,

(x′)yj−yi = xA(yj)−A(yi), (8)

which is equivalent to (x′)M
−1(A(yj)−A(yi)) = xA(yj)−A(yi), or by Lemma 3.6,

(A(yj)−A(yi))
⊤ log(x′)M

−1
= (A(yj)−A(yi))

⊤ logx.

Choose x = (x′)M
−1
, which is a vector in Rn

>, defined independently of the vertex indices i, j.
Then (7) follows from (6).

We now arrive at our main result. Our main motivation is to use this result to simplify the
task of computing the disguised toric locus of a (more) complicated network. In Example 3.9, we
demonstrate this with an affine image of the network in Figure 1.

Theorem 3.8. For any network G in Rn and any invertible affine transformation A of Rn,

K̂(A(G)) = K̂(G).

Specifically, if (G,κ) is dynamically equivalent to a complex-balanced system (G∗,α), then (A(G),κ)
is dynamically equivalent to (A(G∗),α), which is complex-balanced.

Proof. Given a mass-action system (G∗,α), applying Lemma 3.5 with A and A−1, we find that
(G,κ) is dynamically equivalent to (G∗,α) if and only if (A(G),κ) is dynamically equivalent
to (A(G∗),α). Proposition 3.7 shows (G∗,α) is complex-balanced if and only if (A(G∗),α) is
complex-balanced. As a result, K̂(A(G)) = K̂(G).
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Unlike the toric locus, computing the disguised toric locus is in general a difficult problem. Even
for the relatively simple network shown in Figure 7(a), the disguised toric locus is complicated: as
shown in [7, Section 4], the answer breaks up into 4 cases; for 3 of these cases, the disguised
toric locus is the whole parameter space and in the remaining case, it is defined by a quadratic
inequality. The disguised toric locus here was computed using an algorithm based on real quantifier
elimination [7].

Let us see an example where Theorem 3.8 facilitates the computation of the disguised toric locus of
one network, by considering an affinely equivalent network, whose disguised toric locus was already
computed in [7, Section 6] and [14, Example 5.2].

•
•

•

•

•

•

y1

y4

y2

y3

y5

y6

(a) (b) (c)

Figure 4: (a) The image of the network in Figure 1 under an invertible affine
transformation (see Example 3.9), and (b) its phase portrait. For comparison,
(c) the phase portrait of the network in Figure 1. The rate constants are taken
to be κ1 = · · · = κ4 = 1 for simplicity.

Example 3.9. Consider the network G in Figure 1, whose image under the invertible linear trans-
formation

M =

(
4/3 1/2
1/3 1

)
is shown in Figure 4(a). In other words, the network in Figure 4(a) is affinely equivalent to the one
in Figure 1, whose disguised toric locus is

K̂(G) =

{
κ ∈ R4

> :
1

25
≤ κ1κ3

κ2κ4
≤ 25

}
, (9)

where κi is the rate constant of the edge originating from yi, see [7, Section 6] and [14, Example 5.2].
Note that the disguised toric locus is in general not toric, even though it contains the toric locus.
In this example, the toric locus is empty because G is not weakly reversible. By Theorem 3.8, (9)
is also the disguised toric locus of the network M(G) in Figure 4(a). Indeed, we are not restricted
to the network in Figure 4(a); instead the image of G in Figure 1 under any invertible affine
transformation (in any dimensions n ≥ 2) would have the exact same disguised toric locus.

Consider the phase portraits of the dynamics generated by the network before (Figure 4(c)) and
after (Figure 4(b)) the affine transformation is applied, with κ1 = · · · = κ4 = 1 for simplicity.
Both mass-action systems are disguised toric, and for this choice of rate constants, both share
the positive steady state (1, 1)⊤. Both systems’ dynamics are qualitatively the same, with the
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unique steady state being globally attracting [1,5], since the systems are dynamically equivalent to
complex-balanced systems with one strongly connected component.

Remark 3.10. A related though more restrictive notion of comparing mass-action systems was
explored in [31]. The authors defined two mass-action systems to be linearly conjugate if the
trajectories of one are the images of the other under a linear map. When the linear map is
the identity map, linear conjugacy captures the notion of dynamical equivalence. More generally,
linear conjugacy is limited to scaling of individual axes and reordering coordinates [31, Lemma 3.1].
Clearly, linearly conjugate mass-action systems are affinely equivalent, while the converse is not
true. In Section 4, we see that affinely equivalent mass-action systems are generally not topologically
conjugate; in other words, it is not necessary for affinely equivalent mass-action systems to share
the same qualitative dynamics (unless it is complex-balancing).

3.2 Extension to detailed-balanced systems

It is not difficult to show a parallel result where complex-balancing is replaced by detailed-balancing.
In particular, it suffices to show a result analogous to Proposition 3.7. We first define detailed-
balancing.

Definition 3.11. A mass-action system (G,κ) is detailed-balanced if there exists a positive
steady state x ∈ Rn

> such that for every reaction yi → yj ∈ E, we have

κijx
yi = κjix

yj . (10)

A necessary condition for detailed-balancing is reversibility of the network, i.e., if yi → yj ∈ E,
then yj → yi ∈ E. Otherwise (10) cannot be satisfied.

Theorem 3.12. Suppose (G,κ) is dynamically equivalent to a detailed-balanced system (G∗,α). Let
A be any invertible affine transformation. Then (A(G),κ) is dynamically equivalent to (A(G∗),α),
which is detailed-balanced.

Proof. By Lemma 3.4, the net reaction vector from A(yi) in either (A(G),κ) or (A(G∗),α) is
Mwi, hence by Lemma 3.5 (A(G),κ) and (A(G∗),α) are dynamically equivalent. It suffices to
prove that (A(G∗),α) is detailed-balanced provided (G∗,α) is detailed-balanced.

Suppose x′ ∈ Rn
> is a detailed-balanced steady state, so for any i, j with αij , αji > 0, we have

αij(x
′)yi = αji(x

′)yj . As in the proof of Proposition 3.7, let x = (x′)M
−1
. By Lemma 3.6,

xA(yj)−A(yi) = (x′)M
−1(A(yj)−A(yi)) = (x′)yj−yi .

In other words, αijx
A(yi) = αjix

A(yj) for any i ̸= j, so x is a detailed-balanced steady state of
(A(G∗),α).

4 Discussion

In this section, we explore two questions: how the dynamics of affinely equivalent mass-action
systems are related, and whether Theorem 3.8 can be extended beyond invertible affine trans-
formations. Towards the first question, we show that there is a canonical bijection between the
sets of positive steady states of affinely equivalent mass-action systems. However, in general, local
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stability, capacity for multistationarity, and limit cycles are not preserved. Towards the latter ques-
tion, at a minimum we require that the transformation preserve collinear vertices per Remark 3.2.
Invertible projective transformations both generalize invertible affine maps and preserve collinear-
ity. However, we provide examples of projective transformations that preserve neither dynamical
equivalence nor complex-balancing.

We begin with some observations about the results from the previous section.

First, invertible affine transformations preserve dynamical equivalence, see Lemma 3.5. Recall that
dynamical equivalence means that the network and rate constants may vary, while giving rise to the
same ODE system. It is the system of ODEs that represents the keystone of our study, because it
models the dynamical behaviour. Therefore, preservation of dynamical equivalence is an important
asset of invertible affine transformations.

Second, we saw in Theorems 3.8 and 3.12 that complex-balancing and detailed-balancing are pre-
served under invertible affine transformations. The proofs of Theorems 3.8 and 3.12 involve solving
the equation

∆ logx′ = ∆M⊤ logx,

where M is the derivative of A and ∆ is a matrix whose rows are yj − yi with i ̸= j where the
pairs (i, j) are ordered in some manner, e.g., lexicographical order.

The set of complex-balancing steady states has a simple form. We let ◦ and exp( · ) denote
component-wise multiplication and exponentiation respectively, i.e.,

x ◦ y = (x1y1, x2yn, . . . , xnyn)
⊤ and exp(x) = (ex1 , ex2 , . . . , exn)⊤.

If S ⊆ Rn, then exp(S) := {exp(x) : x ∈ S}. Then supposing that x′ is a steady state of a
complex-balanced system (G∗,α), the set of complex-balanced steady states for (G∗,α) is precisely
x′◦exp(S⊥) [18,28,45], where S is the stoichiometric subspace of G∗. In the proof of Proposition 3.7
we showed that x = (x′)M

−1
is a complex-balanced steady state of (A(G∗),α), where (x′)M

−1
is

a vector whose ith component is x′ exponentiated by the ith column of M−1, as introduced in
Lemma 3.6. Put another way, if x is a complex-balanced steady state for (A(G),α), then xM is
complex-balanced for (G,κ), and xM ∈ x′ ◦ exp(S⊥).

We now show that there is a canonical bijection between the sets of positive steady states of
arbitrary affinely equivalent mass-action systems, which may not be complex-balanced.

Proposition 4.1. Let A be an invertible affine transformation, where A(y) = My + b. If x is a
positive steady state of (A(G),κ), then xM is a positive steady state of (G,κ). The map x 7→ xM

is a bijection between the set of positive steady states of (A(G),κ) and that of (G,κ).

Proof. Order the reactions from 1 to R with yik
→ yjk

the kth reaction and Ys ∈ Rn×R the matrix

whose kth column is the source vertex yik
. Let D = diag(κ1, . . . , κR), so that DxYs is the vector

whose components are the fluxes κkx
yik of the reactions. Let Γ ∈ Rn×R be the stoichiometric

matrix, whose kth column is yjk
− yik

. With this notation, (G,κ) is associated to the system of
ODEs

ẋ = ΓDxYs , (11)

while its image A(G) under A is associated to

ẋ = MΓDxMYs+b = (MΓDxMYs) · xb. (12)
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Because M is invertible and xb ∈ R> for any x ∈ Rn
>, we see that x is a positive steady state of

(12) if and only if 0 = ΓDxMYs . By Lemma 3.6,

xMYs = (xM)Ys ,

so xM is a positive steady state of (11). The map x 7→ xM is a bijection between the sets of
positive steady states of (11) and (12).

Proposition 4.1 does not imply that asymptotic stability or multistationarity is preserved under
affine transformations, as the following example demonstrates. Example 4.3 shows that limit cycles
are also in general not preserved under affine transformations.

•

• •

•
(a)

•

• •

•

(b) (c) (d)

Figure 5: (a) A multistationary mass-action system (κ1 = κ2 = 1) and (c) its
phase portrait. (b) Its image under an affine map as in Example 4.2, and (d)
its phase portrait, showing the system is not multistationary. In (c) and (d),
particular stoichiometric compatibility classes are highlighted in yellow.

Example 4.2 (Affine transformations do not preserve multistationarity). Consider the
mass-action system shown in Figure 5(a), with rate constants κ1 = κ2 = 1. Its phase portrait,
shown in Figure 5(c), shows that the system is multistationary, i.e., there exists a stoichiometric
compatibility class with more than one positive steady state. The figure highlights a particular
stoichiometric compatibility class (in yellow) with two steady states.

We map the mass-action system under the affine transformation

A(y) =

(
1 1
0 −1

)
y +

(
0
1

)
,

resulting in the network in Figure 5(b). This mass-action system is not multistationary. Indeed,
this latter network is not capable of multistationarity, because for generic κ1, κ2, the steady state
set is given by

y∗ =
κ2
κ1

(x∗)2,

where the value of x∗ > 0 defines the stoichiometric compatibility class. Note that this example
does not contradict Proposition 4.1, which asserts bijection on the sets of positive steady states,
not how the sets intersect with any stoichiometric compatibility class. The latter is related to
multistationarity.
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•

•

•

•

•
y1

y2

y3

y4

y5

(a)

•
•

•

•
•

y′
1

y′
2

y′
3

y′
4

y′
5

(b)

(c) (d)

Figure 6: (a) A version of the Brusselator and (b) its image under rotation by π
3 .

Their phase portraits are shown in (c) and (d) respectively. Note that the limit
cycles are not in general preserved under invertible affine transformations. See
Example 4.3 for the rate constants used to generate the phase portraits.

Example 4.3 (Affine transformations do not preserve limit cycles). Let us consider in
Figure 6(a) a version of the Brusselator [38]. A version of this is one of the prime examples of
a Hopf bifurcation. For certain choices of rate constants, the mass-action system admits a stable
limit cycle, as shown in Figure 6(c) where we take

κ12 = 0.5, κ21 = κ13 = κ54 = 0.1, κ23 = κ32 = 0.01, κ31 = κ45 = 1.

It is not difficult to show that the stable limit cycle can disappear when we consider an affinely
equivalent mass-action system. For example, if the network is rotated by π

3 , as shown in Figure 6(b),
there is no limit cycle, as seen in its phase portrait in Figure 6(d). Moreover, what was an unstable
steady state is now stable under the affine transformation. This demonstrates that invertible affine
transformations do not in general preserve qualitative dynamics.

Although invertible affine transformations do not preserve multistationarity or limit cycles, they do
preserve many important classes of reaction networks, especially those with dynamical implications.
For example, since network structure is preserved, the images of reversible and weakly reversible
networks are reversible and weakly reversible respectively. For such mass-action systems, there
exists a steady state in every stoichiometric compatibility class [4]. Moreover, these systems are
conjectured to be persistent (no trajectory with positive initial condition has an ω-limit point on
the boundary of Rn

>) and permanent (any trajectory eventually converges to a compact subset of
the stoichiometric compatibility class) [16,18].
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Two more general classes of reaction networks are also preserved under invertible affine transforma-
tions: endotactic networks [16] and strongly endotactic networks [23]. Geometrically, a network is
endotactic if none of the reaction vectors point outside of the convex hull of source vertices, or the
Newton polytope of the network. A network is strongly endotactic if it is endotactic and on every
facet of the Newton polytope, there is a reaction vector pointing away from the facet. Since affine
transformations preserve convexity and half-spaces in Rn, endotacticity and strong endotacticty
are preserved.

In terms of dynamics, strongly endotactic mass-action systems are permanent [23]. This was utilized
to show that the Global Attractor Conjecture holds for complex-balanced systems with only one
connected component. The slightly more general endotactic mass-action systems are conjectured
to be permanent, where the case of R2 was proved in [16]. Again, the permanence of endotactic
networks, which include all weakly reversible networks, is used towards solving the Global Attractor
Conjecture in general [8, 9, 16].

4.1 The disguised toric locus and projective transformations

Invertible affine transformations were natural in our study of disguised toricity, since for the purpose
of dynamical equivalence collinear vertices must be preserved. Projective transformations also
preserve collinear points. As such, we consider networks that are mapped via invertible projective
maps. The examples presented in this section demonstrate that such maps do not preserve disguised
toricity. Therefore, the class of invertible affine transformations is most naturally associated to
disguised toric systems. In the remainder of this section, we give a series of examples showing
that invertible projective transformations do not preserve the disguised toric locus (Example 4.6),
do not preserve complex-balancing (Example 4.7), and do not preserve dynamical equivalence
(Example 4.8).

Definition 4.4. An invertible projective transformation on Rn is a function of the form

P (y) =

(
ℓ1(y)

ℓ0(y)
, . . . ,

ℓn(y)

ℓ0(y)

)⊤
,

where y ∈ Rn, ℓi(y) = ai0 +
∑n

j=1 aijyj for aij ∈ R, and the (n + 1) × (n + 1) matrix (aij)0≤i,j≤n

is invertible over R.

Definition 4.5. Let G = (V,E) be a network in Rn. Let P = ( ℓ1ℓ0 , . . . ,
ℓn
ℓ0
) be an invertible

projective transformation on Rn such that V ⊂ Rn does not intersect the locus where ℓ0 = 0. Let
P (V ) := {P (y) : y ∈ V }, and P (E) := {P (yi) → P (yj) : yi → yj ∈ E}. The image of G under
P is the graph P (G) = (P (V ), P (E)).

As before, if (G,κ) is a mass-action system, then its image under P is (P (G),κ), where κij is the
rate constant of P (yi) → P (yj) for any yi → yj ∈ E.

Example 4.6 (Projective transformations do not preserve the property of being dis-
guised toric). Let G be the complete graph on the vertices (3, 0), (2, 1), (1, 2), (0, 3), as shown
in Figure 7(a). The disguised toric locus of this graph was characterized in [7]; we follow the au-
thors’ notation (except we have written κij in place of kij for the rate constant of yi → yj). In
[7, Section 4] it was shown that for the network in Figure 7(a), also called the quadrilateral on a
line, the positive orthant of the parameters κ is partitioned into four regions (see [7, Proposition
4.1]), based on linear inequalities on κij . Three of these regions always give rise to disguised toric
systems (these regions are called the single-sign-change chambers in [7, Definition 4.2]), whereas
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•

•

•

•

y1

y2

y3

y4

(a)

•
•

•

•

y′
1

y′
2

y′
3

y′
4

(b)

Figure 7: (a) A complete graph G on four points on a line. (b) The image
P (G) under the projective map (13). Example 4.6 shows that K̂(P (G))\ K̂(G) ̸=
∅, which implies that the property of being disguised toric is not preserved by
projective maps in general.

for the last region the parameters need to satisfy an additional nonlinear polynomial inequality for
the system to be disguised toric [7, Theorem 4.3].

Let us now consider the following projective transformation

P (x, y) =

(
−17x+ 7y + 3

−17x+ 3y + 3
,
−33x+ 3y + 3

−17x+ 3y + 3

)
. (13)

The vertices are mapped to

y′
4 = P (0, 3) = (2, 1), y′

2 = P (2, 1) = (6/7, 15/7),

y′
3 = P (1, 2) = (0, 3), y′

1 = P (3, 0) = (1, 2).

So (P (G),κ), consisting of the reactions

(0, 3) (67 ,
15
7 )

κ32

κ23

(67 ,
15
7 ) (1, 2)

κ21

κ12

(1, 2) (2, 1)
κ14

κ41

(0, 3) (2, 1)
κ34

κ43

is also a complete graph with four vertices, as shown in Figure 7(b).

Now, consider a vector of positive real numbers κ = (κij)ij with the following properties:

(1) κ21 − κ23 − 2κ24 > 0 and 2κ31 + κ32 − κ34 < 0,

(2) (κ12 + 2κ13 + 3κ14)(3κ41 + 2κ42 + κ43) < |κ21 − κ23 − 2κ24||2κ31 + κ32 − κ34|,

(3) 6κ23 < κ21 + 8κ24 or κ14 <
1
7κ12 + κ13.

For example, we can take

κ21 = 4, κ23 = 1, κ24 = 1, κ31 =
1

8
, κ32 =

1

2
, κ34 = 1,

κ12 =
1

512
, κ13 =

1

128
, κ14 =

1

128
, κ41 = 1, κ42 = 1, κ43 = 1.
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We claim that any choice of κ satisfying conditions (1)–(3) implies that (G,κ) is not a disguised
toric dynamical system, but (P (G),κ) is. More precisely, condition (1) says that (G,κ) lives in
Chamber 4 [7, Theorem 4.3(1)], with the net reaction vector w3 pointing towards y4 and the net
reaction vector w2 pointing towards y1. In this case, (G,κ) is not disguised toric exactly when
condition (2) holds. In other words, conditions (1)–(2) together imply that (G,κ) is not a disguised
toric dynamical system.

Lastly, we argue that condition (3) implies (P (G),κ) is a disguised toric dynamical system. Notice
that the net reaction vectors of y′

1 and y′
2 are

w′
1 =

(
1

7
κ12 + κ13 − κ14

)(
−1
1

)
and w′

2 =
1

7
(κ21 + 8κ24 − 6κ23)

(
1

−1

)
(14)

respectively. Condition (3) says that either w′
2 points towards y′

1 or w′
1 points towards y′

2. In
other words, satisfying (3) puts (P (G),κ) in the analog of Chambers 1–3 in the language of [7].

We now show that (P (G),κ) is always disguised toric. Suppose we are in the case of 6κ23 < κ21 +
8κ24 and κ14 <

1
7κ12+κ13, so that w′

1 points towards y′
2 and w′

2 points towards y′
1. We claim that

this is dynamically equivalent to the following single-target network (G′,α). Let y′
5 = (1314 ,

29
14)

⊤,
which lies between y′

1 and y′
2, and consider the reactions

y′
1

α1−−→ y′
5, y′

2
α2−−→ y′

5, y′
3

α3−−→ y′
5, y′

4
α4−−→ y′

5,

with rate constants

α1 = 14

(
1

7
κ12 + κ13 − κ14

)
, α3 =

14

13

(
6

7
κ32 + κ31 + 2κ34

)
,

α2 = 2 (κ21 + 8κ24 − 6κ23) , α4 =
14

15

(
8

7
κ42 + κ41 + 2κ43

)
.

Note that αi > 0, and are chosen so that the net reaction vectors are (14) and

w′
3 =

(
6

7
κ32 + κ31 + 2κ34

)(
1

−1

)
and w′

4 =

(
8

7
κ42 + κ41 + 2κ43

)(
−1
1

)
.

In other words, the rate constants αi are chosen so that (P (G),κ) is dynamically equivalent to
the single-target network (G′,α). Single-target networks were characterized in [15]; in particular,
a single-target network is dynamically equivalent to a detailed-balanced system—hence disguised
toric—if and only if the unique sink is in the relative interior of the convex hull of source vertices.
This is clearly the case for (G′,α), as y′

5 lies midway between y′
1 and y′

2. Therefore, (P (G),κ)
is disguised toric. It is not difficult to show that if only one of the inequalities in condition (3)
is satisfied, then the mass-action system is still dynamically equivalent to a stable single-target
network, with the sink placed appropriately.

In particular, the invertible transformation P−1 takes the disguised toric dynamical system (P (G),κ)
to the dynamical system (G,κ) which is not disguised toric. In other words, the property of being
disguised toric is in general not preserved under projective transformation.

Example 4.7 (Projective transformations do not preserve complex-balancing). Consider
the complete graph G embedded in R1 with vertices at 0, 1, 2. Let P be an invertible projective
transformation defined at 0, 1, 2, and let a = P (0), b = P (1), c = P (2). The complex balanced
condition on (G,κ) is equivalent to K1K3 = K2

2 , where the Ki are the tree constants as given by
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the Matrix-Tree Theorem (for a definition, see [10, page 5]); each Ki is a sum of monomials in
the κjℓ determined by the network connectivity. On the other hand, since (y3 − y2)/(c − b) =
(y2 − y1)/(b− a), by [20, Theorem 2] the complex-balanced condition on (P (G),κ) is

Kc−b
1 Kb−a

3 = Kc−a
2 .

When a+ c ̸= 2b, which holds for a generic choice of P , the algebraic sets Kc−b
1 Kb−a

3 = Kc−a
2 and

K1K3 = K2
2 are not equal, and so for generic κ with (G,κ) complex-balanced, we see (P (G),κ) is

not complex-balanced.

Example 4.8 (Projective transformations do not preserve dynamical equivalence). Con-
sider the complete graph G embedded in R1 with vertices at 0, 1, 2. Say that (G,κ) and (G,α) are

dynamically equivalent but κ ̸= α. Letting βij := κij−αij and β =
(
β01 β02 β12 β10 β20 β21

)⊤
,

then (G,κ) and (G,α) are dynamically equivalent if and only if β ̸= 0 and1 2 0 0 0 0
0 0 1 −1 0 0
0 0 0 0 −2 −1

β = 0. (15)

Let P be an invertible projective transformation defined at 0, 1, 2, and let a = P (0), b = P (1), c =
P (2). Further suppose that a+c ̸= 2b, which holds for a generic invertible projective transformation.

Note that (P (G),κ) and (P (G),α) are dynamically equivalent if and only ifb− a c− a 0 0 0 0
0 0 c− b a− b 0 0
0 0 0 0 a− c b− c

β = 0. (16)

Since a, b, c are distinct, the non-zero vector β satisfies both (15) and (16) if and only if c − a =
2(b− a), c− b = −(a− b), and a− c = 2(b− c); this is equivalent to the condition that a+ c = 2b.
Thus, (P (G),κ) and (P (G),α) are no longer dynamically equivalent. This implies that equivalence
classes of dynamically equivalent mass-action systems are not preserved under invertible projective
transformations.
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