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CNRS–Université Paris-Saclay, Orsay 91405, France
c School of Mathematics and Statistics,

Shandong Normal University, Jinan 250358, China
d Data Science Institute,

Shandong University, Jinan 250100, China

Abstract

Given two graphs H and G, an H-tiling of G is a collection of vertex-disjoint copies of H
in G and an H-factor is an H-tiling that covers all vertices of G. Kühn and Osthus managed
to characterize, up to an additive constant, the minimum degree threshold which forces an
H-factor in a host graph G. In this paper we study a similar tiling problem in a system
that is locally bounded. An incompatibility system (G,F) consists of a graph G and a family

F = {Fv}v∈V (G) over G with Fv ⊆ {{e, e′} ∈
(

E(G)
2

)

: e ∩ e′ = {v}}. We say that two edges
e, e′ ∈ E(G) are incompatible if {e, e′} ∈ Fv for some v ∈ V (G), and otherwise compatible. A
subgraph H of G is compatible if every pair of edges in H are compatible. An incompatibility
system (G,F) is ∆-bounded if for any vertex v and any edge e incident with v, there are
at most ∆ members of Fv containing e. This notion was partly motivated by a concept of
transition system introduced by Kotzig in 1968, and first formulated by Krivelevich, Lee and
Sudakov to study the robustness of Hamiltonicity of Dirac graphs.

We prove that for any α > 0 and any graph H with h vertices, there exists a constant
µ > 0 such that for any sufficiently large n with n ∈ hN, if G is an n-vertex graph with
δ(G) ≥ (1− 1

χ∗(H)+α)n and (G,F) is a µn-bounded incompatibility system, then there exists

a compatible H-factor in G, where the value χ∗(H) is either the chromatic number χ(H) or
the critical chromatic number χcr(H) and we provide a dichotomy as in the Kühn–Osthus
result. Moreover, we give examples H for which there exists an µn-bounded incompatibility
system (G,F) with n ∈ hN and δ(G) ≥ (1− 1

χ∗(H) +
µ
2 )n such that G contains no compatible

H-factor. Unlike in the previous work of Kühn and Osthus on embedding H-factors, our
proof uses the lattice-based absorption method.

1 Introduction

All the graphs considered here are finite, undirected and simple. Let H be an h-vertex graph
and G be an n-vertex graph. An H-tiling is a collection of vertex-disjoint copies of H in G. An
H-factor (or perfect H-tiling) is an H-tiling which covers all vertices of G. Note that n ∈ hN is
a necessary condition for G containing an H-factor.
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1.1 Perfect graph tilings

One of the most fundamental research topics in extremal graph theory is to determine sufficient
conditions forcing spanning structures, such as perfect matchings, Hamilton cycles, H-factors,
etc. Textbook results of Hall and Tutte give a sufficient condition for the existence of a perfect
matching (see e.g. [20]). A classical theorem of Dirac [21] states that every graph G on n ≥ 3
vertices with minimum degree δ(G) ≥ n/2 contains a Hamilton cycle. For H-factors, when
H = Kk, the seminal Hajnal–Szemerédi theorem [25] characterizes the minimum degree forcing
a Kk-factor and the bound is best possible.

Theorem 1.1 (Hajnal and Szemerédi [25]). Let G be an n-vertex graph with n ∈ kN. If
δ(G) ≥ (1− 1/k)n, then G contains a Kk-factor.

Up to an error term, the following theorem of Alon and Yuster [4] generalizes Theorem 1.1.

Theorem 1.2 (Alon and Yuster [4]). For every α > 0 and every graph H there exists an integer
n0 such that every graph G whose order n ≥ n0 is divisible by |H| and whose minimum degree
is at least (1− 1/χ(H) + α)n contains an H-factor.

Later, it was proved by Komlós, Sárközy and Szemerédi [35] that the o(n) term in Theorem
1.2 can be replaced with a constant C = C(H), which resolves a conjecture of Alon and Yuster [4].
As given in [15, 31], there are graphs H for which the term 1− 1/χ(H) in the minimum degree
condition can be improved significantly. To illustrate this, Komlós [34] introduced the concept
of critical chromatic number. The critical chromatic number χcr(H) of a graph H is defined as
(χ(H)− 1)|H|/(|H| − σ(H)), where σ(H) denotes the minimum size of the smallest color class
in a proper coloring of H with χ(H) colors. Note that χ(H)− 1 < χcr(H) ≤ χ(H). Komlós [34]
proved that one can replace χ(H) with χcr(H) at the price of obtaining an H-tiling covering all
but εn vertices, and he also conjectured that the error term εn can be replaced with a constant
that only depends on H. This was confirmed by Shokoufandeh and Zhao [54].

Theorem 1.3 (Shokoufandeh and Zhao [54]). For any H there is an integer n0 so that if G is
a graph on n ≥ n0 vertices and minimum degree at least (1 − 1/χcr(H))n, then G contains an
H-tiling that covers all but at most 5|H|2 vertices.

Further, a significant result of Kühn and Osthus [45] managed to characterize, up to an
additive constant, the best possible minimum degree condition which forces an H-factor. To
state their result, we need more definitions here. Let χ(H) = k and C(H) be the family of all
proper k-colorings of H. Given a k-coloring c in C(H), let hc1 ≤ · · · ≤ hck be the sizes of the color
classes of c and D(c) := {hci+1 − hci | i ∈ [k − 1]}. Let

D(H) :=
⋃

c∈C(H)

D(c).

Then we denote by hcfχ(H) the highest common factor of all the integers in D(H). In particular,
if D(H) = {0}, then we set hcfχ(H) := ∞. Also, we write hcfc(H) for the highest common
factor of all the orders of components of H. If χ(H) > 2, then define hcf(H) = 1 if hcfχ(H) = 1.
If χ(H) = 2, then define hcf(H) = 1 if both hcfc(H) = 1 and hcfχ(H) ≤ 2. Then let

χ∗(H) =

{

χcr(H) if hcf(H) = 1,

χ(H) otherwise.

Theorem 1.4 (Kühn and Osthus [45]). For any H there exist integers C = C(H) and n0 =
n0(H) such that every graph G whose order n ≥ n0 is divisible by |H| and whose minimum
degree is at least (1− 1/χ∗(H))n + C contains an H-factor.
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The degree condition in Theorem 1.4 is best possible up to the constant C and there are
also graphs H for which the constant C cannot be omitted entirely [45]. There are some
generalisations of Theorem 1.4. For example, Kühn, Osthus and Treglown [46] determined,
asymptotically, the Ore-type degree condition forcing an H-factor; Hyde and Treglown [30]
proved a degree sequence version of Theorem 1.4. Very recently, Hurley, Joos and Lang [29]
recovered and extended the work of Kühn and Osthus by replacing the H-factor with bounded
degree graphs with components of sublinear order.

1.2 Motivation

As mentioned above, many typical Dirac-type results in extremal graph theory are of the form
“under certain degree conditions, G has property P”. Once such a result is established, it is
natural to ask how strongly does G possess P? In particular, this has motivated recent trends
in the study of robustness of graph properties (see [55]), aiming to strengthen classical results in
extremal graph theory and probabilistic combinatorics. What measures of robustness can one
utilize? In this direction, several different measures of robustness have been explored in

1. (sparse) random graphs G(n, p) in the setting of so-called resilience (see e.g. [3, 5, 7, 19,
40, 41, 56]);

2. edge-colored graphs (see e.g. [1, 2, 8, 13, 16, 17, 18, 23, 24, 33, 47, 50, 53, 57]);

3. Maker-Breaker games (see e.g. [6, 9, 14, 39, 44]).

For further works in this area the reader is referred to a comprehensive survey by Sudakov [55].
Finding spanning subgraphs in edge-colored graphs with certain constraints has also been

widely and well studied. An edge-coloring c of a graph is (globally) k-bounded if every color
appears at most k times in the coloring, while c is locally k-bounded if every color appears at most
k times at any given vertex (so c is a proper edge-coloring when k = 1). A fundamental line of
research is to find rainbow subgraphs (all edges have distinct colors) in g-bounded edge-colorings
of graphs and properly colored subgraphs (any adjacent edges receive different colors) in locally
ℓ-bounded edge-colorings of graphs. For perfect matchings, Erdős and Spencer [23] proved that
any n−1

16 -bounded edge-coloring of Kn,n admits a rainbow perfect matching. Recently, Coulson
and Perarnau [17] considered the sparse version and obtained that there exist µ > 0 and n0 ∈ N

such that if n ≥ n0 and G is a Dirac bipartite graph on 2n vertices, which is a balanced
bipartite graph with minimum degree at least a quarter of its order, then any µn-bounded
edge-coloring of G contains a rainbow perfect matching. For Hamilton cycles, a conjecture of
Bollobás and Erdős [8] states that every locally

(

⌊n2 ⌋ − 1
)

-bounded edge-colored Kn contains a
properly colored Hamilton cycle. There is a series of partial results toward this conjecture (see
e.g. [1, 13, 53]). In [47], Lo proved that the Bollobás–Erdős conjecture is true asymptotically.
For sparse version, Coulson and Perarnau [18] derived that there exist µ > 0 and n0 ∈ N such
that if n ≥ n0 and G is a Dirac graph on n vertices, which is a graph with minimum degree
at least half of its order, then any µn-bounded edge-coloring of G contains a rainbow Hamilton
cycle. For H-factors, Coulson, Keevash, Perarnau and Yepremyan [16] showed that there is
a constant µ such that any µn-bounded edge-coloring of G with δ(G) ≥ (1 − 1

χ∗(H) + o(1))n
contains a rainbow H-factor.

In this paper, we consider a more general setting of incompatibility systems, which was first
proposed by Krivelevich, Lee and Sudakov [43].

Definition 1.5 (Incompatibility system). Let G = (V,E) be a graph.

• An incompatibility system F over G is a family F = {Fv}v∈V such that for every v ∈ V ,
Fv is a family of 2-subsets of edges incident with v, i.e. Fv ⊆ {{e, e′} ∈

(

E
2

)

: e∩ e′ = {v}}.
For simplicity, we often denote the system as (G,F).
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• For any two edges e and e′, if there exists some vertex v such that {e, e′} ∈ Fv, then we say
that e and e′ are incompatible at v. Otherwise, they are compatible. A subgraph H ⊆ G
is compatible if all pairs of edges are compatible.

• For a positive integer ∆, an incompatibility system (G,F) is ∆-bounded if for any vertex
v and any edge e incident with v, there are at most ∆ other edges incident with v that
are incompatible with e.

Locally ℓ-bounded edge-colorings can be viewed as transitive (ℓ−1)-bounded incompatibility
systems in which two adjacent edges are incompatible if only they have the same color, and
compatible subgraphs generalize the concept of properly colored subgraphs. Note that there is
also a similar generalization of g-bounded edge-colorings, called systems of conflicts (see [17]).
Definition 1.5 was firstly introduced in [43] as a measure of robustness and motivated by two
concepts in graph theory. First, it generalizes transition systems introduced by Kotzig [38] in
1968. In our terminology, a transition system is simply a 1-bounded incompatibility system.
Kotzig’s work was motivated by a problem of Nash–Williams on cycle covering of Eulerian
graphs (see, e.g. Section 8.7 in [10]).

In [43], Krivelevich, Lee and Sudakov studied the robustness of Hamiltonicity of Dirac graphs
with respect to the incompatibility system and derived Theorem 1.6.

Theorem 1.6 ([43]). There exists a constant µ > 0 such that the following holds for large
enough n. For every n-vertex Dirac graph G and a µn-bounded incompatibility system F defined
over G, there exists a compatible Hamilton cycle.

Their proof is based on Pósa’s rotation-extension technique. Theorem 1.6 settled in a very
strong form, a conjecture of Häggkvist from 1988 (see Conjecture 8.40 in [10]). They further
studied compatible Hamilton cycles in random graphs in [42] and proved that there is a constant
µ > 0 such that if p ≫ logn

n
, then w.h.p. G = G(n, p) contains a compatible Hamilton cycle for

every µnp-bounded incompatibility system defined over G, which strengthens the result about
Hamilton cycles in G(n, p) without restrictions of incompatibility systems.

The concept of incompatibility system appears to provide a new and interesting take on
robustness of graph properties. Krivelevich, Lee and Sudakov [43] also suggested looking at how
various extremal results can be strengthened in this context.

1.3 Main result and discussion

It is natural to consider other compatible spanning structures. We study minimum degree
conditions for H-factors in incompatibility system. Note that throughout this paper, we always
assume χ(H) ≥ 2, since χ(H) = 1 is a trivial case. For convenience, given constants µ, δ
and n ∈ N, an (n, δ, µ)-incompatibility system (G,F) consists of an n-vertex graph G with
δ(G) ≥ δn and a µn-bounded incompatibility system F over G. Our main result is formally
stated as follows.

Theorem 1.7. Let h ∈ N and H be any h-vertex graph. For any α > 0, there exists a constant
µ > 0 such that for any sufficiently large n with n ∈ hN, every (n, 1− 1

χ∗(H)+α, µ)-incompatibility

system (G,F) contains a compatible H-factor. In particular, the term of α in the minimum
degree condition cannot be omitted when H is a complete r-partite graph for r ≥ 3.

Towards the ‘in particular’ part in the statement, an obvious question is for which graphs
the error term αn in the minimum degree condition can be replaced by a constant term.

1.3.1 A space barrier

For r ≥ 3 and h1, . . . , hr ≥ 1, we use Kr(h1, h2, . . . , hr) to denote the complete r-partite
graph with each part of size hi. In particular, when hi = s for any i ∈ [r], we write Ks

r
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for Kr(s, s, . . . , s). Now we show that the minimum degree condition is in some sense tight by
the following result.

Proposition 1.8. Let H = Kr(h1, h2, . . . , hr), h =
∑

i∈[r] hi and n ∈ hN. For any 0 < µ <
χcr(H)−r+1

χcr(H) − r−1
n

, there exists an (n, 1− 1
χ∗(H)+

µ
2 , µ)-incompatibility system (G,F) which contains

no compatible Kr(h1, h2, . . . , hr)-factor.

To prove Proposition 1.8, we need two results as follows which provide lower bound con-
structions for the minimum degree threshold forcing an H-factor.

Proposition 1.9. [34] For every graph H with 2 ≤ χ(H) =: r and every integer n that is
divisible by |H|, there exists a complete r-partite graph G of order n with minimum degree
(1− 1

χcr(H))n− 1 which does not contain an H-factor.

Since the above n-vertex graphG is complete r-partite with minimum degree (1− 1
χcr(H))n−1,

the size of the largest vertex class of G is n
χcr(H) + 1, while the size of the smallest vertex class

is at least n− (r − 1)( n
χcr(H) + 1) = χcr(H)−r+1

χcr(H) n− r + 1.

Proposition 1.10. [45] Let H be a graph with 3 ≤ χ(H) =: r and let h ∈ N. Let G be the
complete r-partite graph of order k|H| whose vertex classes V1, . . . , Vr satisfy |V1| = ⌊k|H|/r⌋+
1, |V2| = ⌈k|H|/r⌉−1 and ⌊k|H|/r⌋ ≤ |Vi| ≤ ⌈k|H|/r⌉ for all i ≥ 3. So δ(G) = ⌈(1− 1

χ(H))|G|⌉−1.

If hcf(H) 6= 1, then G does not contain an H-factor.

Proof of Proposition 1.8. Let G0 be an n-vertex complete r-partite graph with δ(G0) ≥
(1 − 1

χ∗(H))n − 1 such that G0 contains no H-factors. Indeed such G0 can be obtained from
Proposition 1.9 or Proposition 1.10. Write V1, . . . , Vr for the r parts ofG0 and inside every part Vi

of G0, we add a spanning bipartite subgraph with minimum degree at least µn
2 +1 and maximum

degree at most µn. Denote the resulting graph by G. Hence, δ(G) ≥
(

1− 1
χ∗(H) +

µ
2

)

n and for

every i ∈ [r], G[Vi] is a triangle-free graph with δ(G[Vi]) ≥
µn
2 + 1 and ∆(G[Vi]) ≤ µn. Now we

define an incompatibility system F over G. For any two different parts Vi, Vj of G, let v be any
vertex in Vi and u,w be any two different vertices in Vj . If uw is an edge in G[Vj ], then let vu
and vw be incompatible at v. Since ∆(G[Vj ]) ≤ µn, F is µn-bounded.

Now it remains to verify that there is no compatibleKr(h1, h2, . . . , hr)-factor. Before that, for
any subgraph F ⊆ Gwe define the index vector iF = (x1, . . . , xr) by choosing xi = |V (F )∩Vi|, i ∈
[r]. We claim that for every compatible copy of Kr(h1, h2, . . . , hr) in G, its index vector is an
r-tuple of h1, h2, . . . , hr. In fact, assume that there is a compatible copy of Kr(h1, h2, . . . , hr)
in G, denoted by K, whose index vector is not a permutation of h1, h2, . . . , hr. Then K has an
edge in G[Vi] for some i ∈ [r], say uw. Since r ≥ 3, uw is contained in a triangle of K, say vuw.
As G[Vi] is triangle-free, one can observe that v is in some Vj for j 6= i and by assumption vu
and vw are compatible at v, which contradicts the definition of F . Hence, since G0 contains no
Kr(h1, h2, . . . , hr)-factor, it follows from the aforementioned claim that G contains no compatible
Kr(h1, h2, . . . , hr)-factor as well.

The rest of the paper is organised as follows. In Section 2, we set up some basic notation
and outline the proof of Theorem 1.7. Then we state two crucial results (Lemmas 2.3 and 2.4)
that decode the proof of Theorem 1.7. Sections 3 and 4 are devoted to proving Lemmas 2.3 and
2.4, respectively.

2 Notation and preliminaries

For a graph G, we use e(G) to denote the number of edges of G. For a graph G = (V,E) and
k pairwise disjoint vertex subsets U1, . . . , Uk ⊆ V , we use G[U1, . . . , Uk] to denote the r-partite
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subgraph induced by U1, . . . , Ur. In the proofs, if we choose a ≪ b, then this means that for any
b > 0, there exists a0 > 0 such that for any a < a0 the subsequent statement holds. Hierarchies
of other lengths are defined similarly.

2.1 Proof strategy and main tools

Our proof uses the absorption method, pioneered by the work of Rödl, Ruciński and Sze-
merédi [52] on perfect matchings in hypergraphs. In recent years, the method has become
an extremely important tool for studying the existence of spanning structures in graphs, di-
graphs and hypergraphs. Before its appearance a well-known systematic way in this area is
the blow-up lemma due to Komlós, Sárközy and Szemerédi [36], which has successfully been
adopted by many scholars for various classical results [4, 45]. It is worth noting that Glock
and Joos [24] developed a rainbow version of the blow-up lemma, which enables the systematic
study of rainbow embeddings of bounded degree spanning subgraphs [22, 33]. However, there
has been no such variant for incompatibility systems. Instead, we utilize the absorption frame-
work and develop a different counting argument for embedding compatible graphs under certain
pseudorandomness conditions (see Lemma 3.6).

The general idea of absorption is to split the problem of finding perfect tilings into two
subproblems. The first major task is to define and find an absorbing set in the host graph which
can ‘absorb’ left-over vertices. We will start with the notion of absorbers needed in our proof.

Definition 2.1 (Absorber). Let H be an h-vertex graph, G be an n-vertex graph and F be
an incompatibility system over G. For any h-set S ⊆ V (G) and integer t, we say that a set
AS ⊆ V (G) \ S is an (H, t)-absorber for S if |AS | ≤ h2t and both G[AS ] and G[AS ∪ S] contain
compatible H-factors.

The first task is handled as follows.

Definition 2.2 (Absorbing set). Let H be an h-vertex graph, G be an n-vertex graph, F be
an incompatibility system over G and ξ be a constant. A set A ⊆ V (G) is called a ξ-absorbing
set (for V (G)) if for any set R ⊆ V (G) \A with |R| ≤ ξn and |A∪R| ∈ hN, the graph G[A∪R]
contains a compatible H-factor.

Lemma 2.3 (Absorbing lemma). Let H be an h-vertex graph with χ(H) ≥ 2. For any α, σ > 0,

there exist µ, ξ > 0 such that for any sufficiently large n, if (G,F) is an
(

n, 1− 1
χ∗(H) + α, µ

)

-

incompatibility system, then G contains a ξ-absorbing set A of size at most σn.

The second major task in absorption arguments for perfect tilings is to find a tiling that covers
most of the vertices, leaving just a small portion of vertices uncovered. We will sometimes call
such a tiling an almost perfect tiling or an almost cover.

Lemma 2.4 (Almost cover). Let H be an h-vertex graph with χ(H) ≥ 2. For any α, τ > 0,

there exists µ > 0 such that for any sufficiently large n, if (G,F) is an
(

n, 1− 1
χcr(H) + α, µ

)

-

incompatibility system, then there exists a compatible H-tiling covering all but at most τn vertices
of G.

Now we are ready to prove Theorem 1.7 to end this section.

Proof of Theorem 1.7. Given α > 0, we choose

1

n
≪ µ ≪ τ ≪ ξ ≪ σ ≪ α.

Applying Lemma 2.3 to G with σ ≤ α
2 , we obtain a ξ-absorbing set A of size at most σn. Since

δ(G − A) ≥
(

1− 1
χ∗(H) +

α
2

)

n, we can apply Lemma 2.4 to G − A to obtain a compatible

H-tiling H1 covering all but at most τn vertices in G − A. Denote by R the set of uncovered
vertices in G−A. Since τ ≪ ξ, G[A ∪R] contains a compatible H-factor H2. Thus, H1 ∪H2 is
a compatible H-factor of G.
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3 Almost compatible H-factor

The main tools in the proof of Lemma 2.4 are Szemerédi’s Regularity Lemma and an embedding
lemma (see Lemma 3.6). We first give some definitions and lemmas.

3.1 Regularity

Definition 3.1 (Regular pair). Given a graph G and disjoint vertex subsets X,Y ⊆ V (G), the
density of the pair (X,Y ) is defined as

d(X,Y ) :=
e(X,Y )

|X||Y |
,

where e(X,Y ) := e(G[X,Y ]). For ε > 0, the pair (X,Y ) is ε-regular if for any A ⊆ X,B ⊆ Y
with |A| ≥ ε|X|, |B| ≥ ε|Y |, we have

|d(A,B)− d(X,Y )| < ε.

Additionally, if d(X,Y ) ≥ d for some d ≥ 0, then we say that (X,Y ) is (ε, d)-regular.

Fact 3.2. Let (X,Y ) be an (ε, d)-regular pair, and B ⊆ Y with |B| ≥ ε|Y |. Then all but ε|X|
vertices in X have degree at least (d− ε)|B| in B.

Fact 3.3 (Slicing lemma, [37]). Let (X,Y ) be an (ε, d)-regular pair, and for some η > ε, let
X ′ ⊆ X,Y ′ ⊆ Y with |X ′| ≥ η|X|, |Y ′| ≥ η|Y |. Then (X ′, Y ′) is an ε′-regular pair with
ε′ = max{ε/η, 2ε}, and for its density d′ we have |d′ − d| < ε.

Lemma 3.4 (Degree form of the Regularity Lemma, [37]). For every ε > 0, there is an M =
M(ε) such that if G = (V,E) is any graph and d ∈ [0, 1] is any real number, then there is a
partition V = V0 ∪ V1 ∪ . . . ∪ Vk and a spanning subgraph G′ ⊆ G with the following properties:

• 1/ε ≤ k ≤ M ,

• |V0| ≤ ε|V |,

• |Vi| = m for all 1 ≤ i ≤ k with m ≤ ε|V |,

• dG′(v) > dG(v) − (d+ ε)|V | for all v ∈ V ,

• e(G′[Vi]) = 0 for all i ≥ 1,

• all pairs (Vi, Vj) (1 ≤ i < j ≤ k) are ε-regular in G′ with density 0 or at least d.

Moreover, we usually call V0, V1, . . . , Vk clusters and call the cluster V0 exceptional set.

Definition 3.5 (Reduced graph). Given an arbitrary graph G = (V,E), a partition V =
V1 ∪ . . . ∪ Vk, and two parameters ε, d > 0, the reduced graph R = R(ε, d) of G is defined as
follows:

• V (R) = [k],

• ij ∈ E(R) if and only if (Vi, Vj) is (ε, d)-regular.

As remarked in [37], a typical application of degree form of the Regularity Lemma begins
with a graph G = (V,E) and appropriate parameters ε, d > 0, and then obtains a partition
V = V0 ∪ V1 ∪ . . . ∪ Vk and a subgraph G′ with above-mentioned properties. Then we usually
drop the exceptional set V0 to get a pure graph G′ − V0 and study the properties of reduced
graph R = R(ε, d). By Lemma 3.4,

δ(R) ≥
δ(G) − (d+ ε)|V | − |V0|

m
≥

δ(G) − (d+ 2ε)|V |

m
.

In particular, if δ(G) ≥ c|V |, then δ(R) ≥ (c− d− 2ε)k.
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3.2 Proof of Lemma 2.4

To find an almost cover, we adopt the approach of Komlós in [34], making use of Szemerédi’s
Regularity Lemma and a result of Shokoufandeh and Zhao [54] (see Theorem 1.3). In [34],
due to the graph counting lemma (e.g, see [37]), the arguments often reduce to greedily picking
vertex-disjoint copies ofH within a bunch of clusters under certain pseudorandom properties. To
adopt this approach in the context of incompatibility systems which boils down to embedding
compatible copies of H, we develop a ‘compatible’ variant of the graph counting lemma as
follows.

Lemma 3.6. For constant η, d > 0 and positive integers r, h1, . . . , hr with
∑r

i=1 hi =: h, there
exist positive constants ε∗ = ε∗(r, d, h), c = c(r, d, h) and µ = µ(r, d, h, η) such that the following
holds for sufficiently large n. Let (G,F) be a µn-bounded incompatibility system with |G| = n and
U1, . . . , Ur be pairwise vertex-disjoint sets in V (G) with |Ui| ≥ ηn, i ∈ [r] and every pair (Ui, Uj)
being (ε∗, d)-regular. Then there exist at least c

∏r
i=1 |Ui|

hi compatible copies of Kr(h1, . . . , hr)
in G[U1, . . . , Ur], each containing exactly hi vertices in Ui for every i ∈ [r].

We also give a notion of bottle-graphs by Komlós in [34].

Definition 3.7. Given integers h, r and an h-vertex graph H with χ(H) = r, we define a bottle-
graph B of H as a complete r-partite graph with part sizes (r−1)σ(H), h−σ(H), . . . , h−σ(H).

It is easy to see that χcr(B) = χcr(H) and B contains an H-factor consisting of r− 1 copies
of H. Based on this, our proof strategy is to find an almost cover with compatible copies of B.

Proof of Lemma 2.4. Given α, τ > 0 and an h-vertex graph H, we let χ(H) =: r and choose

1

n
≪ µ ≪ ε ≪ ρ ≪ α, τ,

1

r
,
1

h
.

We first apply Lemma 3.4 to G with d = ρ to obtain a spanning subgraph G′ and a partition
V (G) = V0 ∪ V1 ∪ . . . ∪ Vk for some 1/ε ≤ k ≤ M with |Vi| = m ≥ (1−ε)n

k
for every i ∈ [k].

Let R = R(ε, ρ) be the reduced graph for this partition. Since ε ≪ ρ ≪ α, we have δ(R) ≥
(

1− 1
χcr(H) + α− ρ− 2ε

)

k ≥
(

1− 1
χcr(H) +

α
2

)

k. Since χcr(B) = χcr(H), by Theorem 1.3, R

has a B-tiling B that covers all but at most 5|B|2 vertices in R.
Recall that B has part sizes (r − 1)σ(H), h − σ(H), . . . , h − σ(H). Here we write ℓ :=

h−σ(H), y := (r−1)σ(H) and r′ = |B| = (r−1)h for simplicity, and thus r′ = y+(r−1)ℓ. Given
a copy of B in B, without loss of generality, we may assume that its vertex set is {V1, . . . , Vr′}
with the r-partition of V (B) denoted as

W1 = {V1, . . . , Vy} and Ws+1 = {Vy+1+(s−1)ℓ, . . . , Vy+sℓ} for s ∈ [r − 1].

Note that every pair of clusters Vi, Vj from distinct parts forms an (ε, ρ)-regular pair.
We shall greedily embed in G′ vertex-disjoint compatible copies of B that cover almost all the

vertices in ∪r′

i=1Vi. Now for every i ∈ [y] we divide Vi arbitrarily into ℓ subclusters Vi,1, . . . , Vi,ℓ

of (almost) equal size. For every j ∈ [y + 1, r′] we divide Vj into y subclusters Vj,1, . . . , Vj,y of
(almost) equal size. Here for simplicity we may further assume that |Vi,i′ | =

m
ℓ
for i ∈ [y], i′ ∈ [ℓ]

and |Vj,j′| =
m
y

for every j ∈ [y + 1, r′], j′ ∈ [y]. We call a family {Vis,js}
r
s=1 of r subclusters

legal if Vis ∈ Ws for every s ∈ [r], i.e., {Vis}
r
s=1 forms a copy of Kr in R. Note that every Ws

(s ∈ [r]) contains exactly yℓ subclusters in total. Therefore we can greedily partition the set of
all subclusters into yℓ pairwise disjoint legal families.

Now if for every legal family {Vis,js}
r
s=1 we have a B-tiling in G′[

⋃r
s=1 Vis,js ] that covers all

but at most τ
4yℓr

′m vertices of
⋃r

s=1 Vis,js , then putting them together would give a B-tiling
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covering all but at most τ
4r

′m vertices of V1 ∪ V2 ∪ · · · ∪ Vr′ . Applying this to every copy of B
from B would give us a B-tiling covering all but at most

|V0|+ 5|B|2m+ |B|
τ

4
r′m < εn+ 5(r′)2εn+

τ

4
n < τn

vertices in G. So to complete the proof of Lemma 2.4, it is sufficient to prove the following
claim.

Claim 3.8. Given any legal family {Vis,js}
r
s=1, G[Vi1,j1 , . . . , Vir ,jr ] admits a B-tiling covering all

but at most τ
4yℓr

′m vertices of
⋃r

s=1 Vis,js .

For convenience, we write Ys := Vis,js with s ∈ [r]. Recall that |Y1| =
m
ℓ
and |Ys| =

m
y

for

s ∈ [2, r]. Now it suffices to show that for any Y ′
s ⊆ Ys with s ∈ [r], each of size at least τ

4yℓm,

there exists a compatible copy of B with exactly y vertices inside Y ′
1 and ℓ vertices inside every

Y ′
s , s ∈ [2, r].
For any distinct s, t ∈ [r], the pair (Vis , Vit) is ε-regular with density at least ρ. Then Fact 3.3

implies that every two sets from Y ′
1 , . . . , Y

′
r forms an ε′-regular pair with density at least ρ− ε,

where ε′ = 4yℓ
τ
ε. Therefore by the fact that 1

n
≪ µ ≪ ε ≪ ρ, τ, 1

r
, 1
h
, Lemma 3.6 applied to G

with Ui = Y ′
i , d = ρ/2, ε∗ = ε′, η = τ

4yℓ
1−ε
k

, h1 = y, hi = ℓ for i ∈ [2, r], gives a desired compatible
copy of B. This completes the proof of Claim 3.8.

3.3 Proof of Lemma 3.6: counting compatible subgraphs

In the rest of this section, we will focus on the proof of Lemma 3.6. Before that, we give a
definition.

Definition 3.9 (Good pair). Given an incompatibility system (G,F), a vertex v ∈ V (G) and
a subgraph H ⊆ G, we say that (v,H) is a good pair if

• H is compatible;

• v is adjacent to all vertices of H;

• all edges from v to V (H) are mutually compatible at v.

Moreover, the vertex v is called the center of the good pair (v,H).

We also state an obvious fact as follows, which is frequently used throughout the proofs.

Fact 3.10. Let (G,F) be a µn-bounded incompatibility system with |G| = n. Then for every
v ∈ V (G), there are at most 2µn2 pairs {v1, v2} of vertices from N(v) that satisfy either of the
following properties:

(1) vv1 and vv2 are incompatible at v;

(2) vv1 and v1v2 are incompatible at v1.

Proof of Lemma 3.6. We prove this lemma by induction on r. Given η, d > 0, we choose

1

n
≪ εr ≪ εr−1 ≪ · · · ≪ ε1 ≪ d,

1

r
,
1

h
and additionally

1

n
≪ µ ≪ η, d,

1

r
,
1

h
.

The base case r = 1 is trivial since we can find
(|U1|
h1

)

h1-subsets in U1.
Suppose that Lemma 3.6 is true for r−1. Now we consider the case r, that is, U1, . . . , Ur are

pairwise (εr, d)-regular and |Ui| ≥ ηn for any i ∈ [r]. We want to find c
∏r

i=1 |Ui|
hi compatible

copies of Kr(h1, . . . , hr) in G[U1, . . . , Ur] for some c = c(r, d, h) > 0.
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We choose a subset U ′
r ⊆ Ur such that every vertex in U ′

r has degree at least (d− εr)|Ui| in
Ui for every i ∈ [r− 1]. By Fact 3.2, there are at least (1− εr)|Ur| vertices of Ur with degree at
least (d− εr)|Ui| in Ui for any fixed i ∈ [r − 1]. Hence, |U ′

r| ≥ (1− (r − 1)εr)|Ur|.
Let v be an arbitrary vertex in U ′

r. Denote by U ′
i the neighborhood of v in Ui for every

i ∈ [r − 1]. Then |U ′
i | ≥ (d − εr)|Ui|. By Fact 3.3, for any 1 ≤ i < j ≤ r − 1, U ′

i and U ′
j is an

(ε′, d′)-regular pair with ε′ = max{εr/(d− εr), 2εr} and |d′ − d| < εr, which is also an (εr−1,
d
2)-

regular pair by the fact that εr ≪ εr−1 and d′ > d − εr ≥ d
2 . By the induction hypothesis on

r − 1 with h′ =
∑r−1

i=1 hi, there is a family Kv of at least c(r − 1, d2 , h
′)
∏r−1

i=1 |U
′
i |
hi compatible

copies of Kr−1(h1, . . . , hr−1) in G[U ′
1, . . . , U

′
r−1]. In Kv, we know from Fact 3.10 that there are

at most 2µn2 ·n
∑

r−1

i=1
hi−2 = 2µn

∑
r−1

i=1
hi compatible copies of Kr−1(h1, . . . , hr−1), each containing

two vertices v1, v2 such that vv1 and vv2 are incompatible at v or vv1 and v1v2 are incompatible
at v1. Thus it follows by definition and the fact that 1

n
≪ µ ≪ η, d, 1

r
, 1
h
, there exists a subfamily

K′
v of at least

c(r − 1,
d

2
, h′)

r−1
∏

i=1

|U ′
i |
hi − 2µn

∑
r−1

i=1
hi ≥

1

2
c(r − 1,

d

2
, h′)

r−1
∏

i=1

|U ′
i |
hi

copies of Kr−1(h1, . . . , hr−1) that can form good pairs with v. Let K′ :=
⋃

v∈U ′

r

K′
v. Since

|U ′
r| ≥ (1− (r − 1)εr)|Ur|, there are at least

|U ′
r| ·min{|K′

v | : v ∈ U ′
r}| ≥ (1− (r − 1)εr)|Ur| ·

1

2
c(r − 1,

d

2
, h′)

r−1
∏

i=1

|U ′
i |
hi

≥
1

4
c(r − 1,

d

2
, h′)|Ur|

r−1
∏

i=1

|U ′
i |
hi = c1|Ur|

r−1
∏

i=1

|Ui|
hi (1)

good pairs (v,K) with center v ∈ U ′
r and K ∈ K′, where c1 =

1
4c(r − 1, d2 , h

′) · (d− εr)
∑

r−1

i=1
hi .

Now we shall greedily embed compatible copies of Kr(h1, . . . , hr) by extending every element
inside K′. Here we define

X1 := {K ∈ K′ | K is contained in at least c1|Ur|/2 good pairs with centers in U ′
r}.

Claim 3.11. The following statements hold.

(1) |X1| ≥
c1
2

∏r−1
i=1 |Ui|

hi ;

(2) every compatible copy K ∈ X1 is contained in at least c2|Ur|
hr compatible copies of

Kr(h1, . . . , hr) in G[U1, . . . , Ur], where c2 will be determined later.

Proof. We first show (2). For every K ∈ X1, we denote by C(K) the set of vertices v ∈ Ur which
together with K forms a good pair. Then |C(K)| ≥ c1|Ur|/2. To extend a fixed K ∈ X1 into a
compatible copy of Kr(h1, . . . , hr), we can iteratively choose hr proper vertices v1, . . . , vhr

from
C(K) in the following way:

• choose v1 ∈ C(K) such that V (K)∪{v1} induces a compatible copy of Kr(h1, . . . , hr−1, 1);

• for 2 ≤ i ≤ hr, suppose that v1, . . . , vi−1 have been given, then choose vi ∈ C(K) such
that V (K) ∪ {v1, . . . , vi} induces a compatible copy of Kr(h1, . . . , hr−1, i).

Note that there are at least c1|Ur|/2− 2µn · e(Kr−1(h1, . . . , hr−1)) ≥ c1|Ur|/4 choices for v1,
where the term 2µn · e(Kr−1(h1, . . . , hr−1)) bounds the number of vertices u ∈ C(K) for which
there exists an incompatible pair (uv, vw) of edges with vw ∈ E(K). Similarly, there are at least

c1|Ur|/2− (i− 1)− 2µn · e(Kr−1(h1, . . . , hr−1))− µn · (i− 1)

r−1
∑

i=1

hi ≥ c1|Ur|/4
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choices for vi. Hence, there are at least (c1|Ur|/4)
hr/hr! = c2|Ur|

hr compatible copies of
Kr(h1, . . . , hr) in G[U1, . . . , Ur] containing K, where c2 = (c1/4)

hr/hr!.

The proof of (1) is easy by the double counting and we write X2 = K′ \ X1. By inequality
(1), the number N of good pairs (v,K) with centers v ∈ U ′

r and K ∈ K′ satisfy

c1|Ur|
r−1
∏

i=1

|Ui|
hi ≤ N ≤ |X2| · c1|Ur|/2 + |X1| · |Ur|,

which implies that |X1| ≥
c1
2

∏r−1
i=1 |Ui|

hi .

Thus, the proof easily follows from Claim 3.11 by letting c(r, d, h) = c1c2/2 and ε∗ = εr as
there are at least

|X1| · c2|Ur|
hr ≥

c1c2
2

r
∏

i=1

|Ui|
hi = c(r, d, h)

r
∏

i=1

|Ui|
hi

compatible copies of Kr(h1, . . . , hr) in G[U1, . . . , Ur], each containing exactly hi vertices in Ui

for every i ∈ [r].

4 Building an absorbing set

The construction of an absorbing set has now been known via a novel idea of Montgomery [49]
in a series of works [11], provided that (almost) every set of h vertices has linearly many vertex-
disjoint absorbers. In this paper we make use of a ‘compatible’ variant as follows, whose proof
follows from that of Lemma 2.2 in [51] and will be included in Appendix A.

Lemma 4.1. Let t ∈ N, H be an h-vertex graph and γ > 0. Then there exists ξ = ξ(t, h, γ) > 0
such that the following holds. If (G,F) is an incompatibility system with |V (G)| = n such that

for every S ∈
(

V (G)
h

)

there is a family of at least γn vertex-disjoint (H, t)-absorbers, then G
contains a ξ-absorbing set of size at most γn.

4.1 Finding absorbers

As aforementioned, the first main task is to find for every h-set of vertices linearly many vertex-
disjoint absorbers. To achieve this, we first state a crucial notion of H-reachability as follows,
which is slightly different from the original version by Lo and Markström [48].

Definition 4.2 (Reachability & Closedness). Let m, t ∈ N, H be an h-vertex graph and G be
an n-vertex graph. We say that two vertices u, v ∈ V (G) are (H,m, t)-reachable if for any set
W of m vertices, there is a set S ⊆ V (G) \W of size at most ht− 1 such that both G[S ∪ {u}]
and G[S ∪ {v}] have compatible H-factors, where we call such S an H-connector for u, v. We
say V (G) is (H,m, t)-closed if every two vertices u, v in V (G) are (H,m, t)-reachable.

The following result guarantees that every h-vertex set has a family of linearly many vertex-
disjoint absorbers as long as V (G) is (H,βn, t)-closed for some β > 0 and t ∈ N. Its proof
follows from that of Lemma 3.9 in [27] and will be included in Appendix A for completeness.

Lemma 4.3 (Lemma 3.9 in [27]). Given h, t ∈ N with h ≥ 3 and β > 0, the following holds
for any h-vertex graph H and sufficiently large n ∈ N. If (G,F) is an incompatibility system

with |V (G)| = n such that V (G) is (H,βn, t)-closed, then every S ∈
(

V (G)
h

)

has at least β
h3t

n
vertex-disjoint (H, t)-absorbers.
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Note that the original versions of Lemmas 4.1 and 4.3 deal with absorbing sets and absorbers
without the context of incompatibility systems. By going through their proofs, the two lemmas
are also valid for compatible version. Based on Lemmas 4.1 and 4.3, it suffices to show that
V (G) is closed.

Lemma 4.4. Let H be an h-vertex graph and χ(H) ≥ 2. For any α > 0, there exist µ, β > 0 and

t ∈ N such that for any sufficiently large n, if (G,F) is an
(

n, 1− 1
χ∗(H) + α, µ

)

-incompatibility

system, then V (G) is (H,βn, t)-closed.

Proof of Lemma 2.3. Given α, σ > 0 and an h-vertex graph H, we choose

1

n
≪ µ, ξ ≪ β,

1

t
≪ α, σ,

1

h
,

and let (G,F) be an
(

n, 1− 1
χ∗(H) + α, µ

)

-incompatibility system. By Lemma 4.4, V (G) is

(H,βn, t)-closed. By applying Lemma 4.3 to G, every S ∈
(

V (G)
h

)

has at least β
h3t

n vertex-

disjoint (H, t)-absorbers. Thus Lemma 4.1 applied to G with γ = min{ β
h3t

, σ} immediately gives
a ξ-absorbing set A of size at most γn.

4.2 Lattice-based absorbing method

The proof of Lemma 4.4 makes use of the lattice-based absorbing method developed by Han [26],
Keevash, Knox and Mycroft [32]. To illustrate this, we first need some notions introduced in
[32]. For any vector x = (x1, . . . , xk) ∈ Z

k, let |x| :=
∑k

i=1 xi. We say that x ∈ Z
k is an r-vector

if it has non-negative coordinates and |x| = r.

Definition 4.5. Let (G,F) be an incompatibility system with |G| = n and P = {V1, . . . , Vk}
be a vertex partition of V (G) for some integer k ≥ 1.

1. The index vector iP(S) ∈ Z
k of a subset S ⊆ V (G) with respect to P is the vector whose

ith coordinate is the size of the intersection of S with Vi, i.e. |S ∩ Vi|, for every i ∈ [k].

2. Given an h-vertex graph H and a constant β > 0, an h-vector i ∈ Z
k is called (H,β)-robust

if for any set W ⊆ V (G) of size βn, G−W contains a compatible copy of H whose vertex
set has the index vector i with respect to P.

3. Denote by IβP(G) the set of all (H,β)-robust h-vectors i ∈ Z
k. Let Lβ

P(G) denote the

lattice (additive subgroup) in Z
k generated by the elements of IβP(G).

4. For every j ∈ [k], let uj ∈ Z
k be the jth unit vector, i.e. uj has 1 on the jth coordinate

and 0 on the other coordinates.

5. A transferral is a vector of the form ui − uj for some distinct i, j ∈ [k].

As stated in Lemma 4.4, we shall prove that V (G) is (H,βn, t)-closed for some β > 0 and
t ∈ N. Our proof adopts a less direct approach as follows and builds on the merging techniques
in [27]:

(1) 1-reachability: We first show that every vertex in V (G) is 1-reachable to linearly many
vertices (see Lemma 4.6);

(2) Reachablility partition: Then construct a partition P = {V1, . . . , Vp} of V (G) such that
every Vi is closed (see Lemma 4.7);
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(3) Merging process: Lemma 4.8 allows us to merge two parts Vi, Vj into a larger (still closed)

part, provided that there exists a transferral ui − uj in the lattice Lβ
P(G) for some β > 0.

Then the arguments often reduce to iteratively detecting the existence of a transferral with
respect to the up-to-date partition.

Here we collect a couple of lemmas as sketched above which together decode the proof of
Lemma 4.4.

Lemma 4.6. Let H be an h-vertex graph and χ(H) = r ≥ 2. For any α > 0, there ex-

ist µ, β1, γ1 > 0 such that for any sufficiently large n, if (G,F) is an
(

n, 1− 1
r−1 + α, µ

)

-

incompatibility system, then every vertex u ∈ V (G) is (H,β1n, 1)-reachable to at least γ1n other
vertices.

Lemma 4.7 (see Lemma 4.1 in [27]). For positive constants γ1, β1, an integer h ≥ 2 and an
h-vertex graph H, there exist β2 = β2(γ1, β1, h) > 0 and t ∈ N such that the following holds
for sufficiently large n. Let (G,F) be an incompatibility system with |G| = n such that every
vertex in V (G) is (H,β1n, 1)-reachable to at least γ1n other vertices. Then there is a partition
P = {V1, . . . , Vp} of V (G) with p ≤ ⌈ 1

γ1
⌉ such that for every i ∈ [p], Vi is (H,β2n, t)-closed and

has size at least γ1
2 n.

Lemma 4.8. Given any positive integers ℓ, h, t with h ≥ 3, constants β, µ > 0 and an h-vertex
graph H, there exist β′ > 0 and t′ ∈ N such that the following holds for sufficiently large n. Let
(G,F) be an incompatibility system with |G| = n and P = {V1, . . . , Vℓ} be a partition of V (G)
such that every Vi is (H,βn, t)-closed. If ui − uj ∈ Lµ

P(G) for some distinct i, j ∈ [ℓ], then
Vi ∪ Vj is (H,β′n, t′)-closed.

We shall present the proofs of Lemmas 4.6 and 4.8 in Sections 4.4 and 4.5, respectively, whilst
the proof of Lemma 4.7 follows that of Lemma 4.1 in [27] and will be included in Appendix B
for completeness.

4.3 V (G) is closed

Now we are ready to prove Lemma 4.4, taking for granted Lemmas 4.6-4.8.

Proof of Lemma 4.4. Given α > 0 and an h-vertex graph H with χ(H) = r ≥ 2, we choose

1

n
≪ µ, β,

1

t
≪ α,

1

h

and let (G,F) be an
(

n, 1− 1
χ∗(H) + α, µ

)

-incompatibility system. By Lemma 4.6, we obtain

that every vertex in V (G) is (H,β1n, 1)-reachable to at least γ1n other vertices in V (G). Then
applying Lemma 4.7 to G, we obtain a partition P0 = {V1, . . . , Vp} of V (G) for some integer
p ≤ ⌈ 1

γ1
⌉, where every Vi is (H,β2n, t2)-closed and |Vi| ≥

γ1n
2 .

We shall iteratively merge as many distinct parts as possible. As an intermediate step, we
choose positive constants

β = βp+1 ≪ β′
p ≪ βp ≪ · · · ≪ β′

3 ≪ β3 ≪ β′
2 ≪ β2 and

1

t
=

1

tp+1
≪

1

tp
· · · ≪

1

t3
≪

1

t2
.

Our merging procedure is stated as follows: at the step s (s ≥ 1), based on the current partition
Ps−1 = {V1, . . . , Vp′} with p′ = p− s+1 ∈ N and every Vi being (H,βs+1n, ts+1)-closed, if there

exist distinct i, j ∈ [p′] such that ui − uj ∈ L
β′

s+1

Ps−1
(G), then we merge Vi, Vj as a new part. In

fact, by applying Lemma 4.8 with β = βs+1, µ = β′
s+1 and t = ts+1, we obtain that Vi ∪ Vj

is (H,βs+2n, ts+2)-closed. By renaming if necessary, we end the sth step with a new partition
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Ps = {V1, . . . , Vp′−1} such that every Vi is (H,βs+2n, ts+2)-closed. In this way, we continue until
the procedure terminates after at most p− 1 steps.

Suppose we end up with a final partition P = Ps = {V1, . . . , Vp′} for some integer p′ = p− s
and 0 ≤ s < p, where every Vi is (H,βs+2n, ts+2)-closed. Now we claim that p′ = 1, and
thus the proof is completed as V (G) is (H,βn, t)-closed by taking β = βp+1 and t = tp+1.
Assume for a contradiction that p′ > 1, and recall that every Vi is (H,βs+2n, ts+2)-closed with
|Vi| ≥

γ1
2 n, i ∈ [p′]. We additionally choose

β′
s+2 ≪

1

M
≪ ε ≪ d ≪ α, γ1,

1

h
.

Then by applying Lemma 3.4 to G with constants ε and d := α
4 , we obtain, as a refinement of P,

a partition P∗ = {V0}∪ {Vi,j ⊆ Vi : i ∈ [p′], j ∈ [ki]} and a spanning subgraph G′ ⊆ G such that

|V0| ≤ εn and 1
ε
≤
∑p′

i=1 ki ≤ M . We write m := |Vi,j | for all i ∈ [p′], j ∈ [ki] and k :=
∑p′

i=1 ki.
Let R := R(ε, d) be the reduced graph for the partition P∗. By the choice ε ≪ d ≪ α and the fact

that δ(G) ≥ (1− 1
χ∗(H) +α)n, we have δ(R) ≥

(

1− 1
χ∗(H) + α− d− 2ε

)

k ≥
(

1− 1
χ∗(H) +

α
2

)

k.

We call a subgraph in R crossing with respect to P if it has two vertices in R whose
corresponding clusters lie in different parts of P. Recall that p′ > 1. Then the following claims
allow us to further merge Vi, Vj into a new part, a contrary to the minimality of p′. We divide
the proof into two cases depending on the dichotomy of χ∗(H). Before that, we state a simple
fact as follows which would be frequently used in the proof.

Fact 4.9. Let G be an n-vertex graph and v1, . . . , vk be k distinct vertices in G. Then

| ∩k
i=1 N(vi)| ≥ Σk

i=1|N(vi)| − (k − 1)n.

Claim 4.10. If χ∗(H) = χ(H) = r, then there exist distinct i, j ∈ [p′] such that ui − uj ∈

L
β′

s+2

P (G).

Proof. In this case, we have that δ(R) ≥
(

1− 1
r
+ α

2

)

k > k
2 . Thus we can easily find in R a

crossing edge, say Vi,1Vj,1 for distinct i, j ∈ [p′]. Next we show that such a pair {i, j} is as desired
by finding two vectors

s, t ∈ I
β′

s+2

P (G) with s− t = ui − uj .

By Fact 4.9, we can find a copy of Kr+1 containing Vi,1, Vj,1 in R, where the other r−1 vertices,
without loss of generality, are denoted as Va1,1, . . . , Var−1,1.

Let h1 ≤ . . . ≤ hr be the color-class sizes of H under a proper r-coloring of V (H). Clearly,
H is a subgraph of Kr(h1, . . . , hr). By Lemma 3.6 applied to G with

η =
1− ε

k
, Us = Vas,1 for s ∈ [r − 1] and Ur = Vj,1

and the fact that 1
n
≪ µ ≪ ε ≪ d, we obtain that there exist at least c(r, d, h)mh compatible

copies of Kr(h1, . . . , hr) (also H) in G[Va1,1, . . . , Var−1,1, Vj,1], each containing exactly hs vertices
in Vas,1 for every s ∈ [r − 1] and hr vertices in Vj,1. Note that all those compatible copies of H
have the same index vector with respect to P, denoted by t. Similarly, Lemma 3.6 applied to
G with

η =
1− ε

k
, Us = Vas,1 for s ∈ [r − 1] and Ur = Vj,1, Ur+1 = Vi,1

gives at least c(r + 1, d, h)mh compatible copies of Kr+1(h1, . . . , hr − 1, 1) (also H and here we
may assume hr > 1 as the case hr = 1 can be done in the same way) each containing exactly
hs vertices in Vas,1 for every s ∈ [r − 1], hr − 1 vertices in Vj,1 and one vertex in Vi,1, where the
corresponding index vector is denoted as s. Then it is easy to see that s−t = ui−uj and we claim

that s, t ∈ I
β′

s+2

P (G). Indeed, this easily follows by the choice β′
s+2 ≪ 1

M
≪ ε ≪ d ≪ α, 1

h
and
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the fact that there are at least c′mh compatible copies of H for c′ = min{c(r, d, h), c(r+1, d, h)},
whose vertex sets all have index vector s (or t).

Before diving into the case χ∗(H) = χcr(H) (i.e. hcf(H) = 1), we first deal with a case which
would be frequently used in the proof.

Claim 4.11. If hcfχ(H) is finite and R has a crossing copy of Kr, then there exist distinct

i, j ∈ [p′] such that hcfχ(H)(ui − uj) ∈ L
β′

s+2

P (G).

Proof. Without loss of generality, let Vx1,1, . . . , Vxr ,1 be the vertices of a crossing copy of Kr in
R, where x1 = 1, x2 = 2 and 1 ≤ x3 ≤ . . . ≤ xr ≤ p′ (if r ≥ 3). Next we show that such a pair
{1, 2} is as desired.

For any r-coloring φ in C(H) and its color-class sizes hφ1 ≤ · · · ≤ hφr , by Lemma 3.6 applied
to G′ with Ui = Vxi,1 for every i ∈ [r], we obtain for every permutation σ ∈ Sr, a family Fσ of

at least cmh compatible copies of H each containing exactly hφ
σ(i) vertices in Vxi,1 for i ∈ [r].

It is easy to see by definition that every Fσ yields a (H,β′
s+2)-robust h-vector, denoted as iφσ,

whose ith coordinate is
iφσ(i) =

∑

s:xs=i

hφ
σ(s), i ∈ [p′].

Thus for every i ∈ [r− 1], we choose σ, σ′ ∈ Sr which have σ(1) = i = σ′(2), σ(2) = i+1 = σ′(1)
and σ(j) = σ′(j) for j 6= 1, 2. Then it follows that

dφ
i := (hφi+1 − hφi , h

φ
i − hφi+1, 0, . . . , 0) = iφσ′ − iφσ ∈ L

β′

s+2

P (G).

Recall that D(H) =
⋃

φ∈C(H){h
φ
i+1 − hφi : i ∈ [r − 1]} and all the integers in D(H) have the

highest common factor hcfχ(H). Then there exist integers aφi for any φ ∈ C(H), i ∈ [r− 1] such
that

∑

φ∈C(H),i∈[r−1]

aφi (hφi+1 − hφi ) = hcfχ(H).

Therefore
∑

φ∈C(H),i∈[r−1]

aφi dφ
i = (hcfχ(H),−hcfχ(H), 0, . . . , 0)

and by definition we have hcfχ(H)(u1 − u2) ∈ L
β′

s+2

P (G). This completes the proof.

Now we are ready to study the case χ∗(H) = χcr(H). If r ≥ 3, then by definition, it follows

that hcfχ(H) = 1. Moreover, since χcr(H) > r − 1, it holds that δ(R) ≥
(

1− 1
r−1 +

α
2

)

k > k
2

and we can easily find in R a crossing edge, say V1,1V2,1 for example. By Fact 4.9 with k = r−1,
we can similarly find a crossing copy of Kr containing V1,1, V2,1, and we are done by Claim 4.11.
Hence, it remains to consider the case when H is bipartite with hcfc(H) = 1 and hcfχ(H) ≤ 2.

Claim 4.12. If χ(H) = 2, hcfc(H) = 1 and hcfχ(H) ≤ 2, then there exist distinct i, j ∈ [p′]

such that ui − uj ∈ L
β′

s+2

P (G).

Proof. Since hcfc(H) = 1, one can easily observe that H is disconnected. Let C1, C2, . . . , Cℓ be
the components of H and ci := |Ci|, i ∈ [ℓ]. We further split the argument into two subcases:
hcfχ(H) = 1, 2.

If hcfχ(H) = 1, then we may further assume that R contains no crossing edge with respect
to P as otherwise we are done by Claim 4.11. Since p′ ≥ 2, we can pick two edges from
different parts, say V1,1V1,2 and V2,1V2,2. Clearly, every component Ci is a subgraph of Kh,h. By
Lemma 3.6 to V1,1, V1,2 (resp. V2,1, V2,2), we obtain for every subset S ⊆ [ℓ], a family FS of at
least c2mh compatible copies of H each containing exactly

∑

i∈S ci vertices in V1 and h−
∑

i∈S ci
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vertices in V2. It is easy to see by definition that every FS yields an (H,β′
s+2)-robust h-vector,

denoted as iS := (
∑

i∈S ci, h−
∑

i∈S ci, 0, . . . , 0). Thus for every i ∈ [ℓ], we choose S = {i}, S′ = ∅
and it follows that

di := (ci,−ci, 0, . . . , 0) = iS − iS′ ∈ L
β′

s+2

P (G).

Recall that all the integers in {c1, c2, . . . , cℓ} have the highest common factor hcfc(H) = 1. Then
there exist integers ai, i ∈ [ℓ] such that

∑

i∈[ℓ] aici = 1. Therefore

∑

i∈[ℓ]

aidi = (1,−1, 0, . . . , 0)

and thus by definition we have u1 − u2 ∈ L
β′

s+2

P (G).
For the case hcfχ(H) = 2, we may instead assume that there exists a crossing edge in R.

As otherwise we can pick two edges from different parts since p′ ≥ 2, one can thus follow the
same arguments in the paragraph above. Let V1,1V2,1 be such a crossing edge. Then Claim 4.11

immediately implies that 2(u1 − u2) ∈ L
β′

s+2

P (G).
Since χ(H) = 2, hcfχ(H) = 2 and hcfc(H) = 1, there exists an odd component of H, say C1,

i.e. c1 is odd. Given a 2-coloring φ in C(H), we write x1, x2 as the color-class sizes for C1, and
y1, y2 for H − C1 under φ. Recall that V1,1V2,1 is a crossing edge. Then by Lemma 3.6 applied
to G with r = 2, U1 = V1,1, U2 = V2,1 and h1 = x1 + y1, h2 = x2 + y2, we obtain at least cmh

compatible copies of H each containing exactly xi + yi vertices in Vi,1 for i ∈ [2]. It is easy to
see by definition that every such family yields an (H,β′

s+2)-robust h-vector, denoted as ieven :=

(x1 + y1, x2 + y2, 0, . . . , 0). Similarly we obtain iodd := (x2 + y1, x1 + y2, 0, . . . , 0) ∈ I
β′

s+2

P (G).

Recall that 2(u1 −u2) ∈ L
β′

s+2

P (G). Since x1, x2 have distinct parity, by letting s = x1−x2−1
2 ,

we obtain that
ieven − iodd − 2s(u1 − u2) = u1 − u2 ∈ L

β′

s+2

P (G).

This completes the proof.

4.4 1-reachablility

In this section, we shall focus on proving Lemma 4.6.

Proof of Lemma 4.6. Given α > 0, we choose

1

n
≪ µ, β1 ≪ c, γ1 ≪

1

M
≪ ε ≪ d ≪ α,

1

h
.

Apply Lemma 3.4 to G and obtain a partition V (G) = V0 ∪ V1 ∪ . . .∪ Vk for some 1/ε ≤ k ≤ M
such that |V0| ≤ εn, |Vi| = m for every i ∈ [k]. Let R = R(ε, d) be the reduced graph for this

partition. Then δ(R) ≥
(

1− 1
r−1 +

α
2

)

k.

Choose an arbitrary vertex u from V (G). Let N ′ = {Vi : i ∈ [k] and |NG(u) ∩ Vi| ≥ αm/2}.
By double counting, we have

(1− 1/(r − 1) + α)n − |V0| ≤ dG−V0
(u) ≤ |N ′| ·m+ (k − |N ′|) · αm/2,

that is, |N ′| ≥
(

1− 1
r−1 + α

4

)

k. Let ℓ =
(

1− 1
r−1 +

α
4

)

k. We choose arbitrary ℓ clusters

from N ′. Suppose that the corresponding vertices in R of these ℓ clusters are V1, . . . , Vℓ. Write
L = {V1, . . . , Vℓ}. Then we shall find a copy of Kr−1 in R[L]. Indeed, the case when r = 2

is trivial and thus we assume that r ≥ 3. Since δ(R) ≥
(

1− 1
r−1 +

α
2

)

k, we have δ(R[L]) ≥
(

1− 2
r−1 + 3α

4

)

k. Since (r − 2)
(

1− 2
r−1 +

3α
4

)

k − (r − 3)ℓ > 1, by Fact 4.9 with k = r − 2,
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we can greedily pick a copy of Kr−1 as every r − 2 vertices in L have a common neighbor in L.
Suppose that the corresponding clusters of this copy of Kr−1 are V1, . . . , Vr−1. Again by Fact 4.9

applied to R with k = r− 1 and the fact that (r− 1)
(

1− 1
r−1 +

α
2

)

k− (r− 2)k > 1, we obtain

that V1, . . . , Vr−1 have a common neighbor in V (R), say Vr. It is worth noting that here the

cluster Vr may not in L. Let V ′
i = Vi ∩NG(u) for every i ∈ [r − 1]. Then |V ′

i | ≥
αm
2 ≥ α(1−ε)

2k n
for every i ∈ [r − 1].

Let V ′
r := {v ∈ Vr | dV ′

i

(v) ≥ (d − ε)|V ′
i | for each i ∈ [r − 1]}. Then by Fact 3.2, we have

that |V ′
r | ≥ (1− (r − 1)ε)m ≥ 1

2m. The following claim would finish the proof as |V ′
r | ≥ γ1n.

Claim 4.13. Every vertex v ∈ V ′
r is (H,β1n, 1)-reachable to u.

To prove this, for every v ∈ V ′
r , we write Ui = V ′

i ∩N(v) for every i ∈ [r−1] and Ur := V ′
r \{v}.

Then |Ui| ≥ (d−ε)|V ′
i | ≥

dα
4 m ≥ dα

8M n, i ∈ [r] and Lemma 3.3 implies that U1, . . . , Ur are pairwise
(ε′, d′)-regular with ε′ = max{4ε/dα, 2ε} and |d′ − d| < ε. By Lemma 3.6 to G with all subsets
Ui as given above, η = dα

8M and the fact that µ ≪ 1
M

≪ ε ≪ d ≪ α, 1
h
, we obtain at least cnrh−1

compatible copies of Kr(h, . . . , h, h − 1) in G[U1, . . . , Ur] each containing h vertices in Ui for
i ∈ [r− 1] and h− 1 vertices in Ur. Note that by Fact 3.10, there are at most 4µnrh−1 ≤ c

2n
rh−1

compatible copies of Kr(h, . . . , h, h−1), each of which fails to form a compatible copy of Kh
r with

u or v. Therefore we can find a family K of at least c
2n

rh−1 compatible copies ofKr(h, . . . , h, h−1)
which together with u (also for v) form compatible copies of Kh

r . Moreover, from the choice
β1 ≪ c, one can observe that deleting an arbitrary set of β1n vertices would destroy at most
β1n

rh−1 < |K| copies of Kr(h, . . . , h, h − 1) in K. Thus, u and v are (Kh
r , β1n, 1)-reachable and

also are (H,β1n, 1)-reachable.

4.5 Transferral

Following similar arguments as in the proof of Lemma 3.9 in [28], we give a proof of Lemma 4.8.

Proof of Lemma 4.8. Let G, β, µ > 0 and P = {V1, V2, . . . , Vℓ} be a partition of V (G) as given
in the assumption. Recall that I = IµP(G) ⊆ Z

ℓ is a base for Lµ
P(G), that is, every vector in

Lµ
P(G) can be written as linear combinations of the h-vectors in I. Thus given ui−uj ∈ Lµ

P(G),
there exist av ∈ Z such that ui − uj =

∑

v∈I avv. Without loss of generality, we may take
i = 1, j = 2 for instance. For every v ∈ I, let pv = max{av, 0} and qv = max{−av, 0}. Hence

u1 − u2 =
∑

v∈I

(pv − qv)v, i.e.
∑

v∈I

qvv + u1 =
∑

v∈I

pvv + u2. (2)

By comparing the sums of all the coordinates from two sides of either equation in (2), we obtain
that

∑

v∈I pv =
∑

v∈I qv =: C.
Next, by choosing 1

n
≪ β′, 1

t′
≪ β, µ, 1

C
, 1
t
, 1
h
, we shall show that every two vertices x ∈ V1

and y ∈ V2 are (H,β′n, t′)-reachable. Let x and y be given as above and W ⊂ V (G) \ {x, y}
be any vertex set of size β′n. Since every h-vector v ∈ I is (H,µn)-robust and β′ ≪ µ, we can
greedily select, outside W ∪ {x, y}, a collection of pv + qv vertex-disjoint compatible copies of
H with index vector v for every v ∈ I. This is possible as during the process we need to avoid
at most |W | + 2 + h

∑

v∈I(pv + qv) <
µ
2n vertices. This gives rise to two disjoint families Fp

and Fq, where Fp consists of pv vertex-disjoint compatible copies of H with index vector v for
every v ∈ I, and Fq consists of qv vertex-disjoint compatible copies of H with index vector v
for every v ∈ I.

By equality (2), we have |V (Fp)| = |V (Fq)| = hC and i(V (Fq))+u1 = i(V (Fp))+u2. This
implies that we may write V (Fp) = {x1, . . . , xhC}, V (Fq) = {y1, . . . , yhC} such that x1 ∈ V1,
y1 ∈ V2, and for i ≥ 2, xi and yi are from the same part of P. Since each Vi is (H,βn, t)-
closed for each i ∈ [ℓ], we greedily pick a collection {S2, S3, . . . , ShC} of vertex-disjoint subsets
in V (G) \ (W ∪ V (Fp ∪ Fq) ∪ {x, y}) such that every Sj is an H-connector for xj, yj with
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|Sj| ≤ ht− 1 for 2 ≤ j ≤ hC. Indeed, by the choice that 1
n
≪ β′ ≪ β, 1

C
, 1
h
, we need to avoid at

most
∣

∣

∣

∣

∣

∣





hC
⋃

j=2

Sj



 ∪W ∪ V (Fp ∪ Fq) ∪ {x, y}

∣

∣

∣

∣

∣

∣

≤
β

2
n

vertices and therefore we are able to select every Sj as xj and yj are (H,βn, t)-reachable for
2 ≤ j ≤ hC. Similarly, we additionally choose two H-connectors vertex-disjoint from each other
and all other previously chosen vertices, say S0 and S1 for x, x1 and y, y1, respectively. At this
point, we shall verify that the set Ŝ :=

⋃hC
j=0 Sj ∪ V (Fp ∪ Fq) is an H-connector for x, y of size

at most h(t + C + thC) − 1. In fact, to build a compatible H-factor for G[Ŝ ∪ {x}] (leaving y
uncovered), we can take H-tilings in G[S0∪{x}], G[V (Fp)] and G[Sj ∪{yj}] for j ∈ [hC], which
altogether form an H-tiling as desired. Similarly, one can observe that G[Ŝ ∪ {y}] also admits
a compatible H-factor. Hence x and y are (H,β′n, t′)-reachable by taking t′ = t+ C + thC.
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Appendix A Proofs of Lemma 4.1 and Lemma 4.3

The proof of Lemma 4.1 can be easily derived by the following result.

Lemma A.1. [12] Let F be a k-graph with b vertices. Let γ > 0 and 0 < ε < min{1/3, γ/2}.
Then there exists ξ = ξ(b, γ) such that the following holds for every sufficiently large n. Suppose
G is an n-vertex k-graph such that, there exists V0 ⊂ V (G) of size at most εn such that for every
b-subset S of V (G) \ V0, there are at least γn vertex-disjoint S-absorbers, and for every vertex
v ∈ V (G), there are at least γn copies of F containing v, where each pair of these copies only
intersects at vertex v. Then G contains a subset A ⊆ V (G) of size at most γn such that, for
every subset R ⊆ V (G) \ A with |R| ≤ ξn such that b divides |A| + |R|, the k-graph G[A ∪ R]
contains an F -factor.

Proof of Lemma 4.1. Given h, t ∈ N, an h-vertex graph H and γ > 0, we shall choose 1
n

≪
ξ ≪ 1

t
, 1
h
, γ. Let (G,F) be an incompatibility system with |V (G)| = n such that for every

S ∈
(

V (G)
h

)

there is a family of at least γn vertex-disjoint (H, t)-absorbers. We construct an
h-graph G on vertex set V (G) where E(G) consists of all compatible copies of H in (G,F). Let

F be an h-graph with exactly one edge. Then by definition, every S ∈
(

V (G)
h

)

has at least γn
vertex-disjoint (F, t)-absorbers. By applying Lemma A.1 to G with b = h and V0 = ∅, we obtain
a subset A ⊆ V (G) of size at most γn such that, for every subset R ⊆ V (G) \ A with |R| ≤ ξn
such that h divides |A| + |R|, the k-graph G[A ∪ R] contains an F -factor. Then A is a desired
ξ-absorbing set in (G,F).

Proof of Lemma 4.3. For positive integers h, t with h ≥ 3 and β > 0, let G,H,F be given
as in the assumption such that V (G) is (H,βn, t)-closed. Then for every h-set S ⊂ V (G),
we shall greedily construct as many pairwise disjoint (H, t)-absorbers for S as possible. Let
A = {A1, A2, . . . , Aℓ} be a maximal family of vertex-disjoint (H, t)-absorbers as above. Suppose
to the contrary that ℓ < β

h3t
n,. Then | ∪A Ai| ≤

β
h
n as each such Ai has size at most h2t (see

Definition 2.1).
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As V (G) is (H,βn, t)-closed and | ∪A Ai ∪ S| ≤ βn, we can pick a compatible copy of
H in V (G) \ (∪AAi ∪ S) whose vertex set is denoted by T . Write S = {s1, s2, . . . , sh} and
T = {t1, t2, . . . , th}. We now greedily pick a collection {S1, S2, . . . , Sh} of vertex-disjoint subsets
in V (G) \ (

⋃

AAi ∪ S ∪ T ) such that each Si is an H-connector for si, ti with |Si| ≤ ht − 1.
Indeed, since

∣

∣

∣

∣

∣

ℓ
⋃

i=1

Ai ∪

(

k′
⋃

i=1

Si

)

∪ S ∪ T

∣

∣

∣

∣

∣

≤ βn,

for any 0 ≤ k′ ≤ h (using that n is sufficiently large), it is possible pick each Si one by one
because si and ti are (H,βn, t)-reachable. At this point, it is easy to verify that

⋃h
i=1 Si ∪ T is

actually an (H, t)-absorber for S, contrary to the maximality of ℓ.

Appendix B Proof of Lemma 4.7

We begin with a simple result as follows.

Lemma B.1. Let s1, s2 ∈ N, β1, β2 > 0 and H be an h-vertex graph. The following holds for
any sufficiently large n. Let (G,F) be an incompatibility system with |V (G)| = n, u, v ∈ V (G)
and Z ⊆ V (G) with |Z| = cn for some positive constant c. If u is (H,β1n, s1)-reachable to every
vertex in Z, while v is (H,β2n, s2)-reachable to every vertex in Z, then u, v are (H,β3n, s1+s2)-
reachable, where β3n = min{cn− 1, β1n/2, β2n/2}.

Proof. Let W be an arbitrary subset of G with |W | ≤ β3n. Since |W | ≤ min{cn− 1, β1n/2}, we
can find a vertex u1 ∈ Z \W and an H-connector S1 for u, u1 in V (G) \ (W ∪ {u, u1, v}) with
|S1| ≤ ht1 − 1. Meanwhile, since |W | ≤ β2n/2, we can also find an H-connector S2 for u1, v in
V (G) \ (W ∪ {u, u1, v} ∪ S1) with |S2| ≤ ht2 − 1. Hence, u, v are (H,β3n, t1 + t2)-reachable as
both G[S1 ∪ S2 ∪ {u1, u}] and G[S1 ∪ S2 ∪ {u1, v}] contain compatible H-factors.

Proof of Lemma 4.7. Write r0 = ⌈1/γ1⌉ + 1, tj = 2r0+1−j for each j ∈ [r0 + 1] and choose
constants 1

n
≪ λ1 ≪ λ2 ≪ λ3 · · · ≪ λr0+1 = β1, γ1,

1
r0
. Let (G,F) be an incompatibility system

with |G| = n such that every vertex in V (G) is (H,β1n, 1)-reachable to at least γ1n other
vertices.

Assume that there are two vertices that are not (H,λ2n, t2)-reachable, as otherwise we just
output P = {V (G)} as the desired partition. Observe also that every set of r0 vertices must
contain two vertices that are (H,λr0n, tr0)-reachable to each other. Indeed, by the inclusion-
exclusion principle we obtain a pair of vertices, say u, v, which are (H,β1n, 1)-reachable to a set
of at least δ′n vertices for some δ′ ≥ γ1/

(

r0
2

)

. Thus, by Lemma B.1 with s1 = s2 = 1, we deduce
that u and v are (H,λr0n, tr0)-reachable as λr0 ≪ β1, γ1,

1
r0

and tr0 = 2.
Let d be the largest integer such that there are d vertices v1, . . . , vd in G which are pairwise

not (H,λdn, td)-reachable. Note that d exists and 2 ≤ d ≤ r0 − 1. Indeed, we assumed above
that there are 2 vertices that are not (H,λ2n, t2)-reachable and if d = r0, then there would be r0
vertices in G which are pairwise not (H,λr0n, tr0)-reachable, contrary to the observation above.
Let S = {v1, . . . , vd}. Note that v1, . . . , vd are also pairwise not (H,λd+1n, td+1)-reachable.

For a vertex v and every j ∈ [r0 + 1], we write Ñj(v) for the set of vertices which are
(H,λjn, tj)-reachable to v. For the sets Ñd+1(vi), i ∈ [d], we conclude that

(1) any vertex v ∈ V (G) \ {v1, . . . , vd} must be in Ñd+1(vi) for some i ∈ [d]. Otherwise,
v, v1, . . . , vd are pairwise not (H,λd+1n, td+1)-reachable, contradicting the maximality of
d.

(2) |Ñd+1(vi)∩Ñd+1(vj)| < λd+1n for any distinct i, j ∈ [d]. Otherwise Lemma B.1 applied with
s1 = s2 = td+1 implies that vi, vj are (H,λdn, td)-reachable to each other, a contradiction
to the choice of vertices vi, i ∈ [d] (using that λd ≪ λd+1 and 2td+1 = td).
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For i ∈ [d], let

Ui = (Ñd+1(vi) ∪ {vi}) \
⋃

j 6=i

Ñd+1(vj).

Then we claim that each Ui is (H,λd+1n, td+1)-closed. Indeed otherwise, there exist u1, u2 ∈
Ui that are not (H,λd+1n, td+1)-reachable to each other. Then {u1, u2} ∪ {v1, . . . , vd} \ {vi}
contradicts the maximality of d.

Let U0 = V (G) \ (U1 ∪ · · · ∪ Ud). We have |U0| < d2λd+1n due to (2) above. In order to
obtain the desired reachability partition, we now drop every vertex of U0 back into some Ui for
i ∈ [d] as follows. Since each v ∈ U0 is (H,β1n, 1)-reachable (i.e. (H,λr0+1n, tr0+1)-reachable)
to at least γ1n vertices, it follows from the fact λd+1 ≪ γ1,

1
r0

that

|Ñr0+1(v) \ U0| ≥ γ1n− |U0| ≥ γ1n− d2λd+1n > dλd+1n.

Therefore by the pigeonhole principle there exists some i ∈ [d] such that v is (H,λr0+1n, tr0+1)-
reachable to at least λd+1n + 1 vertices in Ui. Lemma B.1 (using that λd ≪ λd+1 ≪ λr0+1)
implies that v is (H,λdn, td)-reachable to every vertex in Ui.

Recall that 2 ≤ d ≤ r0 − 1. Now partition U0 as U0 = ∪i∈dRi where for each i ∈ [d], Ri

denotes a set of vertices v ∈ U0 that are (H,λdn, td)-reachable to every vertex in Ui. Again
by Lemma B.1 with s1 = s2 = td, for every i ∈ [d], every two vertices in Ri (if any) are
(H,λd−1n, td−1)-reachable to each other. Let P = {V1, . . . , Vd} be the final partition by setting
Vi = Ri ∪ Ui. Then each Vi is (H,λd−1n, td−1)-closed. Also, for each i ∈ [d], it holds that

|Vi| ≥ |Ui| ≥ |Ñd+1(vi)| − d2λd+1n ≥ |Ñr0+1(vi)| −
γ1
2 n ≥ γ1

2 n.

This completes the proof by taking β2 = λd−1 and t = td−1.
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