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STAGGERED SCHEMES FOR COMPRESSIBLE FLOW: A GENERAL
CONSTRUCTION

R. ABGRALL*

Abstract. This paper is focused on the approximation of the Euler equations of compressible
fluid dynamics on a staggered mesh. With this aim, the flow parameters are described by the velocity,
the density and the internal energy. The thermodynamic quantities are described on the elements
of the mesh, and thus the approximation is only in L?, while the kinematic quantities are globally
continuous. The method is general in the sense that the thermodynamic and kinetic parameters are
described by an arbitrary degree of polynomials. In practice, the difference between the degrees of
the kinematic parameters and the thermodynamic ones is set to 1. The integration in time is done
using the forward Euler method but can be extended straightforwardly to higher-order methods. In
order to guarantee that the limit solution will be a weak solution of the problem, we introduce a
general correction method in the spirit of the Lagrangian staggered method described in [1, 2, 3], and
we prove a Lax Wendroff theorem. The proof is valid for multidimensional versions of the scheme,
even though most of the numerical illustrations in this work, on classical benchmark problems, are
one-dimensional because we have easy access to the exact solution for comparison. We conclude
by explaining that the method is general and can be used in different settings, for example, Finite
Volume, or discontinuous Galerkin method, not just the specific one presented in this paper.

1. Introduction. The Euler equations of fluid dynamics are, formulated in their
conservative version,

dp .. B
e + div(pu) = 0,
0
(1) —g: + div(pu ® u + pI) = 0,
oF
E + le((E +p)u) =0.

As usual, p > 0 is the density, u is the velocity vector, £ = e + % pu? is the total
energy, e > 0 is the internal energy and p is the pressure. The system is closed by an
equation of state for p = p(p, e). The simplest one is that of a calorically perfect gas

e
P=
where the ratio of specific heats y is constant.
When the solution is smooth, the system (1) can be equivalently written in non-
conservative form as

op + div(pu) = 0,

ot
ou \%
Oe

a+u~Ve+(e+p)divu=O.

When the solution is not smooth, the form (2) is meaningless because the differential
operators are no longer defined. This is why the form (1) is preferred, in particular
in its weak form, see [4]. This fact has a very strong implication for the design of
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numerical schemes applied to (1): the Lax-Wendroff theorem implies and guarantees
that a suitable numerical approximation should be written in terms of flux.

However, the form (2) is better suited for engineering purposes, since one has
direct access to the velocity and the internal energy. Hence a rather natural question
is how to discretise the Euler equations directly from (2), and still have convergence to
the correct weak solutions, at least formally. In addition to this theoretical question,
there are other reasons to use the (2) system, and we list a few of them:

e In the Lagrangian hydrodynamics community (i.e. the US National Labo-

ratories, AWE in the UK, CEA in France and their Russian and Chinese
counterparts), it is very common to describe, for certain applications, the
equations of compressible fluid dynamics using volume, velocity and specific
internal energy. This is, for example, what is done with the Wilkins scheme,
see [5], and even in the finite element version of this scheme, see [3]. Variables
are represented either by cell or by point values, depending on whether they
are intensive (such as velocity) or extensive (such as mass, volume and en-
ergy): this implies that thermodynamic variables are in L? only, while velocity
is globally continuous (except when we need to introduce slip surfaces).
We think it is interesting to understand how the mechanism that makes these
schemes conservative can be translated into the Eulerian framework. The
technique we develop in this article can be seen as the Eulerian counterpart
of what was done in [1] and then [2] in the Lagrangian framework.

e In many multi-physics applications, it is not obvious whether the fully con-
servative formulation is the most appropriate. MHD equations are a good
example. In the finite-volume community, it is customary to describe flow
with density, momentum and total energy, i.e. the sum of kinetic energy,
thermodynamic energy and magnetic energy. The magnetic field evolution
equation is described in conservation form (using Ohm'’s law and Faraday’s
equation), and we have the constraint div B = 0. However, the natural way
to write the magnetic field equation is not using the divergence operator but
the curl operator, and the consequence is the preservation of the divergence
involution. Merging the magnetic field and the mechanical and thermody-
namic energies may be considered somewhat artificial, since we also have an
evolution relation for the magnetic field equation. Hence, it may be consid-
ered interesting to separate the thermodynamics from the magnetic field. See
[6] for an example of this type of approach in the Lagrangian framework. In
addition, one way of preserving the structure of the Faraday equation is to
use a staggered mesh. This is not necessarily done as in the present paper,
but respecting local conservation of total energy may require the same kind
of algebraic manipulations as here, see [7].

e When considering a mixture of gases, the most natural variable describing
fluid energy is not total energy but internal energy, or even pressure. Con-
sequently, the use of a formulation based on a non-conservative form of the
system may offer certain advantages.

e One numerical strategy for simulating incompressible flows is to use a stag-
gered mesh, for reasons of stability. It is well known in the finite volume
community that when data are collocated and the Mach number tends to-
wards 0, the behavior of the numerical scheme degrades considerably. This
problem has been studied in numerous articles, [8, 9, 10] for example, and
the references therein. Several strategies exist, such as preconditioning, but
not only. One might expect staggering, even for the compressible case, to be
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a good strategy when the Mach number tends towards 0. This was done by
Herbin et al. in [11] and by Bijl et al. in [12]. The scheme must be implicit.
Here we are not interested in the low Mach effect, but in conservation issues,
and the extension of our work to small Mach numbers could be a possibility.

We will be using the expression ”locally conservative” for a scheme. By this we
mean that for finite volume schemes, discontinuous Galerkin schemes, finite differences
and even those using continuous finite elements (see [13] for a explicit construction),
each degree of freedom can be associated with a (control) volume. We say that
a scheme is locally conservative if, for any sub-domain obtained by gathering such
volumes, the update of the conservative variable is obtained by the contribution on
the boundary of this sub-domain.

One obvious way to write a scheme on the primitive variables is to start from
a locally conservative approximation of (1), and by simple algebraic manipulations
which amount to multiplying the numerical scheme by approximations of

1 0 0
0

(3) R
3 pu 1

we can obtain a scheme directly working on the primitive variables. This “new”
scheme is equivalent to the original one.

This is not exactly the question we want to address here. We are interested in
designing locally conservative approximations of (2) for which the thermodynamic
variables are approximated in L? while the velocity is globally continuous. This can
be seen as an Eulerian version of the Lagrangian schemes designed in [1, 2] or [3] and
the related works by these authors. A similar question has been addressed by Herbin
and co-authors, see, for example, [14, 15, 16] in the Finite Volume context. In these
references, the authors describe a class of numerical schemes where the thermody-
namic variables and the velocity are piecewise constant but logically described on a
staggered mesh. They show the convergence towards the weak solution. The scheme
can also be partially implicit, so that in the low Mach number limit the scheme “de-
generates” to a Mac-type scheme, see [11]. Their schemes are second-order accurate
in time and space.

In this article, we describe a different technique that allows a priori to achieve an
arbitrary level of precision, both in time and space. This technique is not particularly
designed for any specific class of scheme. The main restriction seems to be that the
time scheme must be based on a sequence of Euler steps. Examples are the Runge
Kutta SSP schemes, or the Defect Correction (DeC) methods in the [17] version.
We have chosen to illustrate the technique on the example of residual distribution
(RD) schemes where evolution over time is done by DeC, see [17]. This choice is
also motivated by the fact that local conservation recovery is simpler for RD schemes
(see [13]). Therefore, before describing this method, we briefly review the class of
residual distribution schemes that will be the main tool we use, and sketch how dG
(and therefore finite-volume) schemes can be reformulated in this framework. We then
describe the scheme and explain why it is locally conservative. Finally, we show a
variant of the Lax-Wendroff theorem adapted to our framework. Finally, we show how
to adapt the method to finite volume schemes and discontinuous Galerkin methods.
Numerical examples illustrate the soundness of the approach.
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2. A first-order nonconservative approach. We have in mind a numerical
approximations where the variables are piecewise polynomial in simplex. We also
assume that the velocity is globally continuous, in contrast to discontinuous Galerkin
(dG)-like approximations. This constraint is motivated by the choice that we want
to extend the technique of [1], where a Petrov Galerkin technique is used, inspired
from [17] and the reference therein. If nothing special is done, we need to invert a
mass matrix. This can be cumbersome, and even impossible if we want to extend
the techniques of [18] because the equivalent of the mass matrix changes at every
time step. This is why a particular time stepping should be preferred, for example,
the Deferred Correction (DeC) approach, see Appendix A. It relies on series of Euler
forward type of discretisation.

This is indeed the essential point: if one prefers to forget the globally continuous
methods, rely on a dG-like approach, and use a Strong Stability Preserving (SSP)
Runge-Kutta approach, one can extend our correction technique and build schemes
that converge to a weak solution of the problem, starting from (2). This will be
explained in section 3.3. Since the novelty of the approach lies in the correction
technique, we will focus for simplicity on a single Euler forward step in time.

We consider a hyperbolic system in the form

ou

(4) & TLU) =0

on a domain Q C R?, d = 1,2, 3. For solving (1) or (2) we define

div(pu)
(5) L(U) =: | div(pu ® u+ pI)
div((E + p)u)
for the conservative form and
div(pu)
\Y4
(6) LWU)=| (u-V)u+ 7p

u- Ve + (e + p)divu

for the non—conservative form. In what follows, we will describe the procedure for
solving the equations in two steps. First, we consider the case of a scalar problem, and
then we look at (1) or (2). The reason is that in (2) not all of the variables play the
same role, contrarily to (1), and it is easier to start with a system with one variable.
For now, we will proceed by forgetting the question of local conservation.

2.1. Scalar case.

2.1.1. Trial space. We consider a triangulation of {2 made of non-overlapping
simplices that are generically denoted by K. We assume that the triangulation is
conformal, and define

V() = {v € L*(Q) such that for any K,vjx € PF(R?)} C L*(Q),

where as usual, P*(R?) is the set of polynomials in R? of degree less or equal to k.
We also define

Wh(Q) = V"(Q)n Q).
In each element K, a polynomial is defined by a set of degrees of freedom, for ex-
ample, the Lagrange points. We denote by o a generic degree of freedom. Here, for
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reasons that will be more clear later on, we expand the polynomials in terms of Bézier
polynomials.
e One dimensional elements: In the element K = [z;,z;11], we consider the
barycentric coordinates

M(z) = M7 Xo(z) = e R A
Lit1 — Ty LTi+1 — Ly
If 0 € K, the restriction of B, is defined in the element as follows: if 0 ¢ K|
then the Bézier form vanishes. We describe the two families of Bézier forms
we will need:
— Linear: The degrees of freedom are the vertices, so

et =g, gp?jff =Xy and o = x; or x;y1 here.

— Quadratic: The degrees of freedom ¢ are identified with the vertices i,
and the mid-points ¢ + %

)\%, ifo= ZTi,
9052) (l‘) = 2M1 02, ifo= Tiy1/a,
)‘%’ ifo=zi41.

e Multidimensional elements: We only describe the 2D cases, with triangles,
but similar things are obtained for quadrangles, or 3D simplices. A triangle
is made of three vertices denoted by 1, 2 and 3. The barycentric coordinates
with respect to the vertices 1, 2, 3 are denoted by A, Ay and As.

— Linear: The degrees of freedom are the vertices and ¢,, = A; and i =
1,2,3.

— Quadratic: The degrees of freedom are the three vertices o1, oo and o3
as well as the midpoints of the edges:

o1+ 09 - o2+ 03 o o3+ o01
2 ) 5 — 2 ) 6 — 2 .
The Bézier polynomials are:
0y, = A? for i=1,2,3,
(p04 = 2A1A2, 90175 = 2A3A2, 900'6 = 2A1A3.

g4 =

Then, considering u € Vj,(2) or u € Wj(Q), for any K, we expand u|x as
UK = Y Uuspy
cEK

where @& is any of the linear, quadratic (or higher-order) functions defined above. If
u € V3 (2) then we have the expansion

u = uo’ %00'
K oeK

and if u € W3 (), we can expand u as
u= Zuggog.

With some abuse of notations, we will use the second expansion throughout this paper,
depending if we see ¢, per element or more globally.
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2.1.2. Test space. As we mentioned earlier, we rely on a Petrov-Galerkin ap-
proach. This means that the test functions will belong to a finite dimensional subspace
X1, (9Q) of L?(Q) that can also be described by the degrees of freedom o: we can iden-
tify functions of X5 () that are indexed by the o and span this space. We denote
them by =Z,. For example, in the SUPG method, we define =, in each K by: for
x e K,

Eo (%) = o (x) + hi (VUL(U) ) Vo (x).

Here hg is the diameter of K and 7k is a positive matrix. In [18, 19, 20, 21, 22],
examples are given, where =, depends on the solution, in order to get L°° stability.
In all the examples we are considering, the support of Z, is that of ¢, .

2.1.3. Description of the time discretisation. We start by integrating (4)

which gives

By applying the forward Euler method per simplex, we obtain

tn+1

( + L(U)) dt dx = 0.

tn+1

/tw

The definition of [, = - ZoL(u)dx is somewhat formal and we replace it by some approx-
imation ®X(U) which will be defined later. The only constraint is that we have the
relation

(8) Y ek w) =X (),

ceEK

<+L(U)> dt dx:/EU(U"“—U") dx—i—At/ Z,L(U™) dx = 0.
Q

Q

where the precise definition of ®¥(U) depends on whether we are dealing with the
problem (4) with the L operator in conservation form L(U) = div f(U) as in (5) or
or in non conservation form L(U) = a(U) - VU as in (6). More specificaly,

e If L is in conservation form, we set

X (U) ::/ £ dv,
OK

where f'n is a consistant approximation of the flux f in the direction n (normal
to OK),

e If L is in non conservation form, we set

K = | a(U™) . VU dx
<I>(U)._/K(U)VUd

where a quadrature formula is employed. In fact, and in that case, the situa-
tion is slightly more complicated, because written as such, there might seem
there is no coupling between elements. Since this is a case by case procedure,
we give an example in section 4.

We replace the temporal terms by

/ 0 (U™ —U™) dx
Q
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and then "lump” the mass matrix, set [, ¢,dz = Ck (it does not depend on o) and
obtain

(9) Col(UMT —U™) + At Y @X(U™) =0

K,0eK
We note that this is the reason why we use a Bézier approximation since we are sure
that the lumped mass is non zero because it holds

Oa':/@gdx>0
Q

This scheme corresponds to the £! operator of the DeC procedure described
in appendix A. It will be high order in time and space, provided some conditions
described in appendix A are fullfiled. We stick to this, to avoid useless complications,
and also because its form is that of an Euler forward method. Hence our discussion
becomes valid for any algorithm that can be put in the form (9) with ®X satisfying
(8).

Let us give an other example: the discontinuous Galerkin method in the conser-
vative setting. Using basis functions {¢?} that are now see as polynomial in each K
but only in L?, we have for any o € K

/gaaa—def/chrff(U)der/ wgfnd’y:()
Kk Ot K oK

/ Vg - £ / @afn dry.

Since in K, > ¢, = 1, we have (8). The non conservative setting works formally
ceK
similarly, provided a case by case strategy is again adopted.

and we set

2.2. Case of system (2). We describe the residuals and develop the method as
before for simplicity for the forward Euler method in time. But as mentioned before,
it can be extended to higher orders in a straightforward way.

We assume that the computational domain €2 is covered by non-overlapping sim-
plices { K} 7. The velocity field u belongs to a kinematic space V of finite dimension;
it has a basis denoted by {¢e,, }o,eD,, Where Dy is the set of kinematic degrees of
freedom with the total degrees of freedom given by # Dy, = Ny,. The thermodynamic
quantities such as the internal energy, the density and the pressure belong to a ther-
modynamic space £; this space is also finite dimensional and its basis is {¢o, }oec Dg -
The set D¢ is the set of thermodynamic degrees of freedom with the total degrees
of freedom #Dg = Ng. The kinematic space V is formed by the quadratic (or lin-
ear) Bernstein elements, while the thermodynamic space £ has a piecewise-linear (or
piece-wise constat) basis. The velocity field is approximated by

u(x,t): Z ugv(t)Qng(X),
oy €Dy

where the @, are the linear/quadratic (or linear) Bézier polynomials, and the density,
the pressure and the internal energy, are given by

Z Pog (t)(Pag (X)7 p(X, t) = Z Poe (t)@as (X)7

ogg€Dg¢ ocg€D¢

e(x,t) = Z €os (V) Poe (%),

og€D¢g



where the ¢,, are the per elements piecewise constant/linear functions. Note that
the degrees of freedom for the velocity are assumed to be globally continuous, so in

(Wh(Q))d, while the thermodynamic ones are discontinuous across the boundary of

the elements, so in (Vh(Q))z.
We can rewrite the Euler equations (2) in the following way

ou
— +a(U)-VU =0.
5 Tal)
The only thing to do is to describe how the method of the previous section adapts
to this case, and this amounts to describing the general structure residuals, that is
how (8) is written. Since the velocity is globally continuous, we write

Vp
pHu :/ (u®u+ —) dx,
K P

d . .
where u € (Wh(Q)) and p,p € V,(Q). Since we are on K, these are simply polyno-
mials, and the integration is carried out by numerical quadrature.
For the density, the evolution equation is in conservation form and we use a

numerical flux f:
pHr — / fo dv.
OK

Here, any consistent numerical flow can be used a priori. Of course, the stability of
the method depends on this choice, but the conservation properties of the method do
not.

Last, for the internal energy, we write

@K’E:/ (u-Ve+ (e+p) divu) dx
K

and again we use a quadrature formula.
In the numerical section, we will describe the residuals that we use.

3. A discussion on conservation.

3.1. A set of sufficient conditions to achieve convergence to a weak
solution. Again, to simplify the notations, we focus on the first-order case, but the
extension to the more general case is straightforward. In the appendix B, we show
a Lax Wendroff theorem for this type of discretisation. What we do here is to show
how to go from the system in non—conservative form to the one in conservative form.

Nothing has to be done for the density since it is already in conservative form and
the standard proof [4] applies. There is no need to repeat it here since the proof we
give for the momentum and the total energy, modulo some complications, is essentially
the same.

Let us first look at the momentum. Considering a test function ¢ € C}(R¢ x R),
we denote with ¢} the value of v at time t,, at the centroid of K, and consider the
following approximation of v that we still denote by :

Y(x,t) =Y Pilx  for € [tn,tnya]
K
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Then we consider

ZZ)(X,t) (anrlunJrl o pnun) dx — Zw?(/ (pn+1un+1 o pnun) dx
R4 % K

= Zd;’;{ [/ pntt (u”"‘1 —u") dx —|—/ u” (p"'H —p") dx|.
% K K

: __.qqn+1l _ n n+l __ n :
Introducing Aug, =: ugl" —ug,, and Ap,, = pj] Poe> We can write

/pn-i-l (un+1 dX_ Z Auav/ 1900\; dx
K

oyeK

(10)

and

/ u”(p"t = p") dx = Z Apog/ u" s, dx.
K

ceeK

Hence, (10) can be rewritten as:

(11)

'LZJ(X,t) (anrlunJrl _ pnun) dx
d

_Zz/;K{ Z Augv/ 1<pgv dx + Z Apgg/Ku"gpgg dx]

oyeEK ogeK
—Zwk[ D Wi HECo, A, + ) w“"K|CagApog]
oyEK ce€EK
_ Z { Z Yoyl K\CUV\AUUV}
oyeK
#2032 (e = ) O Bty + 305 3 i Coel A
K oy cseK
= Z%vwc’ifﬂlc ol Ay, £33 (W — 10, ) [Coy | w8 Ay,
K oveK
+Z1/)K|: Z wunK|CUg|ApU£}
occ€EK

where we have set for simplicity

n+1 n
pn+1,K pr Poy dx wu,n,K R fKu Poe dx

7y . |CO'V| , 7€ . |CU'£‘

w,

and (using that the support of ¢,,, is the union of the elements that share oy),

pntt . Jo P 0oy dx
i [

w

For the velocity, we have:

Coyl(upft —ul)) + AL, Y @2
K,opeK



where, for the forward Euler scheme (7),
gv,K = (Dg\;,K(Un)

For the density, we have

‘CU£|(pZ:1_pUg)+Atn Z ‘I)o'gK_O
K,oeeK

and we note that the sum reduces to one term, hence
|Cog ‘ (PZ:I - pTULg) + Atn@gg,K =0,

where again

(I)gg K~ (I)(’j'g K(Un)

and K is the element such that og € K. Using these relations in (11), we get

Rdw(x’ t) (pn-‘rlun-‘rl _ pnun) dx + Atn ngvwg‘jz-‘rl[ Z q)av’ :|
oy

K,opeK
I
(12) +At"2{ > (Wi - av)wp’nHK[ > Pk ]}
K opeEK K' oveK'NK
+ At,, ZwK{ Z we KR ]

ceeK
=0

The term I can be rewritten as

S S IS
oy K

K,opeK oyeEK
P3| X kv enan, K]
oveEK

Hence, gathering all together, we get

@/J(X7 t) (pn+1un+1 _ pnun) dx
d

+ Aty ZwK[ > owprten e > wrr e o

ovEK ce€K
+ Aty Z |: Z (w}l( — ’(/J;_L )wﬂm-‘rl(bav K:|
K oyeK
+Atnz{ > (w?(—ww)wﬁ;”““[ Y. ¥k ]} =0
K ‘ovek K’ ,oveK'NK
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Thus, we obtain the master equation:

w(x, t) (pn+1un+1 7/)”11”) dx

Rd
(13a) +Atzw?<[ Z wgf+1q);‘v7l(+ Z w:\,}n,KfI)gE’K
K oyeEK oge€EK
+at, > (F+DR) =0
K
with
FR= 3 (Vk—up,)wirtion
oyeEK
D= 3 (W~ o )ttt S el ]
(13b) oveK K' oveK'NK
f pn+1(p17 dx
whn LK = SKC POV © o ‘” A W
v K,opeK
wu,n,K — fK un@‘jf dx
¢ |Coe |

Let us now consider the total energy. First, we remark that (with similar notations
as before) the following holds:

A(pu?) = u""! . A(pu) + p"u" - Au.

Combined with
Apu) = p" T Au +u"Ap

we obtain
A(pUZ) _ (pn+1un+1 + pnun) . Au + un+1 . unAp

To simplify, we will set

+1,,n+1 N g4M
- ptTu + p"u ~
m = 5 ,

Using these relations, we see that

Zsz/Ade:ZwK(/ Aedx+/rh~Audx+1/q~2Apdx>
1% K 1% K K 2 Jk
:ZwK[/ Ae dx + Z Auav-/ my,,, dx
1% K K

oyeEK
1 -
—|—§ Z Apgg/Kngo,T‘s dx].
oc€EK

First, we notice that

/ Aedx =—At Y .
K

cseK
11



Introducing B
2

Ji Ppoe da
Coel

[ M@y, dx

K _
" =",

2

K _
| and 005 =
%

we get

Z Aug,, / me,, dx = —At Z GRK< Z q’g,,,;«)
K

oveEK oyvEeEK K’ oyeK'’
and because o¢ belongs to a single element we have

~ 2
Z Apo’g/ q29005 dx = —At Z ags’K(I)Z&K'

OgeK K ocg€K

Then proceeding as for the velocity, and introducing
Z fK ﬁl(pffv d.’L‘

K,opeK
T
av K,opeK

we get

/ P(x,t)(E"! — E™)dx
Rd

—i—Ath‘t/JK( Z ookt Z 05, "I’ZIV,K‘F% Z agi7Kq)(p7£,K>
K

cg€EK opeEK cc€EK

w S [Ser-wms T e

K = ov K'oveK'NK
DR
+ Atn Z Z (1/)0\; - w}l{)e;r‘l)K : (I)EV,K =0.
K oyeK

::F}?

As it is customary, we say that a family of meshes is shape regular if there exists
a > 0 depending only on this family such that the ratio of the inner and outer
diameters of any element of any mesh of this family is greater than a. We show the
following result in Appendix B:

PROPOSITION 1. Assume that the mesh Ty is shape regular, we denote by h the
mazimum diameter of the element of the mesh. For any K, the residuals <I>§£7K,
5.k o,k are Lipschitz continuous functions of their arguments, with Lipschitz
constant of the form C - h, where C only depends on a and the maximum norm of the
solution.

Assume that we have a family of meshes F = {T, } with nll)r}rloo h, = 0. We

denote by (Uy, )n>0 the sequence of functions fulfilling:

ift € [ty tnsi1], U 1) = (p(x,t0),u(x, t,), e(x, )T
12



with, if K is the element that exists almost everywhere such that x € K,

,O(X, t'rl) = Z pgg<p0£(x)’ e(thn) = Z egg(pUg(X)a

ceeEK ceeEK

and

u(x,t,) = Z ugv Doy (%)
ov

Here {(py, ), (ug.), (€r.) }n>0,0c,00 are defined by the introduced scheme.

We assume that the density, velocity and internal energy are uniformly bounded
and that a subsequence converges in L? towards (p,u,e), where p,e € L2(R% x [0,T))
and u € (L2(R* x [0, T1))* .

We also assume that the residuals satisfy

(15) > el ok 3 wiel, o= [ o) ndy
oyeK ogeK oK
and
1
(16) DI S S/ -@gv,KJrgZegZKq)@ :/ f2(U™) - n dy,
ogeK oyeK og 0K

where we have set

Y Jx " g, dx

ool — IoveK oK [ 0" @ dx
7 Covl ’ 7 Coel
~ n+1un+1 + nqn -
(17) =2 5 i ; @ =u""t. u",
Y. Jxmes, dx ~
m — K,oveK K i 9q2,K _ fK q2<)005 dx
7 Covl ’ 7 |Co |

with the assumption that there exists C' independent of n, such that At < Ch. In
(15) (resp. (16)), £™(U™) -n (resp. £¥(U™) -n) is the momentum component of the
normal flux (resp. its energy component).

Then V = (p, pu, e + %puz) is a weak solution of the problem.

3.2. How to achieve discrete conservation. Since there is no ambiguity, we
drop the dependency of the residuals with respect to the element.

Given a set of residuals that satisfy (8) also satisfy (15) and (16). In this section,
we will show how to slightly modify the original scheme so that the new one will satisfy
(8), (15) and (16), and hence if the scheme converges, we have convergence towards a
weak solution. To achieve this, following [1, 23, 24], we introduce the correction terms
in the residuals. This needs to be done only for the velocity and the internal energy.

Knowing at time ¢, the solution (p™,u", e™) we obtain with the forward Euler
step (p" 1, untl e"tl). For this, we first compute p"*! and then perform the update
for the velocity and the energy:

Momentum.
We introduce a correction 3 - so that

(18) vy, =o0 (U")+ry,
13



is such that (15) holds true for the new set of residuals, i.e.
Z wﬂm—‘—l u / fm(Un ‘n d’y { Z wp ntlgp EV,K + Z wu nKg g& }
oveK oK oveK oeeK

There is no reason to have a different value of ry  unless for possible special needs,
. .ou o . .
so we set 7t = r", and since a priori

E wp’"‘H >0
oy€eEK

we get a unique value of r™* defined by

(19)
( Z OJp”H_l)r :/ fm(U")ndV—{ Z wpn-&-l(bu\}K_i_ Z wunK g& }
oyeEK oK oyeEK oseK

Once this is known, we can update the velocity and compute ugj L

Energy.
Now we know p”, p"*t1, u”, u"*! and e”, and have the updated residuals for the
velocity (there is no change for the density). Again we introduce a correction on the

energy, r¢_, and for the residual

Ve, =oc (U")+rg

£

to satisfy (16), we simply need:

(20)
d o= fE(U” )-n dy— { DK S L S Zeqz%as}.
ce€EK ogeK opeEK

Since there is no reason to favour one degree of freedom with respect to the other
ones, we take rg_ = r¢, and again we can explicitly solve the equation and obtain the
energy at the new time instance.

3.3. Modifications for other schemes. We have presented this conservation
recovery method using a class of schemes that might seem a bit narrow. In this
section, we want to explain that it is not the case. This can apply to more general
schemes, as soon as the update of any variable w (density, velocity, energy), described
by degrees of freedom o (point values, averages, moments), can be written as:

> ek

K,ceK

About accuracy: The calculations made for the first order in time can be immediately
extended to the higher accuracy ones in time. One just has to add a temporal con-
tribution into the new residuals, see for example [17] for more details. In Appendix
A we briefly present a straightforward choice to obtain a high order accurate approx-
imation, the Deferred Correction (DeC) approach which was used for the numerical
results in Section 4.2.

We also see that the exact form of the residuals is never used, so this can also
be extended to any type of residuals, including for high order ones as in [17] or [25].
We also note that we have never used the global continuity of the velocity: instead of

14



using (Wh)2 for the velocity, we could have used (Vh)2 in a discontinuous Galerkin
like spirit.

The coefficients of (17) can be computed with any quadrature formula provided
that the geometrical location of the quadrature points needed to evaluate the bound-
ary integrals depend only on the faces and not the element, so that the edge con-
tribution will sum up to zero. However, in the calculations we have always used
enough points so that the quadrature formula are exact for the polynomial degree
that we need. It is only to test global conservation that we have also used non exact
quadrature formula.

4. Some numerical results. In this section, we want to illustrate the previous
results and show that the method is effective. We are not claiming that these are the
optimal ones, they can be seen more as a proof of concept. It is enough to describe
what is done on K = K1/, for j € Z.

4.1. Actual schemes. In the following, f‘jﬂ /2 is a numerical flux evaluated
between the states

1
L . L9
Oo1s= o By P00 3000
- . I
Uj+1/2 = I%mj+1/lg,la}<wj+1/2(p7 pu, e+ ipu ) ().

Here p(x),u(z) and e(z) are obtained from the approximation space. The flux f has
a p component, a m— component, and a total energy component, they are denoted
by fr, f™ and fE. Note that u is continuous. In the numerical experiments, we will
consider a solver constructed from an approximate Rieman solver because it appears
we need intermediate states in the present description of the residual, see above: this
allows to couple the neighbouring cells. This could be the exact solver, we have used
the HLLC one. Both provide solutions with the same success, the HLLC is easier to
generalise.

We approximate the thermodynamic variables by polynomials of degree r in each
interval K /2 and the velocity by a continuous approximation which is a polynomial
of degree r+1 in each interval K, /. We denote the approximation by K (r+1)T(r).
For the time discretisation, we use the DeC formulation briefly explained in Appendix
A. For that reason, in each interval we expand the thermodynamic and kinetic function
using Bézier polynomials since the integrals of the basis functions are always positive.

For simplicity, we reduce the formal time accuracy to second order, and we only
need to describe the spatial terms: ®f = for the density, ®¢_ for the energy and @7
for the velocity. The update of the density is done by the dG scheme:

(21) @gs = — ‘/I( V@ggfp dx + (fjp+1/2g00—g (xj—‘,-l/Q) — ffil/zgogg (.’L'j_l/z)) .
J+1/2

The update of the velocity is done by considering the centered residual:

ou P,
22 U — oo, PU— dX — L * oo, d,
(22) i Yo, /Ksovpuaxx /Kpax x+/aKp<pvv

where p* is the pressure evaluated at the quadrature points by the Riemann solver
(this is why we have chosen HLLC), and p}, is the average of the density in K.

15



Inspired by what is done in the RD context, and by [26], we may need to consider a
jump term for the velocity only because it is globally continuous. We have taken

(23) JE =0k Brhi /8 B Voo, [Vu] dy.

Ok is a parameter (set to 0.1 in the experiments), Sk is an upper bound of the wave
speeds in K and a Local Lax Friedrich dissipation term

(24) Df = ag (ugv — ﬁ)

where a is an upper bound of the wave speeds in K and 1 is the arithmetic average
of the velocity within K. In practice, we will take either the residual

(25a) gu ="y + DE
which will leads to a first order scheme or

K
(25b) \II(‘,‘V = \Il;‘v + J;

which will be higher order and stable.
The update of the internal energy is simply done by

(26) ;. = / Ooe (u -Ve + (e+ p) div u) dx
K

The schemes, even with the Euler forward time stepping, have no chance to be
positivity preserving, and we note that the update of the velocity will be at most
first order in time. Hence, inspired by the Residual Distribution schemes, we upgrade
formal accuracy in two possible ways:

e Procedure 1: We use the residuals (21) and (26) for the thermodynamic
variables, and for the velocity, we replace @7 by (<I>EV)* defined by:

1. Compute ®" = Y .
oy
2. If ||®"|| > 0, define
(bu
Ty, = Max ( q)all’ ,0)

and .
* o
((I):Tlv) = Z g Ty (I)u.
v
ovEKt1/2

3. Else (% )" =0.
e Procedure 2: We do the same as before for ®4

g where the
thermodynamic residuals are now:

o7, and P

gg)

DL+ ak(poe —pr) and O + ax(es. — k),

where px (resp. €x) are the arithmetic average of the density DOFS (resp.
internal energy) in K.
We may also need to add a jump term of the type (23) on all the variables (we have
not done this here. We refer the reader to [17] for more details, and in particular why
formal accuracy is increased. This procedure will lead, in practice, to a scheme that
preserves the positivity of the density and the pressure.
In the experiments where we want to test the accuracy of the method, we will use
the combination (21), (25b), (26).
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4.2. Results. Here we solve a series of shock tube problems to assess the ac-
curacy and robustness of the proposed RD staggered scheme. For the numerical
experiments of this section, we will use the ideal EOS for gas, linking the pressure,
the internal energy and the density: p = (v — 1)pe, where v = 1.4. All the solutions
are displayed with 1000 points: all the examples are shock tube problems where the
exact solution is known, so we can show the convergence of the method to the exact
solution. This is not needed for other purposes, such as stability or other reasons.
We have also computed the solution with a more reasonable number of points, the
results are similar to what could be obtained with more classical methods when the
correction is activated. We do not show them here to lower the number of plots.

4.2.1. A smooth case. The purpose is to test accuracy. We test the accuracy
of our scheme (with corrections) on a smooth isentropic flow problem similar to the
test case introduced in [27]. The initial data for our test problem is the following:

po(z) =14 0.9sin(2rx), wo(x) =0, po(z)=p"(z,0), xe€][-1,1].
with polytropic index v = 3 and periodic boundary conditions.

The exact density and velocity in this case can be obtained by the method of
characteristics and is explicitly given by

(pol@1) + po(2)),  ulz,t) = V3(p(x,t) — po(1)),

DN =

px,t) =

where for each coordinate x and time ¢ the values z; and x5 are solutions of the
nonlinear equations

z + V3po(z1)t — 21 =0,
T — \/gpo(acg)t — 29 =0.

The errors (L' only is plotted because all the others shows a similar behaviour) is
displayed in figure 1 The errors are somehow between second and first order: the

olE ©—© TOKI L1 2% ©—© TOKI LI
E G- TIK2 L1

+ =+ slope -1 -
#fslope 2 | - .

_--I7 o1k E-ETIK2LI -
- + =+ slope -1 - E
- # ¥ slope -2 e

0.001

Fic. 1. (a) error on the density, (b) error on the velocity

scheme in time is second order at most in this implementation, this is a choice, we
could have used a third order scheme.
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F1G. 2. Solution of the Sod shock tube problem for (a) density, (b) velocity and (c) pressure at
time T = 0.16 with CFL = 0.4. In each figure, the exact, numerical as well as the solution without
correction are depicted.

4.2.2. The Sod shock tube problem. The Sod shock tube is a common one-
dimensional Riemann problem for the illustration of the interesting behavior of nu-
merical solutions to hyperbolic Euler equations of gas dynamics. The structure of the
solution involves three distinct waves: a left rarefaction wave, a contact discontinuity,
and a right shock wave. This test case is used to determine if a scheme recovers
properly discrete Rankine-Hugoniot relations on the shock. If we put the initial dis-
continuity at £ = 0.5 in the domain [0, 1], the initial data for this problem is given as
follows:

(1.0,0.0,1.0), if 2 <O0.5,

(27) (POaUOaPO) =
(0.125,0.0,0.1), if a > 0.5.

In Figure 2, profiles of density, velocity and pressure are depicted with a reference
solution for a mesh containing 1000 cells. We also have plotted the solution obtained
without any correction. Both have been obtained with the TOK1 scheme, and first
order in time. We see that the uncorrected solution is completely off, as expected,
but also that the correction we have defined provides an accurate approximation of
all three distinct waves.
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F1G. 3. Solution of the Sod shock tube problem for (a) density, (b) velocity and (c) pressure at
time T = 0.16 with CFL = 0.4. In each figure, the exact solution and the solutions obtained with
K2T1 and K1T0 on a mesh with 1000 points are depicted.

In Figure 3, we show the results obtained by the first order (K1T0) and second
order (K2T1) in time and space schemes. One can notice some improvements, but this
example mostly shows that the correction is also effective when we use representations
with polynomials of higher degree.

4.2.3. Strong shock. The next test problem contains a left rarefaction wave,
a contact discontinuity, and a strong right shock wave. This test case highlights the
robustness of the numerical methods for fluid dynamics. The initial data, again in
the domain [0, 1], are:

(1.0,0.0,1000.0), if < 0.5,

(28) (pOa u()vp()) -
(1.0,0.0,0.01), if z>0.5.

In Figure 4, profiles of density, velocity and pressure are depicted with a reference
solution for a mesh containing 1000 cells. It indicates that the first-order scheme can
accurately resolve strong shocks. As before, the results of Figure 5 show that the
correction is effective by comparing the results of the first order (K1T0) and second

order (K2T1) in time and space schemes.
4.2.4. 123-problem. For the next test, called the 123 problem, the solution
consists of a left rarefaction wave, a contact discontinuity and a right rarefaction
19
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F1G. 4. Ezact and numerical solutions of the strong shock problem for (a) density, (b) velocity
and (c) pressure at time T = 0.012 with CFL = 0.4.

wave. Two rarefaction waves are traveling in opposite directions. A low-density and
low-pressure region is generated in between. The initial data for this problem is given
as follows:

_{(1.0,-2.0,0.4), if 00<az<0.5,
(29) (po; 1o, po) = { (1.0,2.0,0.4), if 05<az<]L.

The results for the first-order scheme are depicted in Figure 6 with a reference solution
on a mesh containing 1000 cells. In Figure 7 we show again that the correction is
effective by comparing the results of the first order (K1T0) and second order (K2T1)
in time and space schemes.

4.2.5. Severe test case. The solution of the next test case consists of three
strong discontinuities traveling to the right. The initial data consists of two constant
states:

60 y_ [ (5:99924,19.5075,460.804),  if 0.0 <x <08,
PO, 10, P0) = (5992420, —6.19633,46.0950), if 0.8 < 2 < 1.0.

This is one of the two test cases designed in [28] which correspond to wave interaction
in Collela and Woodward bast waves test case. The exact and numerical solutions
are found in the spatial domain 0 < z < 1. The numerical solution is computed with
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(c)

Fi1G. 5. Solution of the strong shock problem for (a) density, (b) velocity and (c) pressure at
time T = 0.012 with CFL = 0.4. In each figure, the exact solution and the solutions obtained with
K2T1 and K1TO0 are depicted.

1000 cells and the chosen Courant number coefficient is 0.1. Boundary conditions are
transmissive. The results for the density, velocity and pressure compared to the exact
solution are shown in Figure 8 .

4.2.6. 2D test case. The scheme is a straightforward extension of the one di-
mensional one. In this test case we look at a 2D shock propagation in the domain
[0,1] x [0, 1]. The initial data is given by:

_ (1,0,0,1), if ||z]| < 0.25,
(31) (s 110, 20, p0) = { olphoih el <025

The solutions for the density, velocity and pressure computed with the K1TO first
order-scheme as well as the used triangular mesh can be found in Figure 9. It shows
that the staggered scheme works in a stable way also in higher dimensions. By com-
paring the staggered scheme with the solution obtained by a conservative scheme in
Figure 10 we demonstrate that the shock front is correctly resolved.

We have also displayed in Figure 11 the relative error of conservation, i.e

E" d
/m /my dx, and fﬂ x

f EOdx
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Fi1G. 6. Ezact and numerical solutions of the 123-problem for (a) density, (b) velocity and (c)
pressure at time T = 0.15 with CFL = 0.4.

There is no question on the density, since we use a dG scheme for that variable. We
see that the errors are negligible. They also are independent of the choice of the
quadrature formula (not shown) used to compute the parameters needed in (4.1) and
(26).

4.3. Some remarks concerning the polynomial orders of the velocity
and the thermodynamics parameters. In all the simulations, we have made the
choice of polynomials of degree p for the thermodynamic parameter, and p+ 1 for the
velocity one, but there is no justification except a rule of the thumb inspired of what
is done for incompressible flows. We have encountered stability problems in the case
of equal degree polynomials. We discuss this in one dimension, the two dimensional
case has not been explored. More precisely, when computing the quantities p* for the
velocity update, and the mass flux, several choices can be made in addition to the
polynomial orders:

e We can take a centerred flux (arithmetic average between the left and right
states), and p* is also the arithmetic average. This will be the ”centerred”
choice.

e We can compute the flux using the exact Godunov solver, as well as for p*.
This will be the ”exact” choice,

e We can compute these quantities using the HLLC methodology. This will be
the "HLLC” choice.
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Fic. 7. Solution of the 123-problem for (a) density, (b) velocity and (c) pressure at time
T = 0.15 with CFL = 0.4. In each figure, the exact solution and the solutions obtained with K2T1
and K1TO0 are depicted.

In the figure 12 we report the results on the density for the smooth case of section 4.2.1
and time ¢ = 0.025. We see that all the combinations in polynomial orders with the
exact, HLLC choices are stable. The combination velocity with degree 1 and thermo-
dynamics with degree 0 is also stable, while with linear velocity and thermodynamics
the scheme is not stable. This is why we have chosen ¢ = 0.0025 because soon after
the code blows up. Only the polynomial degrees and the flux have been changed, all
of the other elements of the schemes remain the same. No limiting has been used,
and the time accuracy is only first order. We have no mathematical explanation,
only heuristic ones. We conjecture that for a centerred approximation, which is the
closest with what is done for incompressible flows, we suffer of a kind of LBB stability
problem. This stability problem is cured because of some ”upwinding” mechanism
with the exact and HLLC solver.

In all the other simulations, the velocity has been one degree more that the
thermodynamics, and we take the exact or the HLLC solver, for security.

5. Conclusions. In this paper, we have proposed a method to construct stag-
gered high order schemes for compressible flows. The method has been illustrated on a
staggered higher-order Residual Distribution (RD) scheme for compressible flow, but
as explained in the text, this is not restricted to this particular class of schemes.The
key elements are (i) a reformulation of the local conservation properties at the level
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FiG. 8. Ezact and numerical solutions of the Collela and Woodward test case for (a) density,
(b) velocity and (c) pressure at time T = 0.012 with CFL = 0.1 computed on a mesh with 1000
points.

of elements, and not faces as it is classically done, (ii) that the type stepping method
is obtained by a combination of Euler forward steps, but this is more general than,
for example SSP Runge Kutta: Defect correction methods can also be used.

One of the contributions of this paper is to show how one can discretise a non-
conservative version of the Euler equations of gas dynamics in Eulerian form and
guarantee that the correct weak solutions are recovered. A series of classical problems
considered in this paper show the accuracy and robustness of the proposed numerical
scheme. The scheme we have developed provides an accurate numerical approximation
and the correction we have defined is effective. In addition, for solutions with shock,
the scheme is parameter-free and does not require any artificial viscosity.

Let us write a series of remarks to conclude this paper.

1. Though the numerical examples are mostly one-dimensional (because in this
case one can compute the exact solution for comparison), the description of
the correction introduced in Section 3.2, as well as the conditions introduced
in Proposition 1 are formulated for general elements.

2. The Residual Distribution formalism introduced here is not restrictive. In
[13], it is shown that any classical scheme (Finite Volume, Finite Element,
discontinuous Galerkin) can be rewritten equivalently in distribution form. If
one approximates (for example) the velocity equation with another method,
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F1G. 9. Numerical solutions of the 2D shock test case for (a) density, (b) vertical velocity and
(¢) pressure at time T = 0.16 computed on a mesh consisting of triangles which is depicted for the
pressure in (d).

F1a. 10. Comparison of the solutions of the 2D shock test case for the pressure obtained by a
conservative scheme (red) and the staggered one (black) at time T = 0.16.
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Fic. 11. Conservation errors, in time.

05 -

Fic. 12. (b) linear velocity, piecewise constant thermodynamics, (b) all the other cases.

it is certainly possible to write the contribution at element level, as here,
and then to rewrite the scheme in the semi-discrete form (9) (if first-order
accuracy in time is chosen), or more general for higher in time approximation.
Then, the key fact is to write the local conservation property, not at the level
of faces between elements, but on the elements themselves: this is what is
behind the proof of Proposition 1, thus corrections of the form (19) and (20)
can be written. What is not guaranteed is that the modified scheme will
still be stable. In all our experience, we have not see any degradation of the
stability condition. We have used this type of correction in other context,
see e.g [24, 23, 29], and the conclusions are the same. This is however not a
proof.

Further investigations of high order Residual Distribution schemes and applications

to different mathematical models will be considered in forthcoming works.
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Appendix A. Short introduction to the Deferred Correction (DeC)
approach. We consider again a hyperbolic system in the form

ou

(32) 5 +L({U)=0

which we want to approximate with a high-order accurate scheme in time. To do so,
we will use the Deferred Correction (DeC) approach. The aim of DeC schemes is to
avoid implicit methods, without losing the high order of accuracy of a scheme. The
high order method that we want to approximate will be denoted by £2. To use the
DeC procedure, we also need another method, which is easy and fast to be solved with
low order of accuracy which will be denoted by £!. The DeC algorithm is providing
an iterative procedure that approximates the solution of the £2 scheme U* in the
following way:

(33) £t (Ut =o,

(34) LWy =t (Uk=D) — 2 (U*-D) | with k=2,.,K,

where K is the number of iterations that we compute. We need as many iterations
as the order of accuracy that we want to reach. We know from [30]:

PROPOSITION A.1. Let L' and L2 be two operators defined on R™, which depend
on the discretization scale A ~ Ax ~ At, such that
o L1 is coercive with respect to a norm, i.e., Jaq > 0 independent of A, such
that for any U,V we have that

o||U = V|| < ||£HU) - (V)

)

o L' — L% is Lipschitz with constant ay > 0 uniformly with respect to A, i.e.,
for any U,V

|| (£"U) - £2(U)) = (£ (V) = L*(V)) || < 2A||U = V|].

We also assume that there exists a unique Ux such that L2(U}) = 0. Then, if
7= N < 1, the DeC is converging to UX and after k iterations the error

aq
||U(k) — UZH is smaller than nk||U" — U£|

Following the proceeding in Section 3, we get for a second-order DeC scheme:

1 1

B2, 1 = 5 (B8, (UW) + B8, ((U), B, = 5 (B, (UD) + 8L (U").

The calculations can also be immediately extended to higher accuracy in time by
modifying the above half sums.

Appendix B. Proof of Proposition 1. We first show some estimates for scalar
functions (the system case is identical), and then we use them to show Proposition 1.
We start with some notations: R? is subdivided into non-overlapping elements,

RY = UK
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and the mesh is supposed to be conformal (because of the global continuity of the
velocity). The parameter h will be the maximum of the diameters of the K. We
assume that the partition is shape regular, i.e. the ratio between the inner and
outer diameter of the elements is bounded from above and below. In R%, we have a
functional description of the density, the velocity and the energy: we call them pp,
uy, and ey, to refer they are defined from R? = UK.

Let T >0andlet 0 <t;1 <...<t, <...<ty <T be a time discretisation of
[0,T]. We define At,, = t,41 — t, and At = max At,. We are given the sequences

{ul}P=0--N " where ul belongs to V" or W" (see Section 2.1). They are defined from
degrees of freedom that are again denoted by . We can define a function ua by:

if (x,t) € Q X [tn,tnt1[, then ua(x,t) = up(x).

The set of these functions is denoted by Xa and is equipped with the L> and L?
norms.
We then have the following lemma:

LEMMA 2. Let T > 0, {tn}n=o,.. n an increasing subdivision of [0,T] and Q a
compact subset of R, Let furthermore (up)y, denote a sequence of functions of Xa
defined on R? x RT. We assume that there exists C € R independent of A and At,
andu € L? (Q x [0,T]) such that

loc

supsup |ua(x,t)| < C  and
A xt

x7

lim |ua — ulz2 =0.
A,At—>0| |L2(2x[0,17)

Then, if (u}),, is the average of uj, in K, we have

N
(35) ,Jim (Zmn DK [ (un)o —(uh)K)H) =0.
’ n=0

KcCQ ceEK

Proof. The proof is inspired from [31] and can be found in [18]. O

Now we have all the prerequisites for proving Proposition 1. We will perform the
proof for the momentum since the proof for the energy is similar and can be done in
a straightforward manner. We proceed the proof with several lemmas.

LEMMA 3. Under the conditions of Proposition 1, for any ¢ € C5°(R? x R*) we
have

oo

lim E APt — pru?) dx

At—0,A—0 0 Rdw (ph h Ph h)
n=

= —/ 8—('Ou dxdt + / o(z,0)ug dzdt,
RxR+ O R

where

on(z,ty,) = Z(p(a:K,tk)lK and  @p(x,t) = p(x,ty) fort € [ty, tnii].
K

Proof. This is the classical lemma. ]

28



Proof of Proposition 1. We start from (13a)
/ TZJ(X,t) (anrlunJrl _ pnun) dx
R4

+ Aty ZW > owhrten o4 Y wimier

opveEK ogs€EK
+ ALY (FK(U") + Y Do, (u")) =0,
K oyEeEK

and by using the assumptions of Proposition 1 we obtain
Y(x,t) (p" T u" T — pru”) dx + Zw}’( Atn/ 2 (U™) -ndy
Rd % oK

+ ALY (FK(U") + Y Do, (u")> =0.

K oyeEK

From (13b), we see that

Fg(u") = Z (V2 — Vi )w? pn“ K‘I’gv,m

oyeEK D
Do) = 3 [ Sl (g ) B }

K'opeK' LK oyeKnK!

so that, since % — 7, = O(h), using the estimates of Lemma 2, we have

plim At, ;FK(u )=0 and plim At, XG:K Dy, (u™) =0
[can

because the mesh is shape regular and 4t»/n is bounded. Last, using the same tech-
nique as in [18], and due again to the Lemma 2, we see that

lim ZwKAt/ fm(U”)-ndvz/w Rdvx¢(x7t)fm(U) dx.

Aty ,h—0

The convergence result for the energy is done with exactly the same method which
then finishes the proof of Proposition 1.
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