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Abstract. We consider conservation laws with nonlocal velocity and show for nonlocal weights
of exponential type that the unique solutions converge in a weak or strong sense (dependent on the
regularity of the velocity) to the entropy solution of the local conservation law when the nonlocal
weight approaches a Dirac distribution. To this end, we establish first a uniform total variation
estimate on the nonlocal velocity which enables it to prove that the nonlocal solution is entropy
admissible in the limit. For the entropy solution, we use a tailored entropy flux pair which allows
the usage of only one entropy to obtain uniqueness (given some additional constraints). For general
weights, we show that monotonicity of the initial datum is preserved over time which enables it to
prove the convergence to the local entropy solution for rather general kernels and monotone initial
datum as well. This covers the archetypes of local conservation laws: Shock waves and rarefactions. It
also underlines that a “nonlocal in the velocity” approximation might be better suited to approximate
local conservation laws than a nonlocal in the solution approximation where such monotonicity does
only hold for specific velocities.

1. Introduction. In recent years, the mathematical analysis on nonlocal conser-
vation laws [1, 3, 24, 13, 23, 36, 30] but also its applicability in traffic flow modelling
[7, 31, 28, 5, 43, 45, 27, 14, 12, 15, 29, 11, 47], supply chains [33, 22, 4, 44, 35],
sedimentation processes [6], pedestrian dynamics [20], particle growth [52, 54], crowd
dynamics and population modelling [21, 50, 49] and opinion formation [53, 41] has
drawn increased attention. The theory and in particular the convergence theory when
the nonlocal weight approaches a Dirac and one formally obtains a local conservation
law has been partially understood and several results on this convergence exist to date
[37, 18, 19, 9, 10, 16, 39].

However, what has not been studied for its convergence properties is the quite
related equation where the averaging is not done over the solution but the velocity,
reading as (for the precise definition of the convolution, see (2.3))

nonlocal in solution local nonlocal in velocity
(1.1) g +0:(V(v*q)a) =0 g +0:(V(2)q) =0 g+ 0:((v*V(a))a) = 0.

This is why we will tackle the problem in this contribution and prove under specific
conditions the convergence to the local entropy solution. We refer the reader in par-
ticular to the main Theorem 4.7 of this contribution. The convergence is numerically
illustrated in Figure 1 for the exponential kernel and an archetypal initial datum. As
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FIG. 1. Exponential kernel v(:) = n~Yexp(—-n~1), qo = i + %X[_0_5,0.5], Nonlocal in the
velocity, V(-) = 1 — ()2, from left to right n € {1071,1072,1073}, Colorbar: 0 mmm - |

can be observed, the right most illustration is not to be distinguished from the local
entropy solution.

1.1. Outline. In section 1 we have motivated the problem setup and have pre-
sented it in the relation to already existing literature. Section 2 presents results on
well-posedness, stability and a maximum principle for the nonlocal (in the velocity)
conservation laws, while section 3 presents the related local conservation laws and
some of their properties particularly the entropy formulation, and more. In section 4
we choose an exponential kernel for the nonlocal velocity and obtain under additional
conditions on the velocity and initial datum a uniform TV bound on the nonlocal
velocity is obtained which is used to pass to the limit. However, this limit is only a
weak solution but the entropy condition (for the limit, the local case) is open. This is
what is established in Theorem 4.5 under slightly more restrictive conditions on the
initial datum and the velocity. The chosen approach is reminiscent to [40]. Although
this result might be generalizable to a variety of other kernels in the spirit of [17] we
do not take this path, but instead look — for general kernels — into the monotonicity
of the proposed dynamics. And indeed, in section 5 we find similar as in [37] without
additional restrictions on the velocity that the “nonlocal in the velocity conservation
laws” are monotonicity preserving which makes it possible to pass to the limit for
monotonically increasing and decreasing datum. We thus cover the archetypes of
local conservation laws, rare factions and shock waves. In section 6, the results are
illustrated numerically and the convergence nonlocal in the solution vs. nonlocal in
the velocity is compared when the nonlocal kernel approaches a Dirac distribution.

Section 7 concludes the contribution with a list of open problems and future
research.

2. Basic results on nonlocal (in velocity) conservation laws. In this sec-
tion, we present the general assumptions on the involved data, introduce the consid-
ered problem class rigorously and define what we mean by weak solutions. Addition-
ally, we provide existence and uniqueness results for the corresponding weak solutions
as well as a stability in the initial datum and a maximum principle.

For the rest of the paper, we make the following assumptions which become
meaningful when taking a look at Definition 2.2 and Definition 2.3.

Assumption 2.1 (Nonlocal conservation laws). We assume the following
e initial datum ¢o € L (R;R>0) N TV(R)
e velocity function V€ C3(R): V' £0
e nonlocal weight v € L°(R;R>o) N L'(R) and  monotonically decreasing,
e and nonlocal “reach” n € Ry
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and set Qr = (0,7) x R for T € R<¢ the considered time horizon.

Having stated the assumptions on the input datum of the nonlocal dynamics we now
specify these dynamics:

DEFINITION 2.2 (Nonlocal dynamics). Given Assumption 2.1, the nonlocal dy-
namics, the conservation law with nonlocal velocity, reads as

(2.1) Oq(t,z) = =0y (q(t,x)l/\/[*y, V(q)](t,x)), (t,x) € Qr,
(2.2) q(0,z) = qo(z), r €R,

(23) W[V(q)v’y] (t,l‘) = (,Y * V(Q))(t’x) = %/o;(%)v(qgvy)) dy, (t,l‘) € Qr.

We call go : R = R initial datum, V : R — R the velocity function, v : R>g = R>g
the nonlocal kernel or weight and W : Qp — R the nonlocal velocity or nonlocal
term for the nonlocal reach n € Ry.

Given the problem setup we will consider in this work we define what we mean with
weak solutions and then address the questions of existence and uniqueness of these.

DEFINITION 2.3 (Weak solution). Let (T,n) € R2, be given as well as Assump-
tion 2.1, we call g, € C([0,T]; Ljoo(R)) NL2((0,T); L°(R)NTV(R)) a weak solution of

the nonlocal dynamics in Definition 2.2 iff V¢ € CL((—42,T) xR) and for the nonlocal
velocity W[V (q), 7] € C([0,T); Ljoo(R)) as in (2.3) it holds that

loc

J ) (@rote. ) + WV @) 2t 2090000, 2)) dwtt + [ oo, ) =0

We then have the following existence and uniqueness result on small time horizon.

THEOREM 2.4 (Existence & Uniqueness on small time horizon). Let Assump-
tion 2.1 hold. Then, there is a time T" € Rsy on which there is a unique weak
solution

q € C([0,T%]; L (R)) N L ((0,T7); L (R) N TV(R)).

Additionally, the solution is nonnegative.

Proof. The proof is very similar to [5, Theorem 2.15]. The difference in the
considered setup is that the integral operator of the nonlocal term acts not on ¢ itself
but on V(q) which necessitates to study the related fixed-point problem in the set
{W e (0, T); L°(R)) : W € L((0,T); TV(R))}. The key idea is to assume
that the velocity W° € L>°((0,T); Wh*°(R)) is given and that we can construct the
solution of the linear conservation law

Orq(t,x) + Oy (Wo(t, x)q(t, :17)) =0

by means of the characteristics as

(2.4) q(t,z) = qo (o (t, 23 0)) Bayyo (t, x;0)

with the characteristics being the unique solution of

(2.5) o) =+ /tT WO (s, &(t,2;8)) ds.
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Computing the nonlocal term via (2.3) we end up with

Wit =3 [ (52)Viatt) dy
(2.6) -

= ,17/:0 7(%)‘/(% (Ewo (t,5;0)) Dapyo (¢, y; 0)) dy

and inductively for n € N>
(2.7) W' (t,x) = %/ 7(%)‘/(% (an—l(t7y;0))3251/\/"—1(157?/?0)) dy

with &y for W e °((0,T); WL°(R)) as in (2.5).

However, this can be interpreted as a fixed-point problem in W in the topology
L>((0,7); °(R)) and by applying Lipschitz-estimates of the characteristics with re-
gard to the nonlocal term W (see in particular [38, Theorem 2.4]) and corresponding
TV estimates, we can indeed establish by means of Banach’s fixed-point theorem the
existence and uniqueness of a solution of (2.7). The uniqueness then carries over to
the solution as well (compare again [5, Theorem 2.15]) and the nonnegativity of the
solution follows from the identity (2.4) and the fact that 92 > 0. We do not detail it
further. |

As we will later obtain results on the convergence (compare sections 4 and 5) by means
of approximating the nonlocal solution by smooth solutions as well as the maximum
principle in Theorem 2.6 we present the following stability result with respect to the
initial datum:

LEMMA 2.5 (Stability and approximation by strong solutions). Let the datum as
in Assumption 2.1 be given and take a standard mollifier {¢c}ecr., C C°(R;R>o)
as in [/8, Remark C.18]. Assume that ¢° is for € € Rsq the solution of the dynamics
in Definition 2.2 for the initial datum ¢. * qo and q correspondingly the solution for
the initial datum qo. Then, it holds on a small enough time horizon T € R

lim ||¢° — iL(®r) =
lim [lg° = gllc(o.rp ry) =0

and {¢°}eer., C CY(Qr). In addition, for V € C3(R) it holds {¢°}eers, C C2(Qr).

Proof. The stability estimate is very reminiscent to the existence and uniqueness
Theorem 2.4 proof by means of characteristics. However, the uniform TV bound is
crucial to obtain the stability of the solution in C([O,T]; L' (R)) We do not go into
details. The small time horizon T' € Ry on which the stability result holds can
be extend to any finite time horizon as long as the corresponding solutions exist on
these. |

To be able to extend the solveability to any finite time horizon but also to demonstrate
the physical reasonability of the model (density is bounded between 0 and a maximal
density) we state the following maximum principle:

THEOREM 2.6 (Existence & uniqueness of solutions, maximum principle). Given
Assumption 2.1, the nonlocal conservation law in Definition 2.2 admits on every finite
time horizon T € Ry a unique weak solution

q € C([0,T]; Liye(R)) N L ((0,7); L°(R) N TV(R))
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in the sense of Definition 2.3 and the following mazximum principle holds

ess-inf go(x) < q(t,z) < ess-sup qo(x), for a.e. x €R, t €[0,T].
z€R TER

Proof. We only show the maximum principle and only the upper bound. Ap-
proximating the initial datum as in Lemma 2.5 we obtain the corresponding solution
q° € CI(QT) so that it indeed satisfies the nonlocal conservation law in the classical
sense. Then, we have for (¢,x) € Qr

(2.8) " (t,2) = WIVI(¢°), Nt 2)0:¢7 (L, 2) = W[V (¢7), (¢ 2)g" (¢, )
assuming that for given ¢ € [0,T] we are at a maximal point z € R, i.e. 9,¢°(¢t,x) =0
(2.9) = =0 WV(¢") (L 2)q" (¢, )

As ¢° 2 0 thanks to Theorem 2.4, we only need to show that 9,V is positive at the
maximal value x. To this end, write

QW4 21(6:0) = ~ SOV (@ (1)) — & [ 5/ (55)V () dy
and as 7 < 0 and ¢°(¢, z) maximal so that V (¢*(¢,z)) minimal

> 1OV (@ (. 2) = =V (@ (1)) / () d

> %V(qe(t,x)) limy o0 'y(y;m) =0

as 7 € TV(Rxo) N L' (Rsg) = limy 0o 7(45%) = 0 Va € R.

However, this means that in the maximal point = € R the time derivative in (2.8)
is nonpositive, meaning that the maximum cannot increase further. From this, the
upper bound on the smoothed solution follows and as these bounds are uniform, they
also hold in the limit for the non-smoothed version.

The lower bound can be derived analogously, concluding the proof. 0

Remark 2.7 (Other ways to obtain the previous results). The existence of weak
solutions and the maximum principle can be proven by following the lines of [28].
As in the latter work the problem in Definition 2.2 is considered with a compactly
supported kernel, we need to restrict the support of the kernel onto a compact interval
(in an appropriate manner) such that the convergence of the numerical scheme in [28]
is ensured. In particular, the estimates obtained in [28] remain valid. We do not go
into details here.

3. Fundamental results on (local) conservation laws. As we will study
the convergence of solutions g, for the Cauchy problem in Definition 2.2 we need
to cover the well-established theory of local conservation laws which is for instance
fundamentally described in [8, 32, 26].

DEFINITION 3.1 (The local conservation law). Given Definition 2.2 we call the
Cauchy problem, the conservation law with initial datum qq,

Oq(t, ) + Oz (V(q(t, a:))q(t,x)) =0, (t,z) € Qr,
(0, %) = qo(x), z €R,

the local conservation law related to the nonlocal (in the velocity) conservation law in
Definition 2.2.
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For the definition of weak solutions for local conservation laws we refer to Definition 2.3
when replacing the nonlocal term by V' (¢). However, as it is well-known weak solutions
are not necessarily unique in particular as solutions develop discontinuities in finite
time. This is why one prescribes additional assumptions on the weak solution, a so
called entropy condition. In this work, we will use entropy-flux pairs as it will be
detrimental in our later analysis that we can take advantage of a specific entropy to
pass to the limit. However, in Remark 5.6 we will later also discuss Oleinik’s entropy
condition [2, 51].

DEFINITION 3.2 (Entropy solution — entropy flux pair).  Let Assumption 2.1
hold. Then, we call ¢ € C([0,T]; L, (R)) N L((0,T);L°(R) N TV(R)) an entropy
solution to Definition 3.1 iff it satisfies Vo € C*(R) convex with 3 € C1(R) so that

B (z) = (z)(V(z) +2V'(z)) VzeR
Vo € CL((—42;T) x R;Rxo)

EFlb ang] = / / a(qt, 2))0(t, 2) + Ba(t, )0, (t, z) dz dt
(3.1) Qo

+ / o (go(2))$(0, 2) dz > 0.

Having this definition, we obtain the famous existence and uniqueness result for local
scalar conservation laws:

THEOREM 3.3 (Existence & Uniqueness of entropy solutions). The local conser-
vation law stated in Definition 3.1 admits a unique entropy solution in the sense of
Definition 3.2.

Proof. The result can be found in [8, Theorem 6.3] using wave front tracking and
a semi-group argument and in [26, Theorem 19.1]. We also refer to [46, Theorem 2,
Theorem 5, Section 5 Item 4]. For the introduced flux pair one can find the proof in
[32]. d

As we will later take advantage of the fact that under specific conditions the entropy
inequality in (3.1) needs to be satisfied for only one entropy flux pair, we provide the
following Theorem 3.4 which can be found in [25].

THEOREM 3.4 (One strictly concave entropy is enough for uniqueness). Assume
that the fluz function f(x) = zV (x) Yo € R is strictly concave, i.e.,

z e f(x) =2V (x) +2V'(x) < 0 Vz € supp(qo)
with V' as in Assumption 2.1 and the function
0" € C([0, T} Uoe (R) N1 ((0,7); L™ (R) N TV(R))
satisfies the entropy condition
EF($0,q"] 20 Vg e CL((—42,T) x R;Rxy)

as in (3.1) for one entropy a which is strictly convex. Then, ¢* is the unique entropy
solution.

Proof. The result has been proven in [25, Theorem 2.3 & Corollary 2.5] for strictly
convex fluxes f and with a small adjustment it also holds for strictly concave flux
functions. O
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4. Convergence — Exponential kernel and arbitrary initial datum. In
this section, we will state conditions on velocity V' and initial datum gy under which
the solution of the nonlocal (in the velocity) conservation law converges to the entropy
solution of the local conservation law. We assume that the kernel is of exponential
type which is inspired by the approach and ideas in [16].

We start in the following subsection 4.1 with proving uniform TV bounds on the
nonlocal velocity:

4.1. Uniform total variation bounds on the nonlocal velocity. In this
section, we derive a total variation bound on the nonlocal velocity uniformly in 7 €
R<g. To this end, we first deduce dynamics directly on the nonlocal velocity for
nonlocal kernels of exponential type:

LEMMA 4.1 (Dynamics in the nonlocal velocity). Given the unique weak solution
of the monlocal conservation law in Definition 2.2 and recall the definition of the
nonlocal velocity (2.3), we have for the nonlocal term with exponential weight for
n € Ry and (t,x) € Qp (with an abuse of notation)

(A1) WylV()(t,2) = Wy [V(gy).e O] (t,2) = L / SV (a1, ) dy,

that Wy[V(g,)] € WL°(Qr) and in addition that W, [V (q)] satisfies the following
dynamics for (t,x) € Qr a.e.

oWy [V (gy)](t, )

(4.2) = _%/ G%V/(qn(t,z))@ZWn[V(qn)](t,z)qn(tz) dz + %(W,,[V(qn)](t,a:))Q

= [TV 0,27 4z = 2V (a0 WV ).

Proof. The proof is a direct consequence of the identity in (4.1) which states for
the spatial derivative that

(4.3) N0 Wy [V (an)](t, 2) = W[V (gn)I(t ) = Vgy(t, ),  V(t,2) € Q.

As some of the necessary transformations require higher regularity, the stability result
in Lemma 2.5 to smooth the solution g, by ¢;, € € R>o, plays a crucial role: So let us
assume that we have such a smooth solution ¢; € CY(Qr). Then, we can start with
the time derivative of the nonlocal velocity and have in a weak sense for (¢,z) € Qrp

MV @I(t0) = 5 [ TV (a5t 0) 0ty t.0)
and as g; is a classical solution of Definition 2.2
== [T VG )0, (G5 WY @)1 w) dy
= [TV G ) OV (6 dy

— 3 [TV )0 WY (6 )
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and integration by parts in the latter term
= [TV G oWV ) )
3 [TV G WY ) ay

oo

— L[ e TV )WVt y) dy

@ Y g5 0 (490 WlV ()1 ) dy
1

— /OO e T V(g5 (t,y))* dy
+ LWV ()]t 2))°

However, letting € — 0 we obtain the claimed (4.2). |

= WiV (g)I(t, 2)0: Wy [V ;)] (E, ).

Having derived the equation in W, [V (g,)] in Lemma 4.1 we can use this to obtain
a uniform total variation estimate in the nonlocal version of the velocity. However,
before doing so we prove another estimate which is required afterwards and establishes
some behavior of the spatial derivative of the nonlocal term around negative infinity.

LEMMA 4.2 (Vanishing 0;W, at negative infinity). Let Assumption 2.1 hold.
Then, we have for g € TV(R) N CY(R) with W, the nonlocal operator as in (4.1)

lim 9, W, [V (q)](z) = 0.

Tr—r—00

Proof. We have for all z € R and y* € R>,

0V (@)](2)] = Wy [V! (9)d] ()]
<3 [" ST Wald el [T VW)l wld
%/j] ‘V/(‘I(y))Hq,(yﬂder%/oo G%W'(q(y))\lq’(yﬂdy

y*

IN

IN

SV M= (0. lalho ) [TV (—00,57) +%/ e [V'(g(y))lld (v)] dy.
o

We can chose y* € R negative enough so that |g|ty(—oc,y+) is arbitrary small and
letting * — —o0 in the second term, we have by the monotone convergence that this
term vanishes. Altogether, we obtain

lim 0,0,V (g,))(@)] = 0. 0

The next proposition establishes uniform TV bounds on the nonlocal velocity as long
as the velocity function V satisfies a specific growth condition:

PROPOSITION 4.3 (Uniform (in 7) total variation estimate of W, [V (qy)]). Let
WyV(gqy)] as in Lemma 4.1 be given, and assume that the velocity function satisfies

! . .
(4)  Vi@e - V() +V(esinfaoly)) <0 Vare (inf (). ol m))-
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Then, it holds Vt € [0,T]

WiV (@)I(t, ) lrvay < WV (@)](0, vy < IV e (0, f1g0 e ) |90 TV (R) -

Proof. Smoothing ¢, as outlined in Lemma 2.5 by using a standard mollifier
{#eteer., € C(R) as g5, we have W, [V(g;)] smooth as well so that we can differ-
entiate with regard to € R in (4.2) and — leaving out the dependency of W, ¢ with
regard to 1 and ¢ and writing W instead of W, [V (¢,)] — we have for (t,z2) € Qrp

(4.5) D W(E, 2)
= %V’(q(t7 2)OW(t, 2)q(t, z) — 7%2 /00 V' (q(t,z))e T 9, W(t, x)q(t, ) dx

T+ LV (glt,2))* - n%/ Vit 2))%e ™" do
+ 2W(t, 2)0W(t, 2) — (9W(t,2))° = W, 2)02W(t, 2)
using the identity nd, W(t,x) = W(t,z)—V (q(t, x)) derived from (4.1) and established

in (4.2) and an integration by parts

n

= %V’(q(t7 2))0W(t, 2)q(t, 2) — & /00 V'(q(t,z))e T 9. W(t, x)q(t, x) da

oo

(W(t,z) = ndW(t, 2)) (0:W(t, ) — nd2W(t,x))e 7 da

3w

z

+2W(t, 2)D V(L 2) — (0.W(t, 2)) 2 = WL, 2)02W(t, 2)

3N

= %V’(q(t7 2))0.W(t, 2)q(t, z) — n%/ V' (q(t,z))e T o W(t, 2)q(t, x) dx
7/ (t, 2)0W(t, ) — nWV(t, 2)*W(t, x) — g(aww(t,x)f)e% dx
2W (t, 2)0W(t, 2) — W(t, 2)0>W(t, z)
and another integration by parts in the “middle” term

= %}V’(q(t7 2)OW(t, 2)q(t, z) — n% /OO V’(q(t,x))e%w&nl/\/(t, x)q(t,z)dx

1 / (0.t 2)) 265 dx — W(t, 2)02W(t, 2).

n

Computing next the change of total variation, we take advantage of the previously
derived identity and have for ¢ € [0, T

at/ |0, W(t, x)| dx
R

(1 /RSgn(&cW(t,:c))V/(CI(taw))amw(t’x)q“’m) dr

—w / sgn (9. W(t, )) / ) V/(qlt,y))e  0,W(t,y)q(t,y) dy dz

3\»—‘

/sgn (0. W(t,x)) /00 (ayW(t,y))ze% dy dx
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—/Sgn(@xW(t,x))W(t,x)@iW(t,x) dx
R

and an integration by parts in the last term yields

T

sgn(0W(t, 2))V'(q(t, 2))0.W(t, x)q(t, z) dz

—7 /R sgn(9: W(t, z)) / Vgl ) O, W(E v)alt. ) dyde

/ sgn (0, W(t, z)) / b (O,W(t,y)) e dyda
R x

SAE

+ [ sen(@.W(t,2)) (0. W(t, 2))° da

T

+/5(896)/\/(15,x))W(t,x)@xW(t,x)ﬁgW(t,m) dz dt
R
+ EIP [0 (t, ) W(t, &) — ILm |0 W (t, ) W(t, x)

<0

sorting terms and recalling that W > 0
<3 [ W)l (V(a(t.0)a(t. ) + 0 W(t,2)) do
R

_ niz/ngn(axW(t,m)) /°° ayW(t,y)e% (V’(q(t,y))q(t,y) + nayW(t,y)) dy da
+ lim |9, W(t,2)|W(t, @)

using Lemma 4.2 and a change of order of integration

= %/R|3zW(ta$)|(V/(q(t»x))(I(t7$)+W(t,x)—V(q(t,x)))dx

+ [0, ) (Ve )ate.) + Wt ) = Vialt ) 7 sgnl@.W(e.0)) oy

— 00

and recognizing that V'(q(t,x))q(t, ) + W(t,z) — V(q(t,z)) <0 V(t,x) € Qp thanks
to (4.4) and W(t,z) < V(ess-infyer qo(y))

= %/RIC%W(t,m)I(V’(q(t,w))q(t,x) +W(t,x) - V(q(t,2))) do

Y

— 3 [ 0|V et alt) + W(t9) = Vate.n) [ dwdy o

— 00

Recalling that the involved functions originally depended on &,7, we have by the
previous inequality
Wi V(@] )lrvey < WValV (4]0, )lrvr)
< V(@G (Dlrve) < IV e (0. laoelioo ) 1961 Tv(®)
< V(g5 (v < IV [l (0, g0 e @) 190 Tv ()

by the typical approximation results on go by ¢5. However, this is indeed the postu-
lated estimate, uniform in € and 7. |
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Remark 4.4 (The meaning of (4.4)). Making (4.4) slightly more restrictive by
postulating (V' is monotonically decreasing)

V'(z)x —V(z) +V(0) <0

we can use Taylor polynomials with remainder so that we can write
Vi(2)z — V(z) + V(0) = / sV7(s) ds.
0

This expression makes it easier to classify functions which fulfill (4.4). On the one
hand convex V' do not satisfy (4.4), but on the other hand every concave velocity
functions are well-suited. In particular, this includes the commonly used class of
velocity functions introduced by Greenshields in [34], i.e.,

k
(4.6) V(z) = Vmax(l ~ (%) )
for some k£ € N and positive constants Vipax € Rsg, gmax € Rso which represent
maximum velocity and density.

4.2. Total variation bounded velocity implies the entropy admissibility.
In this section, we show that the weak solution of the nonlocal dynamics converges to
the entropy solution given that the nonlocal approximation of the velocity converges.

THEOREM 4.5 (Convergence to the local entropy solution).  For the problem
given in Definition 2.2 assume that it holds

(47 —o< <o Vse | inf g laolleo |
(4.8) x — xV(x) strictly convex/concave on [essé]%nf 90 (), llgoll i ()
y

(4.9) 3C €Rxp: sup [WylV

n€R>o

(qn)HLw((O,T);TV(R)) =C.

Then, the weak solution g, € C([O, T 5 (R)) of Definition 2.2 converges weakly star

loc

to the local entropy solution q* € C([O,T]; U (R)) as in Definition 3.2, i.e.,

loc

T
VK C R compact Vg € Ll((O,T); Ll(K)) : lim // (qn(t,2)—q* (t,2))g(t,x) dedt =0
0JK

n—0
Proof. Recalling Definition 3.2 and particularly (3.1) we need to show that

lim EF[p, a, q,] > 0 Yo € CL(Qr)
n—0

according to Theorem 3.4 and the assumption in (4.8) — for one strictly convex entropy
a. To this end, we again assume that g; for € € R is smooth by taking advantage
of Lemma 2.5 and having indeed only smoothed the initial datum gg by ¢5. Then, we
can go into (3.1) and manipulate further to arrive for o € WIQO’SO(R), ¢ € CL((—42,T) x

R;R>g) arbitrary but given at (suppressing the dependency on ¢ € Ry)
EF[9, v, qy)
== [ (o ault0)hast.2) + 5 (1. 2) 0 t.2) ) 0.3)
T
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—— [ @ttt (Branfe.) + 0. (v an 0.0 0.) ) ot ) s
Qr

inserting the strong form of the nonlocal equation, i.e., the equation in Definition 2.2

= — //Q a’(qn(t, Z‘))aacqn(t, l’) (V(qn(t, J))) — Wn[V(qn)](t, m))(ﬁ(t’ l‘) de dt

~ [ttt 000 (Via(t.) = WolV (0, t.) )t

and with another integration by parts in the second term
=[] o anttaantta)00an0,2) (V an(t.2) = WiV )1, 2) ) ot )
+ [ ot aan . a) (Van(t.2) = WV @))02)0r0(t.0) d

Setting as convex entropy o’ (z) = f@ > 0 Vo € (infser qo(s), [|gollee(r)) which
is guaranteed by (4.7)

— [ Vi)Vt 0)tua a0 ot
Qr
+f / V! (@t 2) D, 2) Wy [V (@)t 2)(1, ) da
+ / /Q 0/ (4, 2)) (1, 2) (V (@ (1 2)) = WalV ()] (1, 2)) Bu(t, ) da dit

Recalling V' (g, (t, 2))0x 4y (t, ©) = 0u Wy [V (g)](t, ) =102 Wy [V (g)](t, 2) V(t, %) € Qr
which follows from (4.1) when differentiating two times in space we continue

=-1 //Q 9. (V(gy(t,2))%) (¢, ) dx dt
+/Q O Wi [V (g)](t, )Wy [V (g)] (¢, 2) (¢, ) de dt
[ BV @)l )WV ()t ) 2)

+ / / o/ (gt 2))an (1, 2) (V (a1 7)) — W[V (@n)] (1 2)) 0ab(t, 2) da dt
Qr

and another integration by parts on the middle term yields
1 2 1 2
1 / /Q (V(4y(t,2)?) Bub(t, ) de dt + 1 / /Q B (WylV (an)(t, 2))26(¢, ) da dt
T T
4 | [0V @)tV (@)1 )00, 2)

2
o [ @V a1 0)) 0. 2) ot
>0

+ / / o (4, 2)) (1, 2) (V (@ (1 2)) = WalV ()] (1, 2)) Bu(t, ) da di
Qr
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and with I = (ess-inf,er qo(2), ||lqo ||t~ (®))

3 X 2 ) dx _ 1 T 2 ) de
> 2//QT (V(gy(t,x))) 0p0(t, ) dz dt 2//QT (WalV (@)(t, 2)) 20, (t, ) dar dt

—nT sup |W[ (@)1t ) v IV [V (@)l (0,71 () 1920|120 (27

tel0,T
— o’ IILoomHqOHLoo(R)TIIV(qn) = WalV(a)]llco,me @y l1029l1= 1)
= =Vl 1028le () TV (g5) = WV (an)]llc o,y )

_nTteS[%pT] W[V (gn)] () lrvy IValV (@)l (0,71 @) [| 028l (21

0
— [l ==y llgo e @y TV () = WalV (@) e o, 710 ) 1926l () "= O

when recalling that by (4.9) together with (4.1), we have

WV (ay)] = 5 WylV(gn)] = Viay)) = 10 W[V (g)] = WylV (99)] — V (gy)
= 0|0 Wy [V (@)l 0,0y Tvwy) = IWalV (29)] = V(an)llc(o,mse ) -

Thus, we have that the right hand side of the previous term converges to zero which
means that — applied to the previous estimate the first and second term clearly con-
verge to zero if n — 0 while the second term converges to zero by the uniform TV
bound of W, [V (g,)] and the factor n in front of it. Recalling that we have the de-
pendency on the smoothing parameter € € Ry it is enough to notice that EF[¢, a, ¢
is continuous in C([0,T7; L}OC(R)) with regard to ¢ so that we can let ¢ — 0 in the
previous estimate using Lemma 2.5 to obtain the convergence for the non-smoothed
version.

As gy, is essentially bounded as stated in Theorem 2.6 as maximum principle, we
know by the weak star compactness that there exists

¢ € L7((0, T): L*(R)), {mktren € R lim 7y, =0 @n,— " in L°((0,7); L°(R)).

The convergence up to now was only on subsequences, however, as every subsequence
converges to the local entropy solution and as this entropy solution is unique as guar-
anteed in Theorem 3.3 and Theorem 3.4, we obtain the convergence for all sequences.O

Remark 4.6 (Strong convergence of the solution and more). Interestingly, in the
previous proof the typical compactness estimates [16, Theorem 4.1], [39, Proposition
4.1, Lemma 4.2] are not necessary to obtain the convergence against the local entropy
solution. This can be explained by the fact that we obtain instead the compactness in
the velocity W — the only nonlinear part in the considered conservation law — although
this compactness is not explicitly used. On the other hand, one only obtains the weak
star convergence against the entropy solution. The convergence in C([0,T7]; Li.,.(R))
indeed requires explicit compactness arguments, which carry over from the compact-
ness of the nonlocal velocity whenever we assume that V' is a diffeomorphism. Thus,

assuming for instance that V'(s) < 0 Vs € [ess— infyer qo(y), || gl ()|, We obtain
analogously to [16, Theorem 4.1] the strong convergence. We do not detail it further,
but note it in our general convergence result in the next section.

4.3. The singular limit problem: Convergence of solutions to nonlocal
conservation laws to the local entropy solution. In this section, we will present
the convergence result which is mainly a collection of the previous results obtained in
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subsection 4.1 and subsection 4.2. However, as we do not deal with a classical com-
pactness estimate in BV but instead in TV N L™ it is worth detailing the convergence
implied by the uniform TV bound in subsection 4.1:

THEOREM 4.7 (Convergence to the entropy solution). Let Assumption 2.1 hold
and in addition

(4.10) —00 < @ <0 Vs € [ess—e]%nf qo(z), ||q0||Loo(R)}
T
(4.11) s+ sV (s) strictly convex/concave Vs € [ess— ]%nf 70 (), |lqo|l = (R)}
ye
(4.12) V'(s)s + V(essé%nf qo(y)) <V(s) Vs € [ess—e]%nf qo(z), ||q0|||_oo(R)]
Y T

Then, the solution g, € C([0,T; Llloc(R)) of the nonlocal conservation law Defini-
tion 2.2 conwverges to the local entropy solution ¢* € C([O, TJ; L}OC(R)) of Definition 3.1
for n — 0 and it holds

Liany PV [V(gn)] = V@) lle (o, ) =0 A = q" € ((0,T); L°(R)).

If VI(s) < 0 Vs € [ess-infuerqo(®), [|qollier)], we obtain strong convergence in

C([OaT]v Llloc(R))’ i€ . *
i g — 4 leqo.riad, @) = 0

Proof. The proof is a combination of the uniform TV bound in Proposition 4.3,
the entropy admissibility in Theorem 4.5 and Remark 4.6. 0

Remark 4.8 (Meaning of the requirements). Let us shortly discuss the assump-
tions with respect to their applicability. The condition (4.10) does not allow zero
initial density as long as V'(s) € o(s) for s — 0 which is rather restrictive. The upper
bound, however, not as much as it just excludes cases where V' gets locally constant
or its derivative is zero at 0.

(4.11) is the classical assumption for (local) conservation laws and is satisfied by
a variety of velocity functions, in particular also by the named (4.6) velocity. Finally,
(4.11) is satisfied by (4.6) as well.

Concluding, all assumptions seem to be rather natural and not very restrictive in
the context of conservation laws except for the zero density case.

This case, however, is an immediate consequence of requiring a strictly convex
entropy in the proof of Theorem 4.5, namely that x — —@ is strictly positive. As
can be seen, for x — 0 this term diverges to oo and is thus not covered by Theorem 3.4
that one entropy is enough for specific velocities to obtain the uniqueness of solutions
to local conservation laws. It might be possible that this result can be extended
to entropies which are unbounded at the boundary, however, for now, Theorem 3.4
remains the restricting point.

An interesting case is the choice of a linear velocity, say V(s) =1—s, s € R and
qo = € > 0. Then, clearly, (4.10) is satisfied and so is (4.11) and (4.12). This is — except
for the restriction on the initial datum — in line with [16] where a general convergence
result for nonlocal in the solution is established as in the case of a linear velocity
nonlocal in velocity and nonlocal in the solution coincide (compare also (1.1)).

Differently put, our analysis was fine enough to cover the convergence result in
the coinciding case with the nonlocal in the solution conservation law and the singular
limit problem when restricting the initial so that it is uniformly positive.
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Another interesting case is the choice of a quadratic velocity, say V (s) = 1—s2, s €
R. Then, (4.10) is satisfied without restricting the initial datum, (4.11) is also satisfied
and (4.12) results in

252 +1<1 -5 = —s2<0, sc0,1]

and which is true for all s € [0,1]. Altogether, the convergence to the local en-
tropy solution holds for any initial datum in the case of the named quadratic velocity
function.

5. Convergence results for arbitrary kernels and monotone initial da-
tum. As the obtained convergence in Theorem 4.7 does not cover all cases due to the
conditions (4.10)—(4.12) and even more we have obtained the convergence only for the
exponential kernel (although it might be possible to broaden it, compare [40]), we look
in this chapter into whether conservation laws with nonlocal velocity are monotonicity
preserving which would give us for these monotone initial data the convergence for
general kernels. And indeed, similar to [37, Thm. 4.18] we get the following result

THEOREM 5.1 (Monotonicity of the nonlocal solution). Assume that Assump-
tion 2.1 holds, that qo € L°(R;R>0)NTV(R) is monotone and that V € C3>(R). Then,
the solution q, of the conservation law with nonlocal velocity as in Definition 2.2 is
monotonicity preserving on the entire time horizon.

Proof. We start with monotone increasing data and smooth the initial datum
with a standard mollifier {¢c}eer., C C(R;R>() as in [48, Remark C.18]. Then,
the smoothed initial datum ¢§ € C*°(R) is still monotonically increasing and accord-
ing to Lemma 2.5 and V € C3(R) the smoothed solution ¢, 1s twice continuously
differentiable. Now, we prove for the smoothed solution that the monotonicity is pre-
served over time. To this end, compute the time derivative of the spatial derivative
for (t,x) € Qp

2.1
Duda (1) =) =02 (g5 (1, 0)W, [V (45,7 (2, 7))
= =245 (t, )Wy [V (g5), Y (t, &) — 20545, (8, )0 W [V (¢5),7)(t, @)
— W, V(4 (t, ) (t, ).
Now, for t € [0, 7] let & € R be a minimal point of d.q;(t, ), i.e.,

T € arg-min 0, g, (t, ).

Then, we also have that 92¢; (t, x)}z:i = 0 and assume that 0aq; (¢, %) = 0 so that we
indeed consider the first time where the monotonicity might be destroyed, we obtain

(5.1) 04(02a5(t, )|,y = —O3Wy[V (45),7](¢, )5 (¢, 2).

Detailing the second order derivative of the nonlocal term, we obtain

oo

BWIV(a5)2)(t.) = 825 [ (452 Vids(t.) dy

x

~ o, / (52 V (5 (1) B (. 9) )

= — 57OV (g;(t, 2))Dat (2, )



16 J. FRIEDRICH, S. GOTTLICH, A. KEIMER, L. PFLUG

- ,,%/ V(5 V (a5(t ) 245, (t, y) dy.
Evaluating at = € R, it yields
W,V (45),7(t, ) = —E7(0)V' (g;, (¢, &) Dog (¢, )

[ VG )P ) dy

o0
[ A RV )t dy <0
as v <0 as well as V/ < 0. Relating back to (5.1) we thus obtain
v = = g
O (0uq (t, )|, > 0.

However, this means that the monotonicity is preserved. Letting ¢ — 0, we end up
with the claim. In the case of monotone decreasing initial datum, the proof is similar
with the proper adjustments on the monotonicity. We do not detail it here. ]

The previous result shows the difference between nonlocality in the velocity and non-
locality in the solution, as indeed a similar result does not hold for the nonlocality in
the solution.

Remark 5.2 (Monotonicity preserving scheme without further restrictions on the
velocity). Note that in contrast to [37, Theorem 4.13, Theorem 4.18] no restriction
on the sign of the second derivative of V' needs to be made to obtain monotonicity pre-
serving dynamics. This is relevant from an approximation point of view. If one would
aim to define solutions of local conservation laws as limits for nonlocal conservation
laws and if one might want to consider related optimal control and control problems
in the nonlocal regime to approximate the corresponding local optimal control and
control problems, the nonlocal in the velocity approximation might be superior as it
preserves monotonicity (as the local equation as well) and is thus closer and more
well-behaving as an approximation.

The following Lemma gives us a uniform total variation bound assuming that the
initial datum is monotone.

LEMMA 5.3 (Uniform TV bounds thanks to the monotonicity). Let Assump-
tion 2.1 hold and assume that the initial datum qo € L°(R) is either monotonically
increasing or decreasing.. Then, the solution to the nonlocal conservation law Defini-
tion 2.2 satisfies

V(n,t) € R0 x [0,T] : |g5(, ) lrvim) < ll90lltv(m)-
Proof. This is a direct consequence of the conservation of monotonicity as outlined
in Theorem 5.1. 0

Having this uniform TV bound, we obtain by classical compactness arguments the
strong convergence in Llloc. As we just have given the TV bounds on the spatial
dependency we miss some time compactness to obtain the strong convergence in
C([0, T]; ' (R)). However, this is very similar to [16] and we will thus directly state
the convergence result.

THEOREM 5.4 (Convergence to the entropy solution). For the problem given in
Definition 2.2 let the input datum as in Assumption 2.1 be given together with

(5.2) /R v(z)zdz < co.
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Let the initial datum be monotone, then the weak solution g, € C([0,T; L}OC(R)) N
L>°((0,7),L°(R)) converges to the local entropy solution ¢* € C([O,T];L}OC(R)) N
L*°((0,T),L°(R)) as defined in Definition 3.1 in the C([0,T]; L}OC(R)) topology, i.e.

VK C R compact: %lg%) llan —q Hc([o,T];Ll(K))

Proof. Due to Definition 3.2 we need to show that
lim EF[6, a.q,] > 0 ¥ € C:(Qr)
Thanks to Lemma 2.5 we can approximate ¢, by {¢}}cer., C C*(Qr) and as it holds
lim [£F[9, o, ¢}) ~ EF[p, 0, q,)| = 0
we can perform the following entropy manipulations with the smooth solutions. Fol-
lowing the proof in Theorem 4.5 and recalling the entropy solution Definition 3.2 we

have for ¢ € R>o under the assumption that g, and thus also g; are monotonically
increasing

63 eFlvon] = [[ a0 (Via) - WiV al)edsdr

(5.4) 4 / /Q o' (g5)a5 (V (a5) — Wy [V (65).9] ) o(t.2) dr

The first term (5.3) is nonnegative as o = 0 = ¢;, 0.q; = 0 = ¢ thanks to the
monotonicity, and as V' is monotonically decreasing it also holds

V(g5 (t,x)) = W[V (d5), 7] (t,2) 20 Y(t,z) € Q.

A lower bound for the second term (5.4) is for I := (‘ess-infzer qo(2), |qo/|i=(r)) and
A= HO/HL‘X’(I)||¢I||L°°(supp(¢))Hq(a)HLOO(]R) given by

T
(55  (5.4)>-A /0 /R W[V (q). 7t ) — V(g5 (t, )| de

(5.6) —-a ' | vt -3 [ () V(g (1)) dy ddt
(5.7) — A /OT/RV(q;(t,x)) _ /OOO YV (GE(t 2+ 2)) dzdardt
(5.8) — A /OT /Ooo 'y(z)/RV(q;(t,x)) V(g (t 20 + 7)) dedz di
and using Lemma 5.3

(5.9) > ATV o lanlrvgan |22

(5.10) ATV [ ()2

Thanks to (5.2) A is bounded uniformly in ¢ so that for n — 0 (5.10) converges to
zero. Letting € — 0 yields the claim. O



18 J. FRIEDRICH, S. GOTTLICH, A. KEIMER, L. PFLUG

Remark 5.5 (The additional integrability on «). Note that the assumption on ~
to be not only in L' (R>0; R>0) monotonically decreasing (as postulated in Assump-
tion 2.1) but also to satisfy (5.2) is no restriction for kernels with finite support and the
classically used exponential kernel. However, for other kernels v with supp(y) = R>g
it states that these kernels need to decay faster than x — gﬂ% for x — oco.

Remark 5.6 (Oleinik type estimate). Note that the estimates before also give
the Oleinik entropy condition [2, 51] which together with the strong convergence in
L. . yields the uniqueness of weak (local) solutions as long as the flux z — 2V (z) is

strictly concave/convex, i.e., Vo € (ess— inf,er qo(2), [|qol| > ()

2V'(z) + 2V"(z) < c € Reg or 2V'(z) + 2V (x) > ¢ € Rxo.

Due to the assumption that V' < 0 the strict convexity is much more restrictive.
Thus, for strictly convex flux Oleinik’s states that

3C € Ryg: Opq(t,z) < € VL€ [0,T], z €R ae.
which is satisfied if ¢o is OSL (one sided Lipschitz-continuous) from above, i.e.,
0:q0(x) <CVzx eR

according to Theorem 5.1. Thus, it particular holds for all monotonically decreasing
datum. For strictly concave flux, Oleinik’s entropy condition states that

3C € Rsg: Opq(t,z) > =E V£ € [0,T], z €R ace.

which is according to Theorem 5.1 always satisfied for monotonically decreasing initial
datum, and also for monotonically increasing initial datum which is OSL from below.

However, as Theorem 5.4 is more general than Oleinik’s entropy condition as we do
not require additional assumptions on the velocity, we have only detailed Theorem 5.4.

6. Numerical illustration. In this section, we illustrate the convergence for
different setups and compare in particular nonlocal in the solution with nonlocal
in the velocity (see also (1.1)).

Let us first comment on Figure 2 where we have chosen a constant kernel (note
that our results are not applicable in this specific setting) with initial datum ¢o =
i + %X[—0.5,0.5]- From top to bottom one can observe the claimed convergence. In
the first and third column, we have the nonlocal operator acting on the solution and
not on the velocity, while on the second and fourth column, on the velocity, one time
for a concave velocity, and one time for an convex velocity. As can be seen, only for
larger n (the first row) a difference between nonlocal in the solution and nonlocal in
the velocity can be spotted, but for smaller n this difference vanishes for the eye.

We underline that our results and in particular Theorem 4.7 are not applicable
to the problem (as they involve the constant kernel and not the exponential one),
however, one can even in this case observe the convergence to the local entropy solution
which cannot be explained with a viscosity effect of the underlying numerical scheme
as we work with a characteristic based method capable of tracking the discontinuities
precisely [42].

The same numerical experiment is made for the exponential case (where Theo-
rem 4.7 is applicable) in Figure 1. One can see the smoothing effect of the exponential
kernel quite well for larger 7.
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1
0
S
0
1
0
-1 0 1-1 0 1-1 0 1-1 0 1
T T x T

FiG. 2. constant kernel v = 7771X(0,1)('7]71) for x € R, initial datum qo = % + %X[70‘5,0.5]7
first colummn: Nonlocal in the solution, V = (1 — ')2, second column: Nonlocal in the velocity,
V = (1— )2, third column: nonlocal in the solution, V(-) = 1 — (-)2, last column: Nonlocal in the
velocity, V(-) = 1 — (-)2. Top row: n = 10", middle row: n = 1072 and bottom row: n = 1073,
Colorbar: 0 mmm o 1

In Figure 3 the solutions are plotted at time ¢ = 0.5 for the different settings
described above for the constant kernel. One can clearly see the violation of the
monotonicity in for > 0 in the top left figure.

For any initial datum g € L°(R) for which there exists Z € R s.t. qo|(z,00) 18
monotone, the solution ¢ for the setting nonlocal in velocity is also monotone on the
domain to the right of the characteristics emanating from (0,Z) € Qp. This is a direct
consequence of the method of characteristics (see e.g. [36]) and Remark 5.2. This is
in general not true for the nonlocal in the solution formulation as already shown in
[37, Theorem 4.13, Theorem 4.18]. This can clearly be observed in all but the lower
left plots in Figure 3.

Although we have not chosen a monotone initial datum one can roughly expect a
monotonicity preserving numerical result for the nonlocal in the velocity case indepen-
dent of the velocity. Indeed, as can be observed, the monotonicity is always preserved
which is in contrast to the local in the solution case, where such a monotonicity is
destroyed if the velocity is not satisfying specific assumptions.

7. Conclusions and future work. In this contribution we have studied the
convergence to the local entropy solutions when the nonlocal operator does not act on
the solution itself but on the velocity. We have established for the exponential kernel
and a variety of velocities functions the convergence to the local entropy solution.
Moreover, for monotone datum and arbitrary kernels, we obtain this convergence as
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020

Fic. 3. Same setup as in Figures 1 to 2. Top row: constant kernel, bottom row: exponential
kernel, left column: convex velocity V = (1 — -)2, right column: concave velocity V = 1 — (+)?,
solid line: n = 10~', dashed-dotted: n = 10~2 and dashed: n = 10~3, purple and red: nonlocal
in velocity, yellow and blue: nonlocal in solution.

well. This motivates to study several open problems: 1) Does the convergence gen-
erally hold? It seems like the nonlocal averaging over the velocity behaves somewhat
more reasonable as it conserves monotonicity, etc., however, on the other hand the
results are not as general as in [16]. In our convergence analysis we use a specific
strictly convex entropy depending on the velocity. This choice of entropy requires the
velocity’s derivative to be nonzero, and restricts the result. Is there another entropy
which does not require this assumption and can we thus generalize the result? 2) In
a recent preprint, the results for the singular limit problem nonlocal in the solution
could be generalized to a variety of other (physical relevant) kernels [40, 17] and it
would be important to understand whether this is also possible in the nonlocal in
the velocity case. 3) Can we obtain the same results when considering instead of a
conservation law a balance law with nonlinear right hand side? 4) In the case of a
symmetric kernel, the solutions are not even uniformly bounded with respect to the
nonlocal parameter. However, it seems that convergence in a weak sense yet to be
determined might still hold and would give an even more general convergence result.
5) Control and optimal control in the singular limit case.
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