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Abstract

We investigate the linear stability analysis of a pathway-based diffusion model (PBDM), which
characterizes the dynamics of the engineered Escherichia coli populations [X. Xue and C. Xue
and M. Tang, PLoS Computational Biology, 14 (2018), pp. e1006178]. This stability analysis
considers small perturbations of the density and chemical concentration around two non-trivial
steady states, and the linearized equations are transformed into a generalized eigenvalue problem.
By formal analysis, when the internal variable responds to the outside signal fast enough, the
PBDM converges to an anisotropic diffusion model, for which the probability density distribution
in the internal variable becomes a delta function. We introduce an asymptotic preserving (AP)
scheme for the PBDM that converges to a stable limit scheme consistent with the anisotropic dif-
fusion model. Further numerical simulations demonstrate the theoretical results of linear stability
analysis, i.e., the pattern formation, and the convergence of the AP scheme.

1 Introduction

There are a wide variety of regularly spaced patterns such as vertebrate segments, hair follicles, fish
pigmentation, or animal coats [BSM09, Hel92, MHH+10, Mur02, PMO99, Tur52, VS15, WOL+17].
These patterns are the outcome of coordinated intracellular cell signaling, cell-cell communication,
cell growth or cell migration. It is difficult to uncover the essential mechanisms for pattern formation
that often are buried in extremely complex physiological contexts. In addition, synthetic biology
for bacteria or simple eukaryotes has been recently used to examine potential strategies for pattern
formation [BGC+05, KC10, MvO09].

Cells or organisms can bias their movements in response to extracellular chemical signals. This
property is called chemotaxis. It often plays an essential role in innate immunity biofilm-associated
infections, embryonic development, tissue maintenance or cancer metastasis [FG09, OLF+99, PGK01,
SPJ06, WCA+07]. From the macroscopic point of view, continuum models of chemotaxis can charac-
terize the evolution of the cell density by utilizing partial differential equations (PDEs). Among these
PDEs models, the classical Patlak–Keller–Segel (PKS) chemotaxis equations have been a popular topic
for decades [KS70, Pat53]. On the other hand, from the microscopic view, run-and-tumble bacteria
have been well studied. The intracellular chemotactic signaling pathway as well as its relation to cell
movement were investigated recently [SWOT12, Tan21, Xue15]. In order to assemble information of
both microscopic and macroscopic levels, in [EO04, XO09], the PKS equations were derived from the
kinetic models with internal state for bacterial chemotaxis. Using the assumption that the methyla-
tion level concentrates locally, the authors proposed a new kinetic system with the turning operator
that involves the dynamical intracellular pathway in [STY14]. More macroscopic models and their
derivations can be found in [PSTY20, ST17].

The Escherichia coli chemotaxis signaling pathway was engineered in [LFL+11], which involved a
quorum sensing module leading to cell motility suppressed by cell-density. The engineered cells in semi-
solid agar form periodic stripes of high and low cell densities. Recently in [XXT18], a hybrid particle
model that incorporates the intracellular signaling described in [Xue15] was developed, including a
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detailed description of intracellular signaling, single cell movement and cell division. This model can
be used to illustrate the role of intracellular signaling in stripe formation and explain how the spatial
stripe structure depends on cell-level parameters. Furthermore, the authors in [XXT18] also derived
a pathway-based diffusion model (PBDM) from this hybrid model by using moment closure method,
which was consistent with the hybrid model in 1D numerical simulation.

The PBDM derived in [XXT18] reads as following:
∂tρ

z = ∇x · (D(z)∇xρ
z)− κ∂z(g(z, h)ρz) + rnρz,

∂th = Dh∆xh+ α%− βh,
∂tn = Dn∆xn− γ%n,
%(x, t) =

∫ Zw
0

ρzdz,

(PBDM)

with the initial data

ρz(x, z, 0) = ρz,0(x, z), h(x, 0) = h0(x), n(x, 0) = n0(x), (1)

where ρz,0(x, z), h0(x), n0(x) are all non-negative functions. From the biological viewpoint, ρz(x, z, t)
is the density of engineered Escherichia coli cells at time t ≥ 0, at position x ∈ Ω ⊆ RN (N ≥ 1)
with internal state z ∈ [0, Zw], and %(x, t) stands for the total density. Specifically, z is the total
concentration of CheZ protein inside cells and Zw is the maximum amount of Chez protein. The scalar
function h(x, t) is the acyl-homoserine lactone (AHL) concentration at time t ≥ 0 and at position
x ∈ Ω. n(x, t) is the local nutrient concentration at time t ≥ 0 and at position x ∈ Ω. κ > 0 stands
for a scaling parameter, which corresponds to the response speed of intracellular CheZ to the external
signal AHL. r > 0 represents the growth rate of engineered Escherichia coli cells. The constants
Dh > 0, Dn > 0 are the diffusion coefficients of AHL and the nutrient, respectively. α > 0 denotes the
production rate of AHL, β > 0 characterizes the degradation rate of AHL and γ > 0 is the consumption
rate of the nutrient. The diffusion coefficient D(z) is a monotonically increasing non-negative function
of z with D(z) > 0. More specifically, D(z) characterizes the fact that cells with different intracellular
CheZ concentration z have different mobility. The dynamics of the total concentration of CheZ protein
z(t) is governed by protein production due to transcription and translation as well as dilution due to
cell growth. In order to model this effect, the intracellular dynamic function g(z, h) is given by the
following form [XXT18]:

g(z, h) = kV g̃(z, h) = kV (L(h)− z) , (2)

where kV is the volume growth rate, which might be only related to the cell growth rate r (kV = r)
or a linear function of the local nutrient concentration n(x, t) (kV = rn(x, t)) [XXT18]. The steady
state L(h) of the intracellular CheZ is a non-increasing smooth function of h, satisfying L(0) = Zw
and L(∞) = 0. In [XXT18], since AHL suppresses the production of CheZ protein in an ultra-sensitive
way, L(h) is chosen to be a step function that is discontinuous at h = h0, where h0 is the threshold
AHL level for the suppression of CheZ. In this paper, to simplify the problem, we smooth out the step
function and consider the following form

L(h) = Zw(0.5− 0.5 tanh(µ(h− h0))), (3)

where Zw is the CheZ level of wild type Escherichia coli cells and µ gives the sensitivity of CheZ
production to the AHL concentration. We impose no-flux boundary conditions of internal state z and
space variable x for any t > 0:

ρz|z=0− = ρz|z=Z+
w

= 0, , x ∈ Ω

∇xρ
z · n = 0, x ∈ ∂Ω, z ∈ [0, Zw],

∇xh · n = ∇xn · n = 0, x ∈ ∂Ω,

(4)

where n is outward normal vector.
The engineered Escherichia coli cells secret AHL and AHL suppresses the production of CheZ

protein. Thus when the cell density is high, the AHL concentration is high which induces lower
intracellular CheZ protein concentration and the number of tumbling cells increases. In other words,
cell motility reduces in the place with high cell density. The lower the motility, the harder the cells
can escape from high-density regions, which leads to local cell aggregation and formation of sequential
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stripe patterns as has been observed in the experiment in [LFL+11]. This phenomenon can be well
explained by PBDM and one interesting question is whether there exist other patterns and under
which conditions nontrivial patterns can appear.

In [JLL+22], by taking the limit κ → ∞, i.e. the asymptotic behavior of the fast CheZ turnover
rate, we formally get

ρ(x, t, z) = %(x, t)δ(L(h(x, t))− z)

and %(x, t) satisfies the anisotropic diffusion model (ADM) with the following form:
∂t%(x, t) = ∆x (D(L(h(x, t)))%(x, t)) + rn%(x, t),

∂th(x, t) = Dh∆xh(x, t) + α%(x, t)− βh(x, t),

∂tn(x, t) = Dn∆xn(x, t)− γ%(x, t)n(xt).

(ADM)

Compared with (PBDM), the cell mobility of (ADM) is given by D(L(h(x, t))), depending directly on
concentration of AHL. The key feature of ADM is the term ∆x [D(L(h(x, t)))%(x, t)] in the equation
for %, which is called anisotropic diffusion term in [JLL+22]. Since

∆x (D(L(h))%(x, t)) = ∇x (D(L))∇x%(x, t)) +∇x · (∇xD(L(h))%(x, t)) ,

∆x [D(L(h(x, t)))%(x, t)] includes not only a diffusion term but also an advection term. The anisotropic
diffusion term is of particular interest since it appears in other models and applications in the literature.
For example, the cross diffusion-reaction limit model of Shigesada-Kawasaki-Teramoto system [DDD19,
IMN06], the stationary Fokker–Planck–Kolmogorov system [Bog18], the Kermack–McKendrick model
with nonlocal source terms [BOS+22], the predator-prey model with nonlinear cross-diffusion [CSHW21]
and so on.

There exist some analytical works for both PBDM and ADM in the literature. On the one hand the
mathematical analysis of PBDM starts from our last paper [JLL+22]. This system is a highly nonlinear
coupling of reaction-diffusion and kinetic-type equations. The first step is to investigate the existence
of smooth solutions near constant states, which are closely related to their stability. In [JLL+22], the
global well-posedness around the trivial state (0, 0, 0) is proved. On the other hand, (ADM) is of the
same type as the model introduced in [LFL+11], where the authors numerically reproduced some key
features of experimental observations. Then the mechanism of this patterning process was studied in
[FTL+12] based on a similar model as in (ADM), whose asymptotic stability was studied later on in
[JSW20, MPW20].

The goal of this paper is to investigate the similarity and differences between these two models
in terms of linear stability analysis and pattern formation, as well as provide a uniform convergent
scheme with respect to the parameter κ.

Firstly, we investigate the stability of the model (PBDM) around the non-zero constant states
(ρz, h, 0) and (0, 0, n). Specifically, we consider the stability of the linearized system (PBDM) around
the above non-trivial steady states with different forms of kV . The main difficulty comes from the
z-flux term κ∂z(g(z, h)ρz) since ρz might be a δ-function %̄δ(z−L(h̄)). The delta function distribution
in z is the main challenge of the analysis and computation. The classical stability analysis fails for the
system (PBDM). One has to reformulate the equation first based on the structure of the solution. To
overcome this difficulty, we integrate the cell density ρz near the neighborhood of the singularity and
obtain the following new system:


∂t%θ = D(L(h̄))∆x%θ − κ

[
g(L+, h)ρL

+ − g(L−, h)ρL
−
]

+ rn%θ,

∂tρ
z = ∇x · (D(z)∇xρ

z)− κ∂z(g(z, h)ρz) + rnρz,

∂th = Dh∆xh+ α[%θ +
∫

Ωθ
ρzdz]− βh,

∂tn = Dn∆xn− γ[%θ +
∫

Ωθ
ρzdz]n,

where L± = L(h̄) ± θ with θ > 0 being a sufficiently small constant, z ∈ Ωθ := [0, Zw]/(L−, L+),

%θ(x, t) =
∫ L+

L−
ρzdz is the total density for z ∈ [L−, L+] ∩ [0, Zw].

Then, an asymptotic preserving (AP) scheme that connects the two models (PBDM) and (ADM)
is designed. Due to the analytical difficulties, we only justify formally the limiting process (κ → ∞)
from the model (PBDM) to the model (ADM) in [JLL+22]. But the numerical results on fine meshes

3



in this work indicate the validity of this convergence (see Figure 2). Then we design an AP scheme
that has a uniform convergence order with respect to κ. A scheme is AP when the asymptotic limit of
the discretization becomes a stable solver for the limit model as the scaling parameter κ→∞. When
κ is large, to guarantee the scheme accuracy, one has to use mesh sizes that are smaller than 1/κ.
AP schemes allow for unresolved meshes and provide a general framework for solving the numerical
difficulty due to some multiscale parameters [HJL17, Jin10]. The main challenge is the limiting delta
distribution in the internal variable. We show that the AP scheme for PBDM converges (κ → ∞) to
a limit scheme, which is consistent with and a stable discretization for the ADM (ADM).

Several reaction-diffusion-advection type equations have been analyzed due to their wide applica-
tions in population dynamics [CCL08, JLL+22, MG21, VHZBG17, ZW15]. The authors in [VHZBG17]
investigated the convective instability and the local absolute instability of a reaction-diffusion-advection
system. In [MG21], the authors considered a two-species reaction-diffusion-advection competition
model with the no-flux boundary condition and used the linear stability analysis method to derive the
existence as well as local stability of the trivial and semi-trivial steady-state solutions. However, there
are very few studies on the stability analysis of the reaction-diffusion model with a convection term
depending on the other variable, such as an internal state. Up to our knowledge, there is almost no
literature that provides formal stability analysis for solutions with Dirac singularities. The difficulty
of designing an AP scheme for PBDM is due to the limiting delta distribution in the internal variable.
A similar strategy as the scheme in [VY21] can be employed to get a limiting delta distribution in z.
However, using the idea in [VY21], the ρ(x, y, z)’s distribution in z can only be concentrated exactly
at the point z = L(h(x, y)), which yields an unstable limiting scheme for ADM. In order to obtain a
stable discretization for ADM, we propose a new strategy of using several branches of solutions that
allow the z distribution of the discretized ρ(x, y, z) to be concentrated at z = L(h(x′, y′)) with (x′, y′)
being at the neighbourhood of (x, y).

The rest of this paper is organized as follows: in the next section, we investigate the linear stability
for the model (PBDM) around the two non-trivial steady states (ρ, h, 0) and (0, 0, n). The results
depend on the types of steady state and we discuss the corresponding stability/instability of the model
(PBDM). Since the different forms of the volume growth rate kV affect the stability result, our analysis
is divided into two cases: kV = r and kV = rn(x, t). In Section 3, we design an asymptotic preserving
scheme of model (PBDM) with a scaling κ→∞. By using this scaling, an anisotropic diffusion model
is formally derived from model (PBDM). In Section 4, some numerical simulations are presented to
verify our analytical results and show several interesting patterns, like the circular sector. Finally, we
make some discussion on the results of this paper and some possible future work.

2 Linear stability analysis

We first determine the non-trivial steady solution (ρ̄z, h̄, n̄) that satisfies
∆xρ̄

z = 0, ∆xh̄ = 0, ∆xn̄ = 0,

rn̄ρ̄z = 0, α%̄− βh̄ = 0, γ%̄n̄ = 0,

∂z(g(z, h̄)ρ̄z) = 0.

(5)

There is always a trivial uniform steady state (0, 0, 0) which was already studied in [JLL+22]. In this
paper, we focus on two types of non-zero steady states (ρ̄z, h̄, 0) and (0, 0, n̄). The main difficulty comes
from that ρ̄z depends on the internal state z. This is different with the classical reaction-diffusion-
advection system.

Since the volume growth rate kV can depend on the cell growth rate r (kV = r) or be a linear
function of the nutrient n(x, t), we consider the following two cases:

(1) As kV = r, ρ̄z is a δ-function in z. According to the constraints in (5), we obtain

∂z
(
g(z, h̄)ρ̄z

)
= 0 ⇒ r∂z

(
(L(h̄)− z)ρ̄z

)
= 0 ⇒ (L(h̄)− z)ρ̄z = C,

where the constant C is independent of z. If ρ̄z is a continuous function of z, then ρ̄z = C
L(h̄)−z .

due to L(h̄) ∈ [0, Zw], we can obtain %̄ =
∫ Zw

0
ρ̄zdz = ∞ , which contradicts the biological

background. Then ρ̄z is a δ-function, i.e.,

ρ̄z = %̄δ(z − L(h̄)).
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(2) As kV = rn(x, t), we deduce that

∂z
(
g(z, h̄)ρ̄z

)
= rn̄∂z

(
(L(h)− z)ρ̄z

)
= 0. (6)

The distribution of ρ̄z with respect to z can not be determined since n̄ is zero in the steady state
(ρz, h, 0). So we only consider that the state ρz is a continuous function in z and ρz = %̄δ(z−L(h̄))
in the subsequent part.

The classical way of formal linear stability analysis is to linearize the model (PBDM) around the
steady state (ρ̄z, h̄, n̄) by introducing

ρz = ρ̄z + δρz, h = h̄+ δh, n = n̄+ δn.

Assume that the perturbations (δρz, δh, δn) are small and can be represented by harmonic waves as
follows:  δρz

δh
δn

 =
∑
k

 Ck
1 e

ik3z

Ck
2

Ck
3

 eλt+ik1x+ik2y,

where k = (k1, k2, k3)T ∈ R3 and k1, k2, k3 are the corresponding frequencies. Then the linearized
system of (PBDM) can be expressed in a matrix form

A

 δρz

δh
δn

 = λ

 δρz

δh
δn

 , (7)

where A is the matrix of model (PBDM) around the steady state and λ is the corresponding eigenvalue.
The eigenvalue problem (7) determines the linear stability of PBDM around the steady state as follows:

Definition 2.1. The model (PBDM) is called stable at the steady state (ρ̄z, h̄, n̄) if there exists a
constant c0 > 0 such that for all eigenvalues λ, we have Re(λ) ≤ −c0. Otherwise, it is unstable if
there exists an eigenvalue λ with Re(λ) > 0.

The above approach can be applied to ADM (see Section 6 in the Appendix) but not to PBDM.
When we consider the linearization of g(z, h) around the steady state (ρ̄z, h̄, 0) with kV = r, the
advection term can be approximated by

κ∂z (g(z, h)ρz) = κ∂z
[
g(z, h̄)δρz

]
+ κ∂z

[
∂hg(z, h)ρ̄z

]
δh,

where the higher order terms are ignored. Note that ∂hg(z, h̄) near 0 as h is away from h0 but becomes
nonzero as h̄ approaches h0, while ρ̄z has a delta distribution in z. Then it is hard to control the term
∂z
[
∂hg(z, h)ρ̄z

]
, which indicates that the perturbation of κ∂z(g(z, h)ρz) near (ρz, h, 0) is the main

difficulty.

2.1 Linearizations

In order to solve this problem, we define

L± := L(h̄)± θ, Ωθ := [0, Zw]/(L−, L+), %θ(x, t) =

∫ L+

L−
ρzdz,

where θ > 0 is a small constant.
Integrating the ρz-equation of model (PBDM) in z over (L−, L+), we derive that

∂t%θ = ∆x

∫ L+

L−
D(z)ρzdz − κ

[
g(L+, h)ρL

+

− g(L−, h)ρL
−
]

+ rn(x, t)%θ,

≈ D(L(h̄))∆x%θ − κ
[
g(L+, h)ρL

+

− g(L−, h)ρL
−
]

+ rn(x, t)%θ,
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where ρL
±

= ρz|z=L± . The approximation is valid since θ is small enough and D(z) is continuous.
Then model (PBDM) can be rewritten into the following form:

∂t%θ = D(L(h̄))∆x%θ − κ
[
g(L+, h)ρL

+ − g(L−, h)ρL
−
]

+ rn%θ,

∂tρ
z = ∇x · (D(z)∇xρ

z)− κ∂z(g(z, h)ρz) + rnρz,

∂th = Dh∆xh+ α[%θ +
∫

Ωθ
ρzdz]− βh,

∂tn = Dn∆xn− γ[%θ +
∫

Ωθ
ρzdz]n,

(8)

where z ∈ Ωθ in the second equation. From the definition of %θ, we know that the boundary condition
for %θ is the same as in (4) and its initial data satisfy

%0
θ =

∫ L+

L−
ρ0(x, z)dz.

We can obtain the stability of model (PBDM) from the stability of system (8). The two steady states

of (8) are (%̄θ, ρ̄
z, h, 0) and (0, 0, 0, n) with %̄θ =

∫ L+

L−
ρ̄zdz. Then we linearize (8) around the steady

state (%̄θ, ρ̄
z, h̄, n̄). Let the solution (%θ, ρ

z, h, n) be rewritten into the following perturbation form:

%θ = %̄θ + δ%θ, ρz = ρ̄z + δρz (z ∈ Ωθ), h = h̄+ δh, n = n̄+ δn, (9)

where the perturbation |δφ| � 1 with φ = (%θ, ρ
z, h, n)T . The initial condition is given by

(%0
θ(x), ρ0(x, z), h0(x), n0(x)) = (%̄0

θ + δ%θ, ρ
z,0 + δρz, h

0
+ δh, n0 + δn).

Using (5) and the perturbation form in (9), (8) gives the following perturbation system:

∂tδ%θ = D(L(h))∆xδ%θ − κkV
[
g̃(L+, h)δρL

+

− g̃(L−, h)δρL
−
]

−κkV
[
ρL

+

− ρL
−
]
∂hg̃(z, h)δh+ r%̄θδn+ rn̄δ%θ,

∂tδρ
z = D(z)∆xδρ

z − κkV ∂z(g̃(z, h̄)δρz) − κkV ∂z ρ̄
z∂hg̃(z, h)δh+ rρ̄zδn+ rn̄δρz

∂tδh = Dh∆xδh+ αδ%θ + α
∫

Ωθ
δρzdz − βδh,

∂tδn = Dn∆xδn− γ[%̄θ +
∫

Ωθ
ρ̄zdz]δn− γnδ%θ − γnδρz,

(10)

with z ∈ Ωθ and ∂z g̃(z, h̄) = −1. Note that ∂hg̃(z, h) = ∂hL(h)|h=h is independent of z. Assume the
perturbation (δ%θ, δρ

z, δh, δn) has the following form of wave
δ%θ
δρz

δh
δn

 =
∑
k


Ck

0

Ck
1 e

ik3z

Ck
2

Ck
3

 eλt+ik1x+ik2y, (11)

where k = (k1, k2, k3)T ∈ R3 and k1, k2, k3 are corresponding frequencies. Inserting the perturbation
(11) into the system (10), the linearized system can be expressed in a matrix form

A


Ck

0

Ck
1

Ck
2

Ck
3

 = λ


Ck

0

Ck
1

Ck
2

Ck
3

 , (12)

where A is the linearized matrix operator of (10). For the two different steady states and the different
forms of kV , we respectively derive the corresponding matrix A and determine the stability according
to the signs of real parts of their eigenvalues.

We have the following theorem:

Theorem 2.1 (Linear stability analysis). Let Ω ⊂ R2 be a bounded domain, the stability of the model
(PBDM) is related to the cell volume growth rate kV .

• CaseA : For kV = r, the model (PBDM) is unstable at both steady states (ρz, h, 0) and (0, 0, n̄).

• CaseB : For kV = rn(x, t), the model (PBDM) is stable at (ρ̄z, h̄, 0), but is unstable at (0, 0, n̄).
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2.2 The stability analysis when kV = r

In this subsection, our aim is to investigate the stability of model (PBDM) with kV = r. Then (10)
becomes 

∂tδ%θ = D(L(h))∆xδ%θ − κr
[
g̃(L+, h)δρL

+ − g̃(L−, h)δρL
−
]

−κr
[
ρL

+

− ρL
−
]
∂hg̃(z, h)δh+ rn̄δ%θ + r%̄θδn

∂tδρ
z = D(z)∆xδρ

z − κr∂z(g̃(z, h̄)δρz)− κr∂z ρ̄z∂hg̃(z, h)δh+ rn̄δρz + rρ̄zδn

∂tδh = Dh∆xδh+ αδ%θ + α
∫

Ωθ
δρzdz − βδh,

∂tδn = Dn∆xδn− γ[%̄θ +
∫

Ωθ
ρ̄zdz]δn− γnδ%θ − γn

∫
Ωθ
δρzdz,

(13)

where z ∈ Ωθ and ∂z g̃(z, h̄) = −1. Substituting the perturbation (11) into the perturbation system
(13) yields the characteristic matrix as follows:

−KD(L(h)) + rn− λ a12 a13 r%̄θ
0 a22 − λ κr∂zρ

z∂hg̃(z, h) rρz

α α
∫

Ωθ
eik3zdz −KDh − β − λ 0

−γn −γn
∫

Ωθ
eik3zdz 0 a44 − λ

 ,

where K = k2
1 + k2

2 and

a12 = −κr
[
g̃(L+, h)eik3L

+

− g̃(L−, h)eik3L
−
]
, a13 = κr

[
ρL

+

− ρL
−
]
∂hg̃(z, h),

a22 = −KD(z) + κr + rn− ik3κrg̃(z, h), a44 = −KDn − γ[%̄θ +

∫
Ωθ

ρ̄zdz].

A1 : The steady state (ρ̄z, h̄, 0). The corresponding steady state of (8) is (%̄θ, ρ
z, h, 0). Since ρz = 0

in Ωθ, we have a13 = 0. Then eigenvalues are

λ1
1 = −KD(L(h)), λ2

1 = −KD(z) + κr − ik3κrg̃(z, h),

λ3
1 = −KDh − β, λ4

1 = −KDn − γ%̄.

A2 : The steady state (0, 0, n̄). The corresponding steady state of (8) is (0, 0, 0, n̄). The corre-
sponding eigenvalues are

λ1
2 = −KD(L(h)) + rn, λ2

2 = −KD(z) + κr + rn− ik3κrg̃(z, h),

λ3
2 = −KDh − β, λ4

2 = −KDn.

Observe that the real parts of λ2
1 , λ1

2 and λ2
2 are positive if K is sufficiently small. Therefore, it

is concluded that, at both (%̄θ, ρ
z, h̄, 0) and (0, 0, 0, n̄), the linearized systems (13) are unstable, i.e.

CaseA of Theorem 2.1 is proved.

2.3 The stability analysis when kV = rn(x, t)

Similarly, the perturbation system of model (PBDM) with kV = rn(x, t) is

∂tδ%θ = D(L(h))∆xδ%θ − κrn
[
g̃(L+, h)δρL

+ − g̃(L−, h)δρL
−
]

−κrn̄
[
ρL

+

− ρL
−
]
∂hg̃(z, h)δh− κr

[
g̃(L+, h)ρ̄L

+ − g̃(L−, h)ρ̄L
−
]
δn

+rn̄δ%θ + r%̄θδn,

∂tδρ
z = D(z)∆xδρ

z − κrn∂z(g̃(z, h̄)δρz)− κrn∂z ρ̄z∂hg̃(z, h)δh+ rn̄δρz + rρ̄zδn

−r∂z(g(z, h)ρz)δn,

∂tδh = Dh∆xδh+ αδ%θ + α
∫

Ωθ
δρzdz − βδh,

∂tδn = Dn∆xδn− γ[%̄θ +
∫

Ωθ
ρ̄zdz]δn− γnδ%θ − γn

∫
Ωθ
δρzdz,

(14)
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where z ∈ Ωθ and ∂z g̃(z, h̄) = −1. Substituting the perturbation (11) into the system (14) yields the
characteristic matrix as follows:

−KD(L(h)) + rn− λ a12 a13 a14

0 a22 − λ κrn∂zρ
z∂hg̃(z, h) a24

α α
∫

Ωθ
eik3zdz −KDh − β − λ 0

−γn −γn
∫

Ωθ
eik3zdz 0 a44 − λ

 ,

where K = k2
1 + k2

2 and

a12 = −κrn
[
g̃(L+, h)eik3L

+

− g(L−, h)eik3L
−
]
, a13 = κrn̄

[
ρL

+

− ρL
−
]
∂hg̃(z, h),

a14 = r%̄θ − κr
[
g̃(L+, h)ρ̄L

+

− g̃(L−, h)ρ̄L
−
]
, a24 = rρz − κr∂z(g(z, h)ρz),

a22 = −KD(z) + κrn+ rn− ik3nκrg̃(z, h), a44 = −KDn − γ[%̄θ +

∫
Ωθ

ρ̄zdz],

B1 : The steady state (ρ̄z, h̄, 0). The corresponding steady state of (8) is (%̄θ, ρ
z, h̄, 0). We obtain

the following eigenvalues:

λ1
3 = −KD(L(h)), λ2

3 = −KD(z), λ3
3 = −KDh − β, λ4

3 = −KDn − γ%̄.

B2 : The steady state (0, 0, n̄). The corresponding steady state of (8) is (0, 0, 0, n̄). The corre-
sponding eigenvalues are:

λ1
4 = −KD(L(h)) + rn, λ2

4 = −KD(z) + κr + rn− ik3κrg̃(z, h),

λ3
4 = −KDh − β, λ4

4 = −KDn.

It is noted that λi3 (i = 1, 2, 3, 4) are negative real values and the real parts of λ1
4 as well as λ2

4

are positive if K is sufficiently small. Then we conclude that the linearized system (14) is stable at
the steady state (%̄θ, ρ

z, h̄, 0), but is unstable at the steady state (0, 0, 0, n̄) in this case, i.e., CaseB of
Theorem 2.1 is established.

3 An asymptotic preserving scheme for (PBDM)

In this part, we will give an AP scheme for PBDM that converges to a stable discretization for the
limit model ADM when κ→∞.

When kV = r, assume that (ρz,κ(x, z, t), hκ(x, t), nκ(x, t)) is a solution to the model (PBDM) with
the initial data (1) and boundary condition (4). When κ→∞, we formally obtain

∂z(g(z, h)ρz) = 0,

which means that ρz is a Dirac delta function in z concentrating at z = L(h(x, t)) due to (2). That
ρz(x, z, t) has delta distribution in z brings some difficulties in designing the numerical scheme for
PBDM. Let us first introduce some notations. The computational domain is chosen to be

Λ = {(x, y, z)|(x, y, z) ∈ [−Lx, Lx]× [−Ly, Ly]× [0, Zw]},

where Lx, Ly and Zw are positive constants. In particular, the value of Zw is related to the biological
experiment. Denote the uniform mesh sizes for x, y, z and t respectively by ∆x, ∆y, ∆z and ∆t and
let

xi = −Lx + i∆x, yj = −Ly + j∆y, zk = k∆z, tm = m∆t,

where i ∈ {0, 1, 2, · · · , Nx}, j ∈ {0, 1, 2, · · · , Ny}, k ∈ {0, 1, 2, · · · , Nz} and m ∈ N+, with Nx =
2Lx/∆x, Ny = 2Ly/∆y and Nz = Zw/∆z. We define the following approximations:

ρmi,j,k ≈ ρz(xi, yj , zk, tm), hmi,j ≈ h(xi, yj , t
m),

nmi,j ≈ n(xi, yj , t
m), gmi,j,k ≈ g(zk, h

m
i,j).
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The operators δxx(·) and δyy(·) are defined as follows:

δxx(ui,j) =
ui−1,j − 2ui,j + ui+1,j

∆x2
, δyy(ui,j) =

ui,j−1 − 2ui,j + ui,j+1

∆y2
.

Next we use the alternating difference implicit (ADI) method to reduce the computational cost.
From tm to tm+1, the AHL concentration h(x, t) is updated by

hm∗i,j − hmi,j
∆t/2

=Dh[δxx(hm∗i,j ) + δyy(hmi,j)] + α

Nz∑
k=1

ρmi,j,k∆z − βhm∗i,j ,

hm+1
i,j − hm∗i,j

∆t/2
=Dh[δxx(hm∗i,j ) + δyy(hm+1

i,j )] + α

Nz∑
k=1

ρmi,j,k∆z − βhm+1
i,j .

(15)

The nutrient n(x, t) is solved in the same way such that

nm∗i,j − nmi,j
∆t/2

=Dn[δxx(nm∗i,j ) + δyy(nmi,j)]− γnm∗i,j
Nz∑
k=1

ρmi,j,k∆z,

nm+1
i,j − nm∗i,j

∆t/2
=Dn[δxx(nm∗i,j ) + δyy(nm+1

i,j )]− γnm+1
i,j

Nz∑
k=1

ρmi,j,k∆z.

(16)

The most difficult part is the discretization of the ρz equation. In [VY21], an AP scheme for a
kinetic equation with the internal state was proposed, where limiting delta concentration of the internal
variable was considered as well. Straight forward extension of the idea in [VY21] gives the following
limiting centered finite difference discretization of the ∆x

(
D(L(h))%

)
term in ADM, such that

δxx
(
D(L(hi,j)

)
%i,j) + δyy

(
D(L(hi,j))%i,j

)
.

However, due to the specific form of L(h) in (3), D(L(h)) may have fast transition in space, the advec-
tion part can not be ignored in ∆x

(
D(L(h))%

)
and the above centered finite difference discretization

is unstable. Therefore, we have to first prepare a stable discretization for ADM and then design the
scheme for PBDM accordingly.

We discretize the ρz-equation of PBDM using time splitting method:

• The first step is to solve the equation

∂tρ
z + κ∂z(g(z, h)ρz) = 0. (17)

for one time step. We use the implicit upwind scheme to discretize this equation

ρm∗,ξi,j,k = ρmi,j,k − κ∆t
∆z (Jm∗,ξ

i,j,k+ 1
2

− Jm∗,ξ
i,j,k− 1

2

),

Jm∗,ξ
i,j,k+ 1

2

= (gm+1,ξ
i,j,k )+ρm∗,ξi,j,k − (gm+1,ξ

i,j,k+1)−ρm∗,ξi,j,k+1, for k = 0, · · · , Nz − 1,

Jm∗,ξ
i,j,− 1

2

= (gm+1,ξ
i,j,−1 )+ρm∗,ξi,j,−11{hm+1

i,j ≤h0},

Jm∗,ξ
i,j,Nz+ 1

2

= −(gm+1,ξ
i,j,Nz+1)−ρm∗,ξi,j,Nz+11{hm+1

i,j >h0},

(18)

with

gm+1,ξ
i,j,k = r

(
R
(
L(hm+1,ξ

i,j )

∆z

)
∆z − zk

)
:= r

(
Lm+1,ξ
i,j − zk

)
, (19)

for ξ ∈ {l, r, o, b, t}. Here

hm+1,ξ
i,j = hm+1

i−1,j1ξ=l + hm+1
i+1,j1ξ=r + hm+1

i,j 1ξ=o + hm+1
i,j−11ξ=b + hm+1

i,j+11ξ=t,

with 1 being the characteristic function; R(·) is the rounding operator and u+ = max{0, u},
u− = max{0,−u}. We impose the no-flux boundary condition of internal variable z such that

ρm∗,ξi,j,−1 = ρm∗,ξi,j,Nz+1 = 0, (20)
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where ρm∗,ξi,j,−1 and ρm∗,ξi,j,Nz+1 are the ghost points. The boundary condition (20) yields Jm∗,ξ
i,j,− 1

2

=

Jm∗,ξ
i,j,Nz+ 1

2

= 0 for any i, j. It is important to note that different ξ gives different values of gm+1,ξ
i,j,k ,

which corresponds to solve not only (17), but also

∂tρ
z(x, y, z, t) + κ∂z

(
g
(
z, h(x±∆x, y ±∆y, z, t)

)
ρz(x, y, z, t)

)
= 0.

For different ξ, ρm∗,ξi,j,k approximate each other when κ = O(1), but concentrate at different z
when κ� 1.

• Secondly, we discretize
∂tρ

z = ∇x · (D(z)∇xρ
z) + rnρz.

for one time step. The discretization of this equation writes

ρm+1
i,j,k − ρ

m∗,o
i,j,k

∆t
= D(zk)

5∑
p=1

Am∗p,i,j,k + rnm+1
i,j ρm∗,oi,j,k , (21)

Am∗1,i,j,k =
ρm∗,ri−1,j,k+ρm∗,oi−1,j,k

2∆x2 −
(ρm∗,ri−1,j,k−ρ

m∗,o
i−1,j,k)1

{hm+1
i−1,j

≤hm+1
i,j

}

∆x2

Am∗2,i,j,k =
ρm∗,ti,j−1,k+ρm∗,oi,j−1,k

2∆y2 −
(ρm∗,ti,j−1,k−ρ

m∗,o
i,j−1,k)1

{hm+1
i,j−1

≤hm+1
i,j

}

∆y2

Am∗3,i,j,k = −ρ
m∗,l
i,j,k+2ρm∗,oi,j,k +ρm∗,ri,j,k

2∆x2 − ρm∗,bi,j,k +2ρm∗,oi,j,k +ρm∗,ti,j,k

2∆y2

+
(ρm∗,ri,j,k −ρ

m∗,o
i,j,k )1

{hm+1
i,j

≤hm+1
i+1,j

}

∆x2 +
(ρm∗,ti,j,k−ρ

m∗,o
i,j,k )1

{hm+1
i,j

≤hm+1
i,j+1

}

∆y2

−
(ρm∗,oi,j,k −ρ

m∗,l
i,j,k )1

{hm+1
i−1,j

>h
m+1
i,j

}

∆x2 −
(ρm∗,oi,j,k −ρ

m∗,b
i,j,k )1

{hm+1
i,j−1

>h
m+1
i,j

}

∆y2

Am∗4,i,j,k =
ρm∗,oi+1,j,k+ρm∗,li+1,j,k

2∆x2 +
(ρm∗,oi+1,j,k−ρ

m∗,l
i+1,j,k)1

{hm+1
i,j

>h
m+1
i+1,j

}

∆x2

Am∗5,i,j,k =
ρm∗,oi,j+1,k+ρm∗,bi,j+1,k

2∆y2 +
(ρm∗,oi,j+1,k−ρ

m∗,b
i,j+1,k)1

{hm+1
i,j

>h
m+1
i,j+1

}

∆y2 .

Here Am∗1,i,j,k ≈
ρm∗,oi−1,j,k

∆x2 , Am∗2,i,j,k ≈
ρm∗,oi,j−1,k

∆y2 , Am∗3,i,j,k ≈ −
2ρm∗,oi,j,k

∆x2 −
2ρm∗,oi,j,k

∆y2 , Am∗4,i,j,k≈
ρm∗,oi+1,j,k

∆x2 , Am∗5,i,j,k ≈
ρm∗,oi,j+1,k

∆y2 , thus the summation on the right hand side of (21) is a discretization of the term

∇x · (D(z)∇xρ
z). The specific forms of Am∗1,i,j,k, Am∗2,i,j,k, Am∗3,i,j,k, Am∗4,i,j,k and Am∗5,i,j,k are respec-

tively determined by the coefficients in front of %mi−1,j , %
m
i,j−1, %mi,j , %

m
i+1,j , %

m
i,j+1 in the limiting

discretization of the ADM. We will see this from the proof of Theorem 3.1.

Furthermore, the discretization of spatial boundary conditions are as follows:

ρm+1
0,j,k = ρm+1

1,j,k , ρm+1
Nx,j,k

= ρm+1
Nx−1,j,k, ρm+1

i,0,k = ρm+1
i,1,k , ρm+1

i,Ny,k
= ρm+1

i,Ny−1,k, ∀ i, j, k.

hm+1
0,j = hm+1

1,j , hm+1
Nx,j

= hm+1
Nx−1,j , hm+1

i,0 = hm+1
i,1 , hm+1

i,Ny
= hm+1

i,Ny−1, ∀ i, j.

nm+1
0,j = nm+1

1,j , nm+1
Nx,j

= nm+1
Nx−1,j , nm+1

i,0 = nm+1
i,1 , nm+1

i,Ny
= nm+1

i,Ny−1, ∀ i, j.

(22)

In summary, the numerical scheme is given by (15)-(22). In the subsequent part, we prove the AP
property of the scheme.

Lemma 3.1. Let the sequence (ρm∗,ξi,j,k ) satisfies (18). When κ → ∞, we have ρm∗,ξi,j,k = %̂mi,jδk=Zm,ξi,j
,

with Zm,ξi,j :=
Lm+1,ξ
i,j

∆z and %̂mi,j :=
∑Nz
k=0 ρ

m
i,j,k, where Lm+1,ξ

i,j = R
(
L(hm+1,ξ

i,j )

∆z

)
∆z.

Proof. Taking κ → ∞ in (18), we obtain that Jm∗,ξ
i,j,k+ 1

2

= Jm∗,ξ
i,j,k− 1

2

. From (19), we have gm+1,ξ
i,j,k =

r
(
Lm+1,ξ
i,j − zk

)
and then for k 6= Zm,ξi,j =

Lm+1,ξ
i,j

∆z , the limit satisfies Jm∗,ξ
i,j,k+ 1

2

= 0 due to (19)-(20),

i.e., ρm∗,ξi,j,k = 0 for k 6= Zm,ξi,j . Moreover, by using the no-flux boundary condition, we deduce that

%̂m∗,ξi,j :=
∑Nz
k=0 ρ

m∗,ξ
i,j,k =

∑Nz
k=0 ρ

m
i,j,k := %̂mi,j . Thus, ρm∗,ξi,j,k = %̂mi,jδk=Zm,ξij

. The proof is completed.
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Now we prove the AP property of (15)-(22) as follows:

Theorem 3.1. As κ → ∞, the sequence (ρmi,j,k)i,j,k,m computed by the scheme (15)-(22) converges to
(%̂mi,jδk=Zm,ξij

)i,j,k,m formally. Define %mi,j := %̂mi,j∆z, and %mi,j satisfies the following scheme

%m+1
i,j − %mi,j

∆t
=Amx,i,j +Amy,i,j +

f̂m
i+ 1

2 ,j
− f̂m

i− 1
2 ,j

∆x
+
f̂m
i,j+ 1

2

− f̂m
i,j− 1

2

∆y
+ rnm+1

i,j %mi,j ,
(23)

with

Amx,i,j =
Dm+1
i− 1

2 ,j
%mi−1,j − (Dm+1

i− 1
2 ,j

+Dm+1
i+ 1

2 ,j
)%mi,j +Dm+1

i+ 1
2 ,j
%mi+1,j

∆x2
,

Amy,i,j =
Dm+1
i,j− 1

2

%mi,j−1 − (Dm+1
i,j− 1

2

+Dm+1
i,j+ 1

2

)%mi,j +Dm+1
i,j+ 1

2

%mi,j+1

∆y2
,

f̂mi+ 1
2 ,j

=
[Dm+1

i+1,j −D
m+1
i,j ]+%mi+1,j − [Dm+1

i+1,j −D
m+1
i,j ]−%mi,j

∆x
,

f̂mi,j+ 1
2

=
[Dm+1

i,j+1 −D
m+1
i,j ]+%mi,j+1 − [Dm+1

i,j+1 −D
m+1
i,j ]−%mi,j

∆y
,

where Dm+1
i,j := D(Lm+1

i,j ) and Dm+1
i± 1

2 ,j
=

Dm+1
i±1,j+D

m+1
i,j

2 , Dm+1
i,j± 1

2

=
Dm+1
i,j±1+Dm+1

i,j

2 . Furthermore, from (15)

and (16), the limits of hmi,j and nmi,j satisfy

hm∗i,j − hmi,j
∆t/2

=Dh[δxx(hm∗i,j ) + δyy(hmi,j)] + α%mi,j − βhm∗i,j ,

hm+1
i,j − hm∗i,j

∆t/2
=Dh[δxx(hm∗i,j ) + δyy(hm+1

i,j )] + α%mi,j − βhm+1
i,j ,

(24)

and
nm∗i,j − nmi,j

∆t/2
=Dn[δxx(nm∗i,j ) + δyy(nmi,j)]− γnm∗i,j %mi,j ,

nm+1
i,j − nm∗i,j

∆t/2
=Dn[δxx(nm∗i,j ) + δyy(nm+1

i,j )]− γnm+1
i,j %mi,j ,

(25)

respectively. The scheme (23)-(25) is a consistent and stable discretization for ADM.

Proof. Using Lemma 3.1, we obtain that lim
κ→∞

ρm∗,ξi,j,k = %̂mi,jδk=Zm,ξij
. Thus,

lim
κ→∞

Nz∑
k=0

D(zk)ρm∗,ξi,j,k ∆z = D(zZm,ξij
)%mi,j = D(Lm+1,ξ

i,j )%mi,j ,

for ξ ∈ {l, r, o, b, t}. By summing up (21) over k and multiplying both sides by ∆z, we can deduce

(23). Substituting %mi,j = %̂mi,j∆z =
∑Nz
k=0 ρ

m
i,j,k∆z into (15) and (16), we can obtain the discretizations

of h(x, t) in (24) and n(x, t) in (25). When ∆t < C∆x2, (23)-(25) is a stable discretization of the limit
model ADM. The proof is completed.

Remark 3.1. The scheme (15)-(22) is designed to investigate the asymptotic behavior of model
(PBDM) with kV = r when κ → ∞, and we can still use it to solve PBDM with kV = rn(x, t).

4 Numerical results

In this section, we investigate the asymptotic behavior and stability of model (PBDM) numeri-
cally. Firstly, we verify numerically that the solution of model (PBDM) converges to the solution of
anisotropic diffusion model (ADM) as κ becomes larger. Then we demonstrate the stability/instability
of the system (PBDM) around the non-trivial steady states numerically and provide some interesting
phenomena for the pattern formation.
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4.1 Performance of the scheme (15)-(22)

We set
Lx = Ly = 2, Zw = 1.23, ∆x = ∆y = 0.01, ∆t = 2.5× 10−5. (26)

For the model parameters, we choose the same values as in [XXT18]:

h0 = 0.25, r = 0.6931, Dh = 0.9, β = 2Dh, α = β, Dn = 2r, γ = 3r. (27)

The diffusion coefficient D(z) is an increasing function in z, we take

D(z) = z
2Zw

+ 0.01, L(h) = Zw

(
0.5− 0.5 tanh

(
30(h− h0)

))
.

The initial data are

ρz,0(x, z) =
(
h0 + 0.01(cos 2πx+ cos 2πy)

)
δ(z − L(h0)),

h0(x) = h0 + 0.01(cos 2πx+ cos 2πy),

n0(x) = 0.

To verify the model convergence, we simulate PBDM based on the scheme (15)-(22) for κ =
8, 16, 32, 64, and using a fine mesh (∆z = 0.00375) in z. The numerical results of ADM are given
by the scheme (23)-(25). The results are displayed in Figure 1 and we can see that as κ increases,
the solutions of PBDM get closer to the solution of ADM. To show the AP property of the scheme in
(15)-(22), numerical results of a larger ∆z (∆z = 0.03) for κ = 8, 16, 32, 64, are given in Figure 2.
Similar convergence can be observed, which indicates that the scheme can capture the right solution
behavior when ∆z does not resolve 1

κ .

Figure 1: Verification of the model convergence when κ → ∞. A) the numerical results of %(x, 0, t)
at t = 3 calculated with ∆z = 0.00375, ∆t = 2.5 × 10−5 and ∆x = ∆y = 0.01 for different κ =
8, 16, 32, 64. B) the zoom in of the box in figure A.

Figure 2: Verification of the AP property of the scheme. A) the numerical results of %(x, 0, t) at
T = 3 calculated with coarse mesh ∆z = 0.03, ∆t = 2.5 × 10−5 and ∆x = ∆y = 0.01 for different
κ = 8, 16, 32, 64. B) the zoom in of the box in figure A.

To justify the AP property, we show the uniform convergence order of the scheme for PBDM using
different κ = 8, 16, 32, 64 in Figure 3. The relative errors are defined as follows:

e(tm) =

√√√√√∑i,j

∑Nz
k=0

(
ρmi,j,k − ρz(xi, yj , zk, tm)

)2

∑
i,j

∑Nz
k=0 ρ

z(xi, yj , zk, tm)2
. (28)
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Figure 3: Uniform convergence order with respect to κ. Relative errors defined in (28) at T = 3 for
different meshes are displayed. A) the results using different ∆x = ∆y = 0.02, 0.04 and 0.08 with
∆t = 0.25∆x2 and ∆z = 0.00375; B) the results using different ∆z = 0.0075, 0.015 and 0.03 with
∆t = 0.25∆x2 and ∆x = ∆y = 0.01; C) the results using different ∆x = 0.02, 0.04 and 0.08 with
∆t = 0.25∆x2. The reference solution is calculated with ∆t = 2.5 × 10−5, ∆x = ∆y = 0.01 and
∆z = 0.00375.

Here ρmi,j,k is the numerical solution and ρz(xi, yj , zk, t
m) is the reference solution obtained numerically

by using a very fine mesh such that ∆t = 2.5× 10−5, ∆x = ∆y = 0.01 and ∆z = 0.00375. It is shown
in Figure 3 that the scheme (15)-(22) has uniform first order convergence in ∆z, ∆x and ∆y.

4.2 Relative deviation function

The dependence of ρz on the internal state z can induce the instability of PBDM. However, % does not
depend on z (since it is the integral of ρz over z). Thus, even when there is no pattern for %, one can
not conclude the stability of PBDM. It is necessary to define an auxiliary function to characterize the
relative deviation caused by the internal state. We introduce the following relative deviation function

R%(t) =
maxz∈[0,Zw]{‖ρz − ρ̄z‖∞}

maxz∈[0,Zw]{‖ρz,0 − ρ̄z‖∞}
, (29)

where ‖ · ‖∞ denotes the L∞-norm with respect to x and ρz,0 is the initial data. The function (29)
characterizes the evolution of the relative deviation of the solution from the steady state (ρ̄z, h̄, 0).
Note that for the numerical simulation, the relative form (29) is well-defined. Theoretically, it may go
to infinity, but the numerical values of ρz|z=L(h) or ρ̄z|z=L(h) might be large but not infinity.

4.3 The instability of model (PBDM) with kV = r

In this subsection, our goal is to characterize the instability of PBDM around the steady states (ρz, h, 0)
and (0, 0, n0) numerically. Set

Lx = Ly = 0.5, Zw = 1.23, ∆x = ∆y = 0.01, ∆z = 0.03, ∆t = 2.5× 10−5. (30)

Note that the size of the domain is smaller compared with (26), which reduces the computational cost.
We use the following parameters:

h0 = 5, r = 0.6931, Dh = 0.1, α = β = 1.8, Dn = 2r, γ = 3r,

D(z) = z
2Zw

+ 0.01, L(h) = Zw

(
0.5− 0.5 tanh

(
30(h− h0)

))
.

(31)

These parameters are not related to the biological experiment. In the numerical simulations, we only
consider the case h̄ ≤ h0, the case h > h0 can be considered similarly, and the details are omitted here.

Case A1. The steady state (h0

2 δ(z − L(h0

2 )), h0

2 , 0). We choose the initial data to be

ρz,0(x, z) =
h0

2
δ(z − L(h0

2 )) + 0.02 cos
6πx

Lx
cos

8πy

Ly
sin

2πz

Zw
,

h0(x) =
h0

2
+ 0.02 cos

6πx

Lx
cos

8πy

Ly
,

n0(x) = 0.

(32)

13



It should be noted that the initial condition ρz,0(x, z) might be negative, which contradicts to the
biological background. But our aim is to numerically verify the theoretical results of stability, and this
setting is reasonable. Figure 4A gives the time evolution of R%(t) around the steady state (h0

2 δ(z −
L(h0

2 )), h0

2 , 0). We observe that R%(t) increases first and then decreases towards 0. This is because ρz

first goes away from the steady state since all internal state of ρz has a tendency to become z = L(h0

2 ) ≈
Zw, which is driven by the advection term κ∂z(g(z, h)ρz). The internal state reaches the steady state
Zw and the diffusion term leads to the uniform spatial distribution of ρz for any z ∈ [0, Zw] (Note that∫

Λ
δρzdxdz = 0). Then the system is unstable around the steady state (h0

2 δ(z − L(h0

2 )), h0

2 , 0) even if
there is no pattern formation.

Figure 4: Case A1. The evolution of the relative deviation function R%(t) with kV = r for different κ.
A: The steady state (h0

2 δ(z − L(h0

2 )), h0

2 , 0) with the initial data (32). B: The steady state (h0δ(z −
L(h0)), h0, 0) with the initial data (33). Both steady states are unstable. Note that the larger κ, the
faster R%(t) grows near the origin.

Case A1. The steady state (h0δ(z − L(h0)), h0, 0). The initial data are

ρz,0(x, z) = h0δ(z − L(h0)) + 0.02 cos
6πx

Lx
cos

8πy

Ly
sin

2πz

Zw
,

h0(x) = h0 + 0.02 cos
6πx

Lx
cos

8πy

Ly
,

n0(x) = 0.

(33)

In this case, patterns can form by using Lx = Ly = 20, ∆t = 0.0025, ∆x = ∆y = 0.1 (other parameters
remain unchanged). The dynamics of R%(t) and %(x, t) indicate that PBDM is unstable around the
steady state (h0δ(z − L(h0)), h0, 0) (see Figure 4B). Moreover, dot patterns can be observed as in
Figure 5.

Figure 5: Case A1. The time evolution of the density %(x, t) calculated with kV = r, κ = 1 and initial
data (33). It is shown that the steady state is (h0δ(z − L(h0)), h0, 0) is unstable due to the pattern
formation of %(x, t).

Case A2. The steady state (0, 0, 0.5). Consider the following initial data

ρz,0(x, z) = 0.02
∣∣∣ cos

6πx

Lx
cos

8πy

Ly
sin

2πz

Zw

∣∣∣,
h0(x) = 0.02

∣∣∣ cos
6πx

Lx
cos

8πy

Ly

∣∣∣,
n0(x) = 0.5 + 0.02 cos

6πx

Lx
cos

8πy

Ly
.

(34)
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Figure 6 shows that the model (PBDM) is unstable at the steady state (0, 0, 0.5). Combining with the
structure of model, we know that nutrition n(x, t) will be exhausted eventually no matter how small
ρz,0 is, i.e., n(x, t) can’t go back to the original state n0(x, t) > 0. So it is obvious that the steady
state (0, 0, n) is unstable if n is positive.

Figure 6: Case A2. A) The evolution of the derivation function R%(t) with kV = r and the initial data
(34). B) the state of %(x, t) at t = 15h (yellow) and the blue one is %̄ = 0. Here we choose different
κ. Note that the larger κ, the faster R%(t) grows near the origin, but values of κ have no influence on
%(x, 15). It is displayed that the steady state (0, 0, 0.5) is unstable.

4.4 Comparison of the stability results for ADM

As a comparison, we provide numerical simulations of the limit model (ADM) at the corresponding
steady states (%̄, h̄, n̄). We use the same parameters (30) and (31) used in Section 4.3. To characterize
the instability/stability of the limit model, we introduce the following relative deviation function

R∗%(t) =
‖%(x, t)− %̄‖∞
‖%(x, 0)− %̄‖∞

. (35)

Figure 7A is the evolution of R∗%(t) around the steady state (h0

2 ,
h0

2 , 0). We observe that R∗%(t)
decreases towards 0 directly, which indicates that the model (ADM) is stable around the steady state
(h0

2 ,
h0

2 , 0). This is consistent with the curve in Figure 4A. Compared with (29), R∗%(t) can only
characterize the relative deviation between %(x, t) and %̄, but not the internal state due to the z-
integration. On the other hand, it is displayed in Figure 7B that the model (ADM) is unstable at the
steady state (h0, h0, 0). Figure 8 shows that the limit model (ADM) is unstable at the steady state
(0, 0, 0.5).

Figure 7: The stability of ADM around (h0

2 ,
h0

2 , 0) and (h0, h0, 0). A) (h0

2 ,
h0

2 , 0). The evolution of
the relative deviation function R∗%(t) with the initial data (32). . B) (h0, h0, 0). The evolution of the
relative deviation function R∗%(t) with the initial data (33).

4.5 The stability/instability with kV = rn(x, t)

In this subsection, we present the numerical simulation of model (PBDM) with kV = rn(x, t). We
choose the parameters (30) and (31) used in Section 4.3. For the steady state (ρz, h, 0), we consider
the initial data (32) and (33). Figure 9 shows that R%(t) monotonically decreases to 0, i.e., the model
(PBDM) with kV = rn(x, t) is stable at the steady states.

As we mentioned in Subection 2.1, the distribution of ρ̄z with respect to z is uncertain when
kV = rn(x, t). When ρz is a continuous function, we consider the following initial data:

ρz,0(x, z) =
h0

2Zw
+ 0.02 cos

6πx

Lx
cos

8πy

Ly
sin

2πz

Zw
, (36)
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Figure 8: The stability of ADM around (0, 0, 0.5). A) the evolution of the derivation function R∗%(t)
with the initial data (34). B) The state of %(x, t) at t = 15h (yellow) and the blue one is %̄ = 0.

and

ρz,0(x, z) =
h0

Zw
+ 0.02 cos

6πx

Lx
cos

8πy

Ly
sin

2πz

Zw
, (37)

with h0(x) and n0(x) set in (32), (33) respectively.Figure 10 displays that R%(t) decreases to 0 mono-
tonically, then the model (PBDM) is both stable around the steady state ( h0

2Zw
, h0

2 , 0) and ( h0

Zw
, h0, 0).

Figure 9: Case B1. The evolution of R%(t) with ρz = hδ(z−L(h̄)) for different κ. A: The steady state
(h0

2 δ(z − L(h0

2 )), h0

2 , 0) with the initial date (32). B: The steady state (h0δ(z − L(h0)), h0, 0) with the
initial data (33). The values of κ have little influence on R%(t). Both steady states are stable.

Figure 10: Case B1. The evolut.ion of R%(t) when ρz is continuous A) The steady state ( h0

2Zw
, h0

2 , 0)

with the initial date (36). B) The steady state ( h0

Zw
, h0, 0) with the initial data (37). These two steady

states both are stable.

When considering the state (0, 0, n̄), we still choose the initial data (34). Figure 11 shows that
model (PBDM) with kV = rn(x, t) is unstable around the steady state (0, 0, 0.5).

4.6 Interesting patterns

In this subsection, we present some interesting spatial patterns.
Effect of initial spatial distribution. We show some numerical simulations of both PBDM

and ADM with different initial data, which illustrate that the distribution of ρz,0 can influence the
pattern formation of %(x, t), such as circular sector pattern.

We choose

Lx = Ly = 60, Zw = 1.23, ∆x = ∆y = 0.1, ∆z = 0.03, ∆t = 0.0025, κ = 1. (38)
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Figure 11: Case B2. Instability with kV = rn(x, t) at (0, 0, 0.5). A) The evolution of R%(t) in the state
(0, 0, n̄) with the initial data (34). B: The state of %(x, t) at t = 15 hours (yellow) and the blue one is
%̄ = 0. Here we choose different κ. Note that the larger κ, the faster R%(t) grows near the origin, but
values of κ have no influence on %(x, 15).

The parameters in PBDM are the same as in (27) and we take

D(z) =
1

2

(
z

Zw

)30

+ 0.01, L(h) = Zw

(
0.5− 0.5 tanh

(
1000(h− h0)

))
. (39)

Note that D(z) is a monotonically increasing non-negative function of z. Unless otherwise specified, we
use these step sizes and parameters in the remaining simulations. The following three initial conditions
are considered:

Case 1: ρz,0 =
1

8π
{exp [−1

2
(
x2

16
+ y2)] + exp [−1

2
(x2 +

y2

16
)]}1{z=Zw}1D, (40a)

Case 2: ρz,0 =
1

2π
1{z=Zw}1{(x,y)∈[−5,5]×[−1,1]∪[−1,1]×[−5,5]}, (40b)

Case 3: ρz,0 =
1

2π
1{z=Zw}1{(x,y)∈[−10,10]×[−1,1]∪[−1,1]×[−10,10]}, (40c)

with h|t=0 = 0, n|t=0 = 1, where D := {(x, y)|x ∈ [−10, 10], y ∈ [−10, 10]}. Compared with (40a) and
(40b), the spatial distribution of ρz,0 in (40c) is more non-uniform (see Figure 12).

Figure 12: The top views of initial data %(x, 0) in (40).

Figure 13 and Figure 14 plots respectively the total density %(x, t) in (PBDM) and (ADM) at
t = 20h with three different initial data (40a)-(40c). The circular patterns with alternating high and
low cell densities can be observed in all these cases. The total density of cells is low initially, and
cells diffuse freely. As time goes on, the density of cells increases, the AHL concentration exceeds the
threshold h0, and then internal state z decreases. As more and more cells move into these regions and
get trapped, the high %(x, t)-density circular patterns develops.

Interaction of two rings. It is observed that stripes with alternating high and low cell densities
establish sequentially behind a radially propagating colony front, one interesting question is: what
happens if two stripes interact with each other? It is also a problem of coexistence. In order to show
this process, we set Lx = 60, Ly = 20, and other parameters remain unchanged. The initial data is
chosen as

ρz(x, y, z, 0) =
1

8π

{
e−0.125[x2+(y−Ly)2]1{y≥0} + e−0.125[x2+(y+Ly)2]1{y<0}

}
1{z=Zw}, (41)

and h0 = 0, n0 = 1. From the initial data we can see that the cells are near (0,−Ly) and (0, Ly)
initially, with the internal steady state z = Zw. The boundary condition with respect to x is the same
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Figure 13: The top views of the evolution at t = 20h for %(x, t) in (PBDM) with different initial data
and κ = 1. A: (40a). B: (40b). C: (40c).

Figure 14: The top views of the evolution at t = 20h for %(x, t) in (ADM) with different initial data.
A: (40a). B: (40b). C: (40c).

as (22). Because the size of Ly is smaller than Lx, we use periodic boundary conditions for y such that

ρz(x,−Ly, z, t) = ρz(x, Ly, z, t), h(x,−Ly, t) = h(x, Ly, t), n(x,−Ly, t) = n(x, Ly, t),

The time evolutions of %(x, t) for both PBDM and ADM are shown in Figure 15 and Figure 16.

Figure 15: The intersection of two populations in (PBDM) with the initial data (41), the diffusion
coefficient D(z) defined in (39) and κ = 1 at different times.
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Figure 16: The intersection of two populations in (ADM) with the initial data (41), and the diffusion
coefficient D(z) defined in (39) at different times.

5 Conclusion

The reaction-diffusion system is now widely used to model the motion of bacteria populations, espe-
cially in the study of Turing patterns and related issues such as stability and instability. In this work,
we investigate the linear stability of a diffusion model with the internal state that characterizes the
dynamics of the engineered Escherichia coli populations, which is a new kinetic model derived from
the moment closure methods and asymptotic analysis in [XXT18].

At the beginning of this program, we first establish the linear stability analysis of the kinetic model.
The classical stability analysis fails for our system (PBDM) due to the delta function distribution. We
reformulate the equation according to its structure and then analyze the stability of the system. By
introducing small perturbations of the density and concentration in the system, the linearized equations
are transformed into a generalized eigenvalue problem. It is found that the stability of model (PBDM)
depends on the response speed κ. Considering κ → ∞, we derives an anisotropic diffusion model
(ADM) and investigate the similarity and difference between these two models in terms of linear
stability analysis and pattern formation. Then in future work, it could be natural to justify the
rigorous stability analysis of the model. At the same time, there are many more interesting topics
worthy of further study.

The second aspect concerns an asymptotic preserving scheme of the (PBDM). When the CheZ
turnover rate approaches infinity, the pathway-based diffusion model (PBDM) formally converges to
the macroscopic model (ADM) and the Dirac delta form of ρz(x, z, t) brings some difficulties to the
design of the numerical scheme of model (PBDM). We use the time splitting method to solve the
ρz-equation and we design a uniform numerical scheme to capture the Dirac delta that is consistent
with a stable discretization of ADM. Due to the difficulties in analysis, we did not justify the limit
with κ→∞ from the model (PBDM) to the limit model (ADM) and left the harder rigorous analysis
to further study. Besides, many researchers discussed the hydrodynamic limits and the trend toward
equilibrium, see [Gos15, VY21] for instance.

The last important issue is with the numerical simulation viewpoint, which is very useful in studying
the patterns, stability, and instability problems. To better understand the stability of system around
the steady states, numerical simulations confirm the above theoretical results based on an asymptotic
preserving scheme and illustrate that the pattern formation of %(x, t) is just a sufficient condition for
the instability of model (PBDM). We also show some interesting patterns of cell density %(x, t) to
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illustrate the fact that the spatial distribution of ρz,0 might lead to the formation of patterns, such
as circular sector patterns, the behavior of two populations in contact with each other. Moreover,
multiscale models and synthetic biology [KC10, MvO09, WOL+17, XO09] raise more research topics
in biological models and mathematical analysis.

Appendix

6 Linear stability analysis of the limit model (ADM)

We first determine the non-trivial steady state (%̄, h̄, n̄). Plugging the constant states (%̄, h̄, n̄) into
model (ADM), we have

∆x%̄ = 0, ∆xh̄ = 0,∆xn̄ = 0,

rn̄%̄ = 0, α%̄− βh̄ = 0, γ%̄n̄ = 0.
(42)

Then we linearize the model (ADM) around the steady state (%̄, h̄, n̄), which satisfies the constraint
(42). Define

% = %̄+ δ%, h = h̄+ δh, n = n̄+ δn, (43)

where the perturbation |δφ| � 1, and φ = (%, h, n)T . We can derive the corresponding characteristic
matrix and determine the stability according to the sign of real parts of eigenvalues. We assume the
perturbation (δ%, δh, δn) can be represented by a harmonic wave as follows: δ%

δh
δn

 =
∑
k

 Ck
1

Ck
2

Ck
3

 eλt+ik1x+ik2y,

where k = (k1, k2)T ∈ R2 and k1, k2 are the corresponding frequencies. We also assume that the initial
condition is given by

(ρz,0(x, z), h0(x), n0(x)) = (ρz,0 + δρz,0, h
0

+ δh, n0 + δn) .

6.1 Linearization

Substituting the constraint (42) and the perturbation form (43) into model (ADM), we obtain the
following perturbation system:

∂tδ% = ∆x

(
D(L(h̄))δ%

)
+ ∆x

(
Dh(L(h̄))%̄δh

)
+ rn̄δ%+ r%̄δn,

∂tδh = Dh∆xδh+ αδ%− βδh,
∂tδn = Dn∆xδn− γ%̄δn− γn̄δ%,

(44)

where Dh(h̄) := ∂hD(L(h̄)).

6.2 The stability analysis

Substituting the perturbation into the perturbation system (44) yields the characteristic matrix as
follows:  −KD(L(h̄)) + rn̄− λ −KDh(L(h̄))%̄ r%̄

α −KDh − β − λ 0
−γn̄ 0 −KDn − γ%̄− λ

 ,

where K = k2
1 + k2

2. We focus on the two types of non-zero steady states (0, 0, n̄) and (%̄, h̄, 0). We
split the state h̄ into three parts: h̄ = 0, h̄ 6= h0 (h̄ > 0), h̄ = h0.

• The steady state (0, 0, n̄) with n̄ > 0. The corresponding eigenvalues are

λ1
5 = −KD(L(0)) + rn̄, λ2

5 = −KDh − β, λ3
5 = −KDn .

Observe that the real part of λ1
5 are positive if K is sufficiently small. Then the model (ADM)

is unstable at the steady state (0, 0, n̄).
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• The steady state (%̄, h̄, 0) with h̄ 6= h0 . It is noted that as h̄ dose not equal h0, the derivative
Dh(L(h̄)) equals 0 if µ is sufficiently large. The corresponding eigenvalues are

λ1
6 = −KD(L(h̄)), λ2

6 = −KDh − β, λ3
6 = −KDn − γ%̄ .

Note that λi6 (i = 1, 2, 3) are negative real values, which means that the model (ADM) is stable
at the steady state (%̄, h̄, 0) as h̄ is away from h0.

• The steady state (%̄, h0, 0) with %̄ = α
βh0 . The characteristic equation is

[(λ+KD(L(h0)))(λ+KDh + β) + αKDh(L(h0))%̄] (λ+KDn + γ%̄) = 0.

We can obtain λ3
7 = −KDn − γ%̄ and the eigenvalues λ1

7, λ2
7 satisfy

λ2 + (a+ b)λ+ ab+ c = 0, (45)

with
a = KD(L(h0)), b = KDh + β, c = αKDh(L(h0))%̄.

From the definition of D(L(h)), we have

lim
µ→+∞

(ab+ c) = lim
µ→+∞

c = lim
µ→+∞

Dh(L(h0)) = −∞,

for some fixed K. By Vieta theorem, there exist a positive root and a negative root for the
equation (45) for any fixed K. Thus the model (ADM) is unstable at the steady state (%̄, h̄, 0).
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