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Abstract

We construct explicit combinatorial Bernoulli factories for the class of flow-based polytopes;
integral 0/1-polytopes defined by a set of network flow constraints. This generalizes the results
of Niazadeh et al. (who constructed an explicit factory for the specific case of bipartite perfect
matchings) and provides novel exact sampling procedures for sampling paths, circulations, and
k-flows. In the process, we uncover new connections to algebraic combinatorics.

1 Introduction

A Bernoulli factory is a technique from applied probability that allows one to exactly sample certain
random variables having only sample access to its parameters. Its original goal (Asmussen et al.
(1992); Keane and O’Brien (1994)) was to perform exact simulation of certain stochastic processes,
but it has since found applications in various fields such as mechanism design (Dughmi et al. (2017);
Cai et al. (2019)), Bayesian inference (Gongalves et al. (2017b); Herbei and Berliner (2014)) and
quantum physics (Dale et al. (2015); Yuan et al. (2016)).

Earlier work (Von Neumann (1951); Keane and O’Brien (1994); Nacu and Peres (2005); Mossel et al.

(2005)) on Bernoulli factories focused on sampling coins from other coins (e.g., given a coin with
probability p, how can you construct a coin with probability f(p)?). Since then, there has been a lot
of interest in exactly sampling random combinatorial objects such as: k-subsets (Sampford (1967)),
dice (Morina et al. (2019)), perfect matchings, and vertices of certain polytopes (Niazadeh et al.
(2021)). In this paper, we provide factories for paths, flows and circulations uncovering new con-
nections to algebraic combinatorics.

Sampling a path As an example of a combinatorial Bernoulli factory, consider the problem of
sampling a path. We have a DAG with two special nodes which we call source and sink. On each
edge e of the DAG, sits a p.-coin. A p-coin is a Bernoulli random variable with bias p, i.e., it outputs
1 with probability p and 0 with probability 1 —p. Importantly, we do not know the probabilities pe
but we are promised that for every node other than the source and the sink, the sum of incoming
probabilities equals the sum of outgoing probabilities. For the source, there are no incoming edges
and the sum of outgoing probabilities is 1. For the sink, there are no outgoing edges and the sum
of incoming probabilities is 1. We can flip the coins to obtain as many i.i.d. samples as we want.
The task is to sample a path from the source to the sink such that each edge e is included in the
path with probability p. (exactly).
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Solution: Assume that the nodes are topologically sorted, i.e., the source is node 1, the sink is node
n and every edge goes from i to j with ¢ < j. For each node u, let In(u) and Out(u) be the incoming
and outgoing edges of u. A path can be sampled as follows: start from node u = 1, sample an
outgoing edge e = (u,v) € Out(u) with probability proportional to p., add the edge to the path, set
u = v and repeat until u is the sink. Sampling an outgoing edge proportionally to p. can be done
only using sample access to the coins as follows: choose e uniformly from Out(u) (using external
randomness) and then flip the pe-coin. If it returns 1, choose this edge; otherwise, retry.

We now need to argue that each edge e = (u,v) is chosen with probability p.. This probability
is the probability that the process reaches node u times the probability that the edge e is sampled
out of u. The latter probability is pe/ Y ecout(u) Per- Let ¢(u) be the probability that u is reached.
We are left to prove that ¢(u) = ¥crcout(u) Per- This follows by a simple induction. Observe that
¢(s) = 1. Now, assuming the induction hypothesis for every v < u:

sy = Y o(v) —) =Y b= Y e

(v,u)eln(u) 2 (v,w)€0ut (v) P(v,w) (v,u)eln(u) ecOut(u)

Sampling flows and circulations Sampling a path is relatively straightforward. Consider the
more difficult version of the above problem where the sum of probabilities outgoing from the source
and incoming to the sink is 2, and we are asked to sample an integral 2-flow (i.e., a pair of edge-
disjoint paths from source to sink) such that each edge is in the flow with probability p.. In another
version, the sum of incoming probabilities equals the sum of outgoing probabilities for all nodes and
we are asked to sample an integral circulation such that each edge e is sampled with probability
Pe. Solving these problems will require a new set of algebraic and combinatorial tools we develop
in this paper.

To understand the problem of sampling flows and circulations using a Bernoulli factory it is
useful to consider the a general problem in which we are given polytope P ¢ [0,1]" and n coins
with biases p1,---, p, with the promise that the vector p = (p1,--,pn) is in P n(0,1)". The biases
themselves are unknown but we are allowed to flip the coins as many times as we want. Our goal
is to sample a vertex v of the polytope such that E[v] = p.

Niazadeh et al. (2021) show that there exists a sampling procedure iff the polytope P is the
intersection of the hypercube [0,1]" and an affine subspace {x € R™; Az = b} where A is a full-rank
k x n matrix and b € R* is a vector. The proof constructs a sampling algorithm for all generic
polytopes of this type. We say that a polytope

P={xe[0,1]"; Ax = b}
given by a rank-k matrix A is generic iff all of its vertices have exactly k coordinates in (0,1). For

any fixed matrix A, the set of vectors b for which the polytope is not generic forms a measure zero
set. Hence, every polytope can be made generic by slightly perturbing b.



Nevertheless, most relevant polytopes in combinatorial optimization (matching, flows, circula-
tions, k-subset, etc.) are non-generic since the polytopes are integral and their vertices have all
coordinates belonging {0,1}. Although Niazadeh et al. (2021) show that a sampling procedure also
exists for non-generic polytopes, their proof is non-constructive. The proof proceeds as follows:
for a non-generic polytope P = {x € [0,1]"; Az = b} they consider a sequence of vectors b; — b such
that the polytopes Py = {z € R"; Ax = b;} are generic. They show that each sampling procedure for
‘P, can be encoded by an object in a large but finite space. Since the space is finite, one of those
objects must appear infinitely often. They can then use this object to design a factory for the limit
polytope P. Another non-constructive proof is provided in Paes Leme and Schneider (2022) based
on concentration arguments.

Even though we know that a sampling procedure exists for all non-generic polytopes, we don’t
know what this algorithm looks like. For the case of sampling perfect bipartite matchings, an
explicit sampling procedure is constructed in Niazadeh et al. (2021) and for sampling k-subsets,
the classic paper by Sampford (1967) gives a sampling procedure.

Our Results In this paper we bridge this gap by constructing Bernoulli factories for all flow-like
polytopes, which include circulations in a directed graph and k-flows in a DAG. We say that a
polytope is flow-like if the variables can be indexed by edges in a directed graph with directed edge
set E' and node set IV and the polytope is of the form:

P:{xe[O,l]E; Yooze— ), xe:dv,VveN}

e€Out(v) e€ln(v)

where Out(v) and In(v) are the outgoing and incoming edges to node v and d € RY is a demand
vector. Setting d, = 0 for all v € N we obtain the circulation polytope whose vertices are {0,1}-
circulations in the graph (N, E). This polytope is integral since the constraint matrix is totally
unimodular (see Schrijver (2003) for example). If we choose a source s, a sink ¢ and set ds = k,
dy = -k and d, = 0 for all v # s,t we obtain the polytope whose vertices are the integral k-flows
from s to t.

The factory which performs this sampling is explicit and simple to describe, but requires a tiny
amount of additional notation:

e Given a directed edge e, let € denote the reverse of this edge; i.e., if e = (u,v), then € = (v, u).

e A directed tree is a collection of n — 1 edges (in E) which, when viewed as undirected edges,
form a tree. Some (but not all) directed trees are arborescences — directed trees where all
edges point towards a specific root node. Let 7 be the set of all directed trees (with edges in
E), and let T(E) be the set of all directed trees which use edges specifically in F.

o Let f € {0, 1}E be a vertex of P. Then for any edge e € E, we define Flip;(e) to equal e if
fe=0and € if f. = 1. We (slightly abusing notation) extend this to directed trees by, for
any T € T, letting Flipf(7T") be the element of 7 formed by replacing each edge e in T with
Flips(e). (In other words, we toggle the direction of all edges in 7' that are also set in f).

We illustrate these definitions in Figure 1. With this, we are ready to present the sampling
algorithm:
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Figure 1: The edges in T form a direct tree but not an arborescence. When we flip the edges of T’
using circulation f we obtain an arborescence Flip;(T") rooted at vertex 1. On the other hand if
we flip the edges in T' using circulation f’ we obtain a directed tree that is not an arborescence.

Algorithm 1 BERNOULLI FACTORY FOR FLOW-LIKE POLYTOPES
For each edge e € E, flip the corresponding p.-coin and set f. € {0,1} equal to the outcome.
If f does not form a valid flow (i.e., f ¢ P), restart.
Choose a directed tree T' € T (E) uniformly at random among all trees where Flip;(T) is an
arborescence rooted at vertex 1. (We describe how to do this efficiently in Section 3.4).
For each e € T, flip the corresponding p.-coin. If the outcome is equal to f., restart.
Output f.

Our main result is that the above procedure successfully exactly samples a vertex of P with the
correct marginal probabilities (subject to some fairly weak conditions on the flow-like polytope P
and the interior point p € P which we discuss in Section 3.4).

Theorem 1. Let P be a flow-like polytope defined over a set E of edges that are connected when
viewed as undirected edges. If p e P n(0,1)", then the Bernoulli factory in Algorithm 1 samples a
vertexr f of P such that edge e is included in the flow with probability pe.

To understand at a high level why Algorithm 1 works (and why Theorem 1 is true), note
that in the first two lines of Algorithm 1 we sample a flow f with probability proportional to
[lees pe - TTegp(1 - Pe). Superficially, this may seem like what we want (since edge e is “included”
with probability p. and “excluded” with probability 1 - p.) but because the total mass of flows
containing e and not containing e are not equal, this does not result in the correct marginals. The
remaining lines of Algorithm 1 can be thought of as applying a “correction term” to this sampling
procedure that corrects the marginal distribution.

To actually prove Theorem 1 (and understand why the correction term is the way it is), it is
useful to rephrase this sampling problem algebraically. Specifically, the above sampling procedure
(and a large class of sampling procedures) can be thought of as sampling each vertex f of P with
probability proportional to some polynomial P¢(p). The constraints that the marginals are correct
and that this sampling is implementable by a Bernoulli translate to algebraic constraints on the
set of polynomials P¢(p). The combinatorial and algebraic properties of arborescences allow us to
construct a nice explicit solution to this set of algebraic constraints (of particular utility are various
results stemming from the matrix-tree theorem, which allow us to root the arborescences at an
arbitrary node; indeed, Algorithm 1 works regardless of which node we label as “vertex 1”).

Why exact sampling? The Bernoulli factory problem originated from a question by Asmussen et
(1992) on how to ezxactly simulate certain stochastic processes. In various situations obtaining sam-
ples is easy but understanding the ezact distribution they come from is difficult, for example when
the samples are solutions to a stochastic differential equation or when they are the outcome of a

al.



simulation. Bernoulli factories provide a way to perform ezact computation having only samples,
as opposed to precise-but-approximate computation. Approximate sampling is much simpler. One
can flip each coin many times to obtain a good approximation to p. (by Chernoff bounds) and use
those values to sample the desired object.
Exact sampling is essential in some of the applications. In mechanism design, it leads to reduc-
tions preserving exact Bayesian incentive compatibility, while approximate sampling leads to the
weaker game theoretical guarantee of approximate Bayesian incentive compatibility (Dughmi et al.,
2017). In Bayesian inference, it prevents errors from compounding in an iterative procedure(Gongalves et al.,
2017b,a).

2 Preliminaries

2.1 Multiparameter Bernoulli Factories

We begin by formally defining multivariate Bernoulli factories.

Definition 1. A Bernoulli factory F with output in V' and input coins (x1,--,zy) corresponds to
a (possibly infinite) rooted binary tree T where each node of T has either 2 children (an internal
node) or 0 (a leaf). Each internal node is labelled either with a variable x; or with a constant
c€(0,1). Fach leaf is labelled with v € V', representing the output of the factory upon reaching that
node.

To execute the factory with coins (x1,,x,) we start from the root and at each node we flip the
coin given the label of that node (either one of the x;-coins of unknown bias or a c-coin of known
bias). Based on the outcome, we either take the left edge (0) or the right edge (1). If we reach a
leaf, we output its label.

A factory F is valid in a domain D ¢ [0,1]™ if for any input x = (x1,---,2,,) € D it reaches a leaf
almost surely. Therefore we can view a factory as a random variable F taking values in V. The
distribution of F will naturally depend on the input coins z.

2.2 Bernstein Polynomials

Niazadeh et al. (2021) define a way to construct Bernoulli factories using Bernstein polynomials,
which we will also use here. A Bernstein monomial is an expression of the type [Tie[n) xi (1 - ;)b
for non-negative integers a; and b;. A Bernstein polynomial is a positive linear combination of
Bernstein monomials P(z) = Y; ¢;M;(x) where ¢; > 0 and M;(x) are Bernstein monomials. The
following lemma is shown in Niazadeh et al. (2021) and a proof is provided in Appendix A for
completeness.

Lemma 1. Given Bernstein polynomials P,(x) for each v € V' such that ¥, P,(x) # 0, there is a
Bernoulli factory that outputs each v with probability P,(xz)] Y. Py (x).

Lemma 2. Let P < [0,1]" be a polytope and V its set of vertices. If for each v € V there is a
Bernstein polynomial P,(x) such that ¥, (v —x)P,(z) = 0 and ¥, P,(z) #+ 0 then there exists a
Bernoulli factory that for coins x € P n(0,1)", it returns a vertex v such that E[v] = x.

Proof. By the previous lemma, there is a factory that samples each vertex v with probability
proportional to P,(x)/ ¥, Py(z), hence: E[v] =Y, v- Py(z)/(X, Py(x)) = . O



2.3 Matrix-Tree Theorem

The Matrix-Tree Theorem relates the minors of the Laplacian matrix of a directed weighted graph
with a polynomial defined over the arborescences of this graph. We begin by defining these concepts.
Given a directed graph on n nodes, an arborescence rooted at i is a collection A of (n—1) directed
edges where from any vertex v there is a unique walk from v to ¢ using only the directed edges in
A (i.e., arborescences are trees directed towards 7). Let Arb; be the set of arborescences rooted at
i.

Now we define the Laplacian. Given edge weights [z; j]nxn, the n-by-n weighted directed
Laplacian matrix associated with this graph is defined as:

. X ifi=j
Vi,jeln]: ﬁi,j:{ ?;:t; ki i“ié

For any r € [n], let £(") denote the (n—1)-by-(n—1) submatrix of £ obtained by removing the row
and the column corresponding to r.

Theorem 2 (Matriz-Tree Theorem (Tutte, 1948)). Let L be the n-by-n weighted directed Laplacian
matriz with weights [z; ;1. Then for any r € [n],

det[£(M] = > [T zuo

AeArby(n) (u,v)eA

We will use the Matrix-Tree theorem together with a result about the principal minors of a
zero-line-sum (ZLS) matrix, i.e., a matrix whose rows and columns all sum to 0, are equal. We
refer to Niazadeh et al. (2021) for a proof.

Lemma 3 (ZLS matrices have equal cofactors). Let A be an n-by-n matriz such that ¥/_; A;; =
2i=1Aji =0 for each i € [n]. If AM) s the matriz obtained by removing the r-th column and r-th
row then:

det[AT)] = det[AT)]

2.4 Flow-Based Polytopes

We will define a class of polytopes that we call flow-based polytopes.

Consider a complete directed graph G on n vertices (so the set of all possible edges is the
product set [n]x[n], i.e. all ordered pairs of vertices). We will choose a subset E ¢ Ey = {(u,v);u €
[n],v € [n],u # v} of non-loop edges and call these edges variable edges (Ey is the base set of all
possible non-loop edges). We also define a demands d, for each v € [n] associating vertices to
integer “demands” (technically, these are negative demands).

Given E and d, we can define a flow-based polytope. Our polytope will have |E| variables,
which we will write as z. (indexed by elements of E). Each x, must lie in [0,1]. In addition, we
will impose the following n constraints, for each v € [n]:

Zl‘m' - Z:Eiv = dv. (1)

Some edges in the above sums may not belong to F; in that case we abuse notation and assume
e = 0 where these terms appear. One interpretation of the above constraints is that we are looking



for a “flow” in GG, where each directed edge e has z. units of flow and the net flow out of each
vertex v must equal d,.

Let P c [0, 1]E denote the resulting polytope. Since flow constraints are totally unimodular,
P has integral 0/1-vertices. We will let V(P) denote the set of vertices of P. We will generally
use the letter f to denote an individual element of V(P) (think “flow”; unfortunately, v is already
reserved for vertices of (G). Some natural examples of flow-based polytopes:

e Circulations: Let F = Ey = {(u,v);u € [n],v € [n],u # v} (all non-loops) and d, = 0 for
all v € [n]. The resulting polytope is the circulation polytope. Vertices of this polytope
correspond to circulations: directed graphs where each vertex has equal in-degree and out-
degree.

e Bipartite Perfect Matchings: Let n =2m. Let E = {(u,v + m);u € [m],v € [m]} and

_{1 if1<u<m

YUl ifma+l<u<2m.

The resulting polytope is the perfect matching polytope (alternately known as the Birkhoff-
von Neumann polytope). Vertices of this polytope correspond to perfect matchings in the
bipartite graph G.

e Flows in a DAG. Let E = {(u,v);u € [n],v € [n],u <v} (edges from a smaller labeled vertex
to a larger labeled vertex). Fix an integer k > 0, and let

k ifu=1
dy=3-k ifu=n
0 ifl<u<n.

The resulting polytope is the k-flow polytope. Vertices of this polytope correspond to
unions of k£ edge-disjoint paths between 1 and n.

2.5 The Circulation Polytope

The circulation polytope mentioned above will end up being particularly important in the analysis
that follows, so we will give it a special name — Circ — and discuss it a little further here.

The circulation polytope Circ is the n(n — 1)-dimensional polytope in variables z. (where e €
{(u,v);u €[n],ve[n],u+v}) with constraints z. € [0,1] and (for all v € [n])

me' - inv = 0 (2)

1#+v 1#+v
Sometimes we will want to consider just the hyperplane defined by (2) above (without inter-
secting it with the hypercube [0,1]%0). We will call this hyperplane Circ (note that Circ can also
be thought of as the affine span of Circ). Similarly, we will let P denote the set of points satisfying
just equation (1) (i.e., the affine span of P). Note that all flow-based polytopes are “parallel” to
the circulation polytope in the following sense.

Lemma 4. Let P be a flow-based polytope, and let x,z' be points in P. Then x —z' € Circ.!

!Technically & — ' and Circ lie in different spaces, but there is a natural embedding from [0,1]% into [0,1]%.



Proof. Since x and 2’ lie in P, it is true that: Y; z,;—Y; Ziy = dy, and Y; a1 .-z, = d,,. Subtracting
these two equations gives Y;(zy; —2.,) — X (®ip — x,) = 0, so z -z satisfies (2) and z -2 € Circ. O

3 Bernoulli Factory Construction

We now analyze Algorithm 1 and show that it samples a vertex f of P such that each edge e is
included in the flow with probability p. as stated in Theorem 1. Our proof will be algebraic and
based on the structure of certain Bernstein polynomials. Before defining them, we recall a few
definitions from the introduction:

e A directed tree is a collection of n—1 edges that form a tree when viewed as undirected edges.
The set T (F) is the set of all directed trees with edges in E. We omit F when clear from the
context.

o If for a given directed tree T' € T there is a vertex r such that there is a walk in 7" from ¢ to r
for every node i, we say that 1" is an arborescence rooted at r. The set Arb, is the set of all
arborescences rooted at r.

e Given a vertex f of P and an edge e € E/, we define Flips(e) = e if f. = 0 and Flip;(e) = & (the
reverse of e) if f. = 1. For a directed tree T we define Flip;(T") = {Flip;(e);e € T'}.

Now define the following polynomials for each vertex f of P and root vertex r € [n].

Pj,(z) = (ngeu—:ge)lfe)- D (H:U;feu—xe)fe) . (3)

ecE T|Flip;(T)eArb, \eeT'

Observe that Algorithm 1 samples each f with probability proportionally to Pf1(p1,:pn)-
Since those are Bernstein polynomials, we can obtain an equivalent sampling procedure by plugging
this polynomial in Lemma 2. To show that each edge is sampled with the correct probabilities, it
is enough to check the conditions in Lemma 2.

Theorem 3. Let P be a flow-like polytope defined over a set of edges E that are connected when
viewed as undirected edges and P n(0,1)" # @ and let V be the set of its vertices. The polynomials
Py () defined in equation (3) for each f €V and root r € [n] have the property that

Z (f-x)Psr(x) =0,V eP (4)
feV
> Ppr(x)>0,YzePn(0,1)" (5)
feV

Theorem 1 is therefore a direct consequence of Theorem 3. The remainder of the paper will be
dedicated to proving Theorem 3. Later in Section 3.4 we discuss the conditions in Theorem 3 and
how they can be relaxed.



3.1 Root independence

The first main observation is the remarkable fact that the values of the polynomials Py, (x) for
points x € P do not actually depend on the choice of the root r. More formally:

Lemma 5 (Root Independence Lemma). Let P be a flow-like polytope P and Py ,(x) be the poly-
nomials defined as in equation (3) for each vertex f. Then given two distinct roots r,s € [n], then
it holds that Py ,(x) = Py s(x) for all x € P.

To prove the Root Independence Lemma, we will first define an auxiliary polynomial SArb,
over the affine span of the circulation polytope. For each root r € [n] we define the function
SArb, : Circ > R as

SArb,.(z) = > ] ..

AeArb, ecA

Now, we show that as a consequence of the Matrix-Tree theorem, the value of SArb is indepen-
dent of the choice of the root r:

Lemma 6. Let z € Circ, and 7,7 € [n]. Then SArb;(x) = SArb;(z).

Proof. Consider the n-by-n matrix M where L;; = —x;; for i # j, and

£ii = E:Eij = leﬂ

NE) J#

The second equality holds since x € Circ. Note that £ is a Laplacian matrix as define in Section
2.3. Also note that £ is a ZLS matrix since every row and column have zero sum. Let £ be the
matrix obtained by removing the i-th row and i-th column from £. Note

SArb;(z) = det[£D] = det[£D)] = SArb; (x)

where the first and last equality follows from the Matrix-Tree Theorem (Theorem 2) and the second
equality follows from Theorem 3 and the fact that £ is ZLS. O

Since SArb;(z) is independent of i, we will omit i and write SArb(z) to indicate the value of
SArb;(x) for any 4.

The second ingredient for the proof of Lemma 5 will be a linear transformation mapping a
flow-like polytope P to Circ. Given a vertex f of P we will define the map My : RE > RP as
follows:

My(x)e =ze(1 - fo) + (1 -ze)fe.

The motivation for this particular map will become evident in the proof of Lemma 5. Before
we get there, we show the following lemma:

Lemma 7. Let x be a point in P and f be a vertex of P. Then M(x) € Circ.

Proof. We must show (for each v € [n]) that
ZMf(x)vi - ZMf(x)iv =0.

9



Expanding My (x), this is equivalent to showing

Z (xvi(l - fm) + (1 - xiv)fiv) - Z (xiv(l - fw) + (1 - xvi)fvi) =0.

)

This is true since we can further simplify the LHS of the above expression as follows:

Z (ﬂjm(l - fm) + (1 - xiv)fiv) - Z (xzv(l - fw) + (1 - xvi)fm’)

i(%i(l = foi) = (L= 2i) foi) = 32 (@iw (1 = fio) = (1 = 2iw) fiw)
Z::(xvi—fm)—zi:(xw—fw) Z

; (Tvi = Tiw) = 22: (foi = fiv)

dy —dy =0.

We are now ready to prove the main lemma:

Proof of Lemma 5. To do this, instead of expressing Py ,(x) as a sum over directed trees, we will
find it more convenient to sum over all arborescences in Arb,.. For each arborescence A € Arb, and
vertex f of P, consider the set Flip}l(A) of directed trees which get sent to A under Flip;. By
doing this, we can rewrite (3) in the form:

Pf<x>:(nx£e<1—xe>1fe)-(z > (nx;feu—xe)fe)).
ecE AEArbrTeFlip}l(A) eeT

Let us now consider the structure of Flip]_cl(A). Since Flip;(T") acts independently on each edge
of T, FIip}l(A) is the Cartesian product of FIip}l(e) for all e € A. In particular, we can further
rewrite:

Py, (z) = (H ale(1- xe)lf‘i) : ( > 11 ( > a:iffe'(l —xef)fe’)).
ceE AcArb, e \ ereFlip;! (A)

We now categorize the possibilities for FIip}l(e):

o If fo =0 and fz=0, then FIip]_cl(e) = {e}.

o If fo =0 and fz =1, then Flip;'(e) = {e,e}.

o If fo=1and fz=0, then Flip;'(¢) = @.

o If fo=1and fz=1, then FIip]_cl(e) = {e}.

10



A direct consequence of this categorization is that the following identity holds:

> a1 ae) = w1 f) + (- 20) (6)

e’eFlip;' (e)

The RHS is exactly the e-th component of M¢(x), which allows us to re-write:

Py (x) = (1‘[ zle(1 —xe)lfe) ( > T1 Mf(a:)e) = (1‘[ zle(1 —xe)lfe) -SArb,. (M ().

eeF AeArb, ecA eeF

By Lemma 7, we know that My (x) E_CTC and by Lemma 6 we know that SArb is independent
of the choice of the root for points in Circ. Taken together, those facts conclude the proof of the

lemma.
O

3.2 Condition (4)

Now that we have established that the value of Py, (x) for x € P doesn’t depend on the choice of
root r, we will drop 7 from our notation and refer to these polynomials simply as Pr(x). We will
now establish condition (4) in Theorem 3. This condition is a vector equality, so it is enough to
show that each component is zero. We will fix a specific edge 1 = (s,t) € E, and let n = (s,t) and
show that the nth component of the above sum in condition (4) is 0. Splitting this sum into two
parts depending on the value of f,, note that it suffices to show that

Y (A-zy)Pp(z)= > z,P(z). (7)
JeVify=1 JeVi;fy=0

Using Lemma 5, we will write the left-hand side of (7) as (rooting our arborescences at t)

Z(l—xn)(nxge(l—xe)l_fe)' Z (Hxé_fe(l—xe)fe) )

fn=1 ecE T|Flips(T)eArby \ecT'

and the right-hand side of (7) as (rooting our arborescences at s)

Z azn(H :Ege(l—:ne)l*fe H:Eif‘i(l—:ne)fe) .

fn=0 ecE ) T|Flip;(T)eArb (eeT

Let us focus on the left-hand side momentarily. Note that if f, = 1 and Flip;(T") € Arb;, then
it is impossible for 1 to belong to T' (if n € T, then Flip;(T") would contain 7 = (¢,s), and no
arborescence rooted towards ¢ can contain the outgoing edge (t,s)). With this observation, we can
rewrite the left-hand side as:

[1 $£e(1‘$e)1_fe)'( [1 $e(1_$e))- (8)

Jn=1T|Flip;(T)eArb; (e€E\(TU{17}) eeTu{n}

By similar logic (if f, =0 and Flip;(T’) € Arbg, then 7 cannot belong to T'), we can also rewrite
the right-hand side as:
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H xéce(l_xe)lfe)'( H xe(l_xe))' (9)

Jn=0T|Flip;(T")eArbs (e€E\(TU{17}) eeTu{n}
We will exchange the order of summation in the above two equations. For a directed tree
T e T(E), let Fs(T) < V(P) be the set of vertices f of P such that Flips(T) € Arb, and f,, = 0.
Similarly, let F¢(7") € V(P) be the set of vertices f of P such that Flip;(7) € Arb; and f,, = 1. We
can now write expression (8) as

H xge(l_xe)lfe)'( H xe(l_xe))' (10)

TeT(E) feF(T) (eeE\(TU{n}) ecTu{n}

and expression (9) as

> oo ( [T =la —xe)lfe) ( [T =z -:,;e)). (11)
TeT(E) feFs(T) \ecEx(Tu{n}) eeTu{n}
We will now show there exists a bijection between the monomials appearing in (10) and (11)
and therefore

H l’gﬁ(l—gje)lffe - Z H l,ge(l_l,e)l—fe‘

feFs(T) eesEN(Tu{n}) feFi(T) eeEX(Tu{n})
concluding the proof. This bijection is established in the following lemma:

Lemma 8. There exists a bijection m between Fs(T) and Fi(T) with the following property: if
7(f®)) = fO then fes) = £ forallee E~ (T u{n}).

Proof. We will show that there is an element g € Circ such that 7(f) = f +¢ is such a bijection with
the above property.

First, note that given any directed tree T' € T and a vertex v € [n], there is a unique way to
reorient the edges of T' so that it lies in Arb,, (in particular, all edges must be oriented towards v).
Therefore there exists a unique arborescence As € Arbs such that if Flip;(T) € Arbs (for any f), then
FIipf(T) = A;. Similarly, there exists a unique arborescence A; € Arb; such that if FIipf(T) € Arby,
then Flips(T) = A;.

We now construct g as follows. Set g, = 1. Now, let C* =T n (As \ A;) be the set of edges in
T that belong to Ag but not to A;. Similarly, let C~ =T n (A; \ Ag) be the set of edges in T that
belong to A; but not to As. For each edge e € C*, set g. = 1, and for each edge e € C™, set g, = —1.
See Figure 2 for an example.

Showing f+g¢€ {0,1}*. To prove that such a g works, fix an f € F,(T) and let f' = w(f) = f+g.
We will first show that f’ € {0,1}¥. Since f € {0,1}¥, it suffices to show that for all edges e where
ge = 1, that f. =0, and for all edges e where g, = -1, that f. =-1.

Edges e € C* belong to both T" and Ag. If f. =1, then e would be flipped in (and not belong to)
Flip£(T'), so there is no way this could equal Ay (contradicting the fact that f e F(7')). It follows
that fo =0 for e e C* (where g, = 1). Similarly, edges e € C~ belong to T but do not belong to As.
If fo =0, then e would not be flipped in (and thus belong to) Flips(T’), so again there is no way
this could equal A. It follows that f. =1 for e € C~ (where g. = —1). Finally, by the definition of
Fs(T), fr=0 (so g, =1 is fine).

12



S: :t S: :t S: :t Se +> 1
+
T As At L g ®

Figure 2: A directed tree T and its corresponding arborescences A; and A; that can be obtained
by flipping edges so that all edges are oriented towards one of them. From T, A; and A; we can
construct g which is a collection of edges, some with +1 weight (in blue) and some with —1 weight

(in red).
s < 3 o@t
>'f///o oz f+yg .

Figure 3: For P = Circ, we have a flow f such that Flips(T") = A for T" and Ay as in Figure 2.
When we sum f + g we obtain a flow such that Flips, (T) = A;.

S

Showing f + g € P. We have now shown f’ € {0,1}¥. To show that f’ is in fact a vertex of P,
it suffices to show that g € Circ (and therefore that f + g lies on the hyperplane (1) defining P).
To show that g € Circ, we will write ¢ as a linear combination of indicators of directed cycles. Let
C=nuC*tuC- (where C~ = {g;e € C"}) — we claim C is a directed cycle. In particular, we claim
that C' is the directed cycle formed by 1 and the directed path from ¢ to s along the edges in T
(when viewed as an undirected tree).

To see this, note that Ag \ A; consists exactly of the directed path from ¢ to s, and A; \ Ag
consists exactly of the directed path from s to t. C* therefore contains the edges in T that are
oriented towards s on the directed path from ¢ to s, and C~ contains the edges in T that oriented
towards ¢ on the directed path from s to ¢ (and when reversed, form the missing edges on the
directed path from ¢ to s).

Now, let ¢ € Circ be the indicator of the directed cycle C, and given an edge e, let v(e) be the
indicator of the two edge directed cycle {e,€}. We then have that

g=c— . ve),

eeC—

and therefore g e Circ.

Showing f +ge F(T). We next argue that Flip;(T") = A;. Note that for all edges e € Agn Ay,
fl=fe, soif Flipf(T') contains e, then Flipf,(T) also contains e. On the other hand, for each edge
e€Ag A Ay, either ee Tor €eT. If e € T, then (since g. # 0) f. # f;, so Flips(T") and Flip;(T)
will contain different orientations of e. Since Flip;(7") contains the orientation of e belonging to
As, Flipp(T') contains the orientation of e belonging to A;. The same argument works if € € T,
replacing e with € in the preceding sentence.

Since f’ € V(P), Flips(T) = Ay, and f; =1, it follows that f' e (7). We can see that 7 is a
bijection with inverse given by 771(f’) = f' - g (a symmetric argument to that given above shows

13



that this maps any f’ € F(T) to an element of F5(7")). Finally, note that since the support of g
is contained in Tu{n}, f and f’ agree on all edges not in T'U {n}, so the additional restriction on
the bijection is true. O

3.3 Condition (5)

One issue that could occur with the above method is that we may obtain a collection of polynomials
Py (x) which satisfy (4) but all equal 0. This is prevented by condition (5) in Theorem 3 which
requires the polynomials to be a non-trivial solution.

Lemma 9. Let P be a flow-based polytope where the set of variable edges E is connected and
Pn(0,1)" #@. Then there exists a flow f € V(P) and a directed tree T € T (E) such that Flips(T)
is an arborescence (rooted at some node r € [n]).

Note that by the construction of Ps(x) in (3), Lemma 9 implies Py(x) > 0 for any z € Pn(0,1)",
and therefore that a Bernoulli race run over the P;(x) will terminate in finite time. An interesting
consequence of Equation (3) and the fact that it is invariant to the choice of root is that it does not
matter which vertex the arborescence Flip f(T ) is rooted at (that is, for every root r, there exists
an arborescence rooted at r of the form Flip,(7')).

To prove Lemma 9, we will need to make use of the following two lemmas. The first characterizes
directed graphs where there exists an arborescence rooted at every node.

Lemma 10. A directed graph has an arborescence rooted at every node iff it is strongly connected.

Proof. If the directed graph has an arborescence A, rooted at each node r € [n], you can always
get from any node i to any node j by following the path from 4 to j in A,.

If the directed graph is strongly connected, to get an arborescence rooted at r, choose a spanning
arborescence of the union of all paths from nodes i € [n] to r. O

The second lemma gives an alternate requirement for a directed graph to be strongly connected
in terms of circulations of the graph.

Lemma 11. Assume a directed graph G has the property that every edge belongs to some circulation
only using edges of G and that the edges of G form a connected graph when undirected. Then G is
strongly connected.

Proof. We will show there is a directed path from s to t for any s,t € [n]. Since G is connected,
consider the undirected path P of edges from s to ¢t. For each edge e in the path P:

1. if e is directed towards t, then follow the edge e.

2. if e is directed towards s, then look at the circulation C' that e belongs to. C' can be decom-
posed into a set of edge-disjoint cycles, one of which contains e. We start at the target of e
and follow this cycle until we get to the source of e (this has the net effect of following the
reversal of e).

This sequence of edges allows us to reach ¢ from s, as desired. [l
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Note that Lemmas 10 and 11 directly imply Lemma 9 in the case where demands are all zero
(i.e., P is a polytope of circulations). In particular, the condition P n (0,1)" # @ implies that each
edge belongs to at least one circulation (since for a point z € P n (0,1)", each edge has a positive
probability of being selected by a valid factory), so by Lemma 11 the set of variable edges is strongly
connected, and therefore by Lemma 10 the set of variable edges E contains an arborescence rooted
at every node. But since the empty flow (where x, = 0 for all e € E) is a circulation in P, this
implies Lemma 9.

We will show a generalization of this approach can be used to prove Lemma 9.

Proof of Lemma 9. Fix any specific flow f € V(P), and let £’ = Flip;(£). We will show that if an
edge e € E appears in some flow f’ € V(P), then the edge e’ = Flip;(e) appears in some circulation
using the edges in E’. From this it will follow from the two above lemmas that E’ contains an
arborescence rooted at every node (and hence there exists a tree T' € T(E) such that Flips(T) is
an arborescence.

Let f’ be a flow in V(P). We will construct a circulation ¢ using edges in E’ as follows. Start
by constructing the vector ¢ = f/ — f € [-1,1]"YF"; note that ¢ € Circ (e.g. by Lemma 7). Next,
we will transform ¢ to be supported only on the edge set E’ by doing the following: for any edge
e € E where ¢, = -1, add 1 to both ¢, and ¢z (note that if ¢, = —1, then e € f, so € belongs to E').
This maintains the property that c € Circ, but now ¢ ¢ [0, Q]E’. Finally, this means that ¢’ = ¢/2 is
a proper element of Circ and is supported only on the elements of E’. As a consequence of this, for
any e € E' where ¢ > 0, there exists a circulation in E’ containing the directed edge e.

Now, consider any edge e € E'. If e ¢ f (and thus e € F), then if we can find a flow f’ such that
e € f', it will be the case that ¢, >0 and thus that there exists a circulation in E’ using the edge e.
On the other hand, if e € f, then since e is also in E’, we must also have € € E. Then, if we can find
a flow f’ such that € ¢ f', it will be the case that ¢, > 0, and thus that there exists a circulation
in E’ using the edge e. But note that since P n (0,1)" is non-empty, for any edge e € E we can
find both a flow using e and a flow not using e (since a factory for an z € P n (0,1)" must have a
positive probability of outputting both types of flows). It follows that for each edge in E’, there is a
circulation using edges in E’ containing that edge. Since E and E’ share the same undirected edge
set, I’ is also connected as a set of undirected edges, so by Lemma 11 E’ is strongly connected,
and by Lemma 10, E’ has an arborescence rooted at every node. For any such arborescence A,
FIip}l(A) is a directed tree using edges in F satisfying the conditions of this theorem. O

3.4 Relaxing the Conditions in Theorem 1

Theorem 1 has a few restrictions that avoid some subtle issues that could otherwise occur. Here
we discuss them in more detail:

Coins have p. € (0,1). We assume that no coin is deterministically zero or one. Note that while
our polynomials are guaranteed to be strictly positive for p € (0,1)™ they will vanish at certain points
in the boundary. This issue is unavoidable even for the simple problem of sampling a k-subset,
which can be viewed as the problem of sampling a k-flow in a graph with only two nodes (source and
sink) and n parallel edges. For k-subset, Niazadeh et al. (2021) shows that there exists no Bernoulli
factories based on Bernstein polynomials (and more generally no exponentially-converging factories)
that extend to the boundary of the hypercube. We also note that the assumption that the coins
have biases strictly in (0, 1) is common in the Bernoulli factory literature and is made in the original
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paper of Keane and O’Brien (1994) as well all most recent papers such as Mossel et al. (2005) and
Nacu and Peres (2005).

Non-empty interior. For simplicity we assume that P n (0,1)" # @, but this condition can be
easily relaxed. If P is contained in a face of [0,1]" and some of the variables z. are identically 0
or 1 in all of P. In this case, instead of constructing a Bernoulli factory for P, we can construct
a Bernoulli factory for a lower-dimensional flow-based polytope P’ formed by eliminating these
variables and adjusting demands.

Disconnected edge set. If the edge set E is disconnected there are no directed trees that only
use the edges in E, so the polynomials in equation (3) must always evaluate to zero. But in this
case, we can decompose F into its connected components, construct a factory for the flow-based
polytope induced by each of these connected components, and sample from all these subfactories
to generate one sample for the original flow-based polytope.

Efficiently sampling a directed tree. Actually executing Algorithm 1 requires one to (for
some fixed flow f) uniformly sample a directed tree 7" with edges in E such that Flip;(T") € Arby.
We describe here why this is possible to do in polynomial time. In brief, this follows from the
fact that it is possible to count such trees via the Matrix-Tree Theorem. In more detail, note that
sampling such a tree T' is equivalent to sampling an arborescence rooted at 1 in the multigraph
E' = FIip}l(E). But it is possible to count the number of arborescences rooted at a specific node
by the Matrix-Tree Theorem (Theorem 2); moreover, this problem is self-reducible (i.e., we can
count the number of arborescences that use a specific subset of edges by contracting these edges),
and therefore it is also possible to uniformly sample such an arborescence. Alternatively, one can
directly use a procedure such as that in Anari et al. (2021).
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A  Proof of Lemma 1

Lemma 1 is proved in Section 2 of Niazadeh et al. (2021), but we provide a full proof here for
completeness. We first two simple auxiliary lemmas.

Lemma 12. Let M (z) = [1; 25" (1 - x;)% be a Bernstein monomial with non-negative integer coef-

ficients a;,b;. Then given access to coins with biases x1,---,x, we can sample from a coin with bias

Proof. Flip the x;-coin a; +b; times. If for every coin 7 the first a; coin flips are 1 and the remaining
coin flips are 0, then we output 1. Otherwise we output 0. The probability we output 1 is
[T 28 (1 - 2;)% = M(x). O

Lemma 13. Let P(x) = ¥;¢;M;(x) be a Bernstein polynomial where ¢; > 0 are real coefficients
such that ¥;¢; <1 and M;(x) are Bernstein monomials as in Lemma 12. Then given access to
coins with biases x1,-+,x, we can sample from a coin with bias P(x).

Proof. If the sum of coefficients is less than 1, pretend there exists an extra index @ with weight
cg =1-3;c¢. Now, use external randomness to sample an index with probabilty ¢;. If we sample
@, return 0. Otherwise, we use Lemma 12 to sample from a coin with bias M;(x). The probability
we sample 1 is Y; ¢; M;(x) = P(x). O

Proof of Lemma 1. We apply the technique known as the Bernoulli race of Dughmi et al. (2017)
in conjunction with Lemma 13. Before we describe it, observe that we can re-scale all polynomials
such that the sum of coefficients in each of them is at most 1 since the ratio P,(z)/ Y, Py(x)
doesn’t change by re-scaling.

We sample an index v € V' uniformly at random using external randomness. The we use the
procedure in Lemma 13. Then flip a coin of bias P,(x). If the coin is 1, we output v. Otherwise we
re-try with another v chosen uniformly at random. It is simple to see that we choose each v with
probability proportional to P,(x)/|V|. Since this procedure outputs almost surely the probability
we choose each index is P,(z)/ Y, Py (x) as desired. O
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