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Abstract

We present a computational method for studying transverse homoclinic orbits for periodic solu-
tions of delay differential equations, a phenomenon that we refer to as the Poincaré scenario. The
strategy is geometric in nature, and consists of viewing the connection as the zero of a nonlinear
map, such that the invertibility of its Fréchet derivative implies the transversality of the intersection.
The map is defined by a projected boundary value problem (BVP), with boundary conditions in the
(finite dimensional) unstable and (infinite dimensional) stable manifolds of the periodic orbit. The
parameterization method is used to compute the unstable manifold and the BVP is solved using
a discrete time dynamical system approach (defined via the method of steps) and Chebyshev series
expansions. We illustrate this technique by computing transverse homoclinic orbits in the cubic Ikeda
and Mackey-Glass systems.

Key words. Delay differential equations, Homoclinic tangle, Transverse homoclinic orbits, Periodic orbits,

Smale’s horseshoe, Symbolic dynamics, Poincaré scenario

1 Introduction

A delay differential equation (DDE) relates the rate of change of a function with its state at present and
past times. They are used, for example, to model networks with communication lags between subsystems,
and particle systems where disturbances propagate with finite speed. The delay gives a DDE a kind of
memory, and leads to the notion of an infinite dimensional dynamical system. Thanks to this high
dimensionality, even a scalar DDE can exhibit diverse and complex dynamics. We refer the interested
reader to the books [11, 16, 18] on the subject of DDEs.

A notable example is the delayed-feedback model for the concentration of blood cells introduced in
1977 by Mackey and Glass [36]

d

dt
w(t) = −aw(t) + b

w(t− τ)

1 + w(t− τ)ρ
, t ≥ 0. (1)

Here τ > 0 is the constant delay and a, b, ρ ∈ R are physiological parameters. The authors introduce the
notion of dynamical disease, where pathological behaviors are produced by control systems after variation
of the physiological parameters. Since qualitative changes in the dynamics characterize the onset of
symptoms, this notion ties dynamical bifurcation theory to disease pathology. More sophisticated models
of hematopoiesis, extending this concept, are found in the works of [37, 41, 43].

In addition to its impact on pathology, Equation (1), nowadays known as the Mackey-Glass equation,
is famous for its rich dynamics. Indeed, the Mackey-Glass equation has become a flagship example
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(a) Mackey-Glass equation. (b) Cubic Ikeda equation.

Figure 1: Numerical simulations providing evidence for the existence of chaotic attractors in some simple
DDEs.

of chaos in infinite dimensions. In the original article [36], Mackey and Glass numerically followed a
sequence of period doubling bifurcations by increasing the delay τ , which led to the onset of chaotic
behavior. Figure 1a shows numerical simulation results for Equation (1) which suggest the existence of a
chaotic attractor. Further investigations were conducted by Farmer, Mensour and Longtin to compute the
Lyapunov exponents, Lyapunov dimension and power spectra [12, 38]. The interested reader is referred
to [19, 24, 26, 32, 41] and references therein for more information.

In the present work we consider a geometric mechanism which gives rise to chaotic behavior. The
picture goes back to Poincaré’s groundbreaking work on the three-body problem, where he showed that
homoclinic orbits associated with periodic solutions lead to extremely rich dynamics [40]. More precisely,
when the unstable manifold bends back and returns to a neighborhood of the periodic orbit, it can
intersect the stable manifold transversely; a phenomenon we refer to as the Poincaré scenario. Poincaré
famously complained that the resulting picture was difficult to draw. In modern language, the transverse
intersection implies the existence of chaotic motions (symbolic dynamics) via Smale’s Tangle Theorem
[42]. While a number of authors have shown existence of chaotic dynamics for DDEs (e.g. see [17, 19,
28, 29, 30, 31, 47] and the references therein), a rigorous proof of chaos in the Mackey-Glass equation
remains an important conjecture in the field (see [48] for a more thorough discussion of this conjecture).

The aim of this article is to present a numerical method for studying the Poincaré scenario (transverse
homoclinic orbits) in DDEs of the form

d

dt
w(t) = g(w(t), wt(−τ)), t ≥ 0, (2)

where τ > 0 is the delay, wt(s)
def
= w(t+ s), for all s ∈ [−τ, 0], and g : R× R → R is assumed to only be

comprised of elementary nonlinearities (i.e. exponential, logarithmic, algebraic functions and composi-
tions thereof). Our strategy consists of rephrasing the intersection of the stable and unstable manifolds as
an isolated zero of a nonlinear map. This choice is motivated by current techniques for computer-assisted
proofs, where zeros of infinite dimensional maps are proven to exist via contraction mapping arguments
applied to appropriate fixed-point operators. The reader will recognize here a Newton-Kantorovich type
argument, and may refer to some related works [9, 20, 33, 34, 46].

An important feature of the proposed framework is that we do not exploit any numerical integration
schemes for advecting the flow generated by the DDE. Instead, we are careful to express the problem in
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a form so that, after truncation, we are left to solve large systems of polynomial equations; in particular,
we formulate the method of steps (e.g. see [10]) as a C1 Chebyshev integrator (see [34]) which amounts
to solving polynomial equations. While we do not give any computer-assisted proofs in the present work,
the article has the ulterior motive of paving the way for future mathematically rigorous studies of chaos
for DDEs. In particular, we are convinced that the present research provides a sufficient framework for
proving the existence of symbolic dynamics in the Mackey-Glass equation.

1.1 Framework

We begin by noting that for any DDE (2) there exists an auxiliary polynomial DDE of the form

d

dt
u(t) = f(u(t), ut(−τ)), t ≥ 0, (3)

where τ > 0 is the delay, ut(s)
def
= u(t + s), for all s ∈ [−τ, 0], and f : Rn × Rn → Rn is a polynomial.

Indeed, if the right-hand-side of the DDE (2) is polynomial, then the DDEs (2) and (3) are identical with
u = w, f = g and n = 1. Otherwise, we introduce new coordinates vt = ((v1)t, . . . , (vd)t) in place of
an appropriate set of elementary nonlinear functions φ(wt) (cf. Theorem 2.2 in [20]). Then, u = (w, v)
satisfies a DDE of the form (3) with n = 1 + d and

f(u(t), ut(τ)) =

(
g(1)(u(t), ut(−τ))
g(2)(u(t), ut(−τ))

)
, (4)

where g(1), g(2) are polynomials, with range in R,Rd respectively, such that

g(1)(u(t), ut(−τ)) = g(w(t), wt(−τ)) and g(2)(u(t), ut(−τ)) = [Dφ(wt)
d

dt
wt](0),

whenever vt = φ(wt). In fact, for initial conditions satisfying v0 = φ(w0), it follows that w(t) is a solution
of the DDE (2).

The idea of enlarging the dimension of the original system to a larger polynomial system is variously
referred to as automatic differentiation, polynomial embedding, or quadratic recast (e.g. see [2, 6, 15, 20,
25, 27, 35]).

Remark 1.1. The reader may be surprised by our insistence on working with a polynomial DDE (3).
Certainly, for numerical computations, which is the scope of this article, this may seem like an awkward
annoyance as it is entirely possible to directly use the DDE (2) with elementary nonlinearities; the results
of this article will follow straightforwardly, albeit handling Chebyshev and Taylor expansions of elementary
nonlinearities. On the other hand, generating the polynomial DDE (3) is easily done (e.g. see [20]) and
is not an innocent decision. From a numerical perspective, multiplication is a natural operation for
Chebyshev series expansions: their interpretation as cosine series facilitates multiplication via discrete
convolutions. From a theoretical perspective, the Banach algebra structure enjoyed by Chebyshev series
is most easily exploited in computer-assisted proofs when the nonlinearities are polynomial. The reader
will see in our strategy a flexible numerical technique for which computer-assisted proofs techniques can
be applied as easily as possible.

Example 1 (Cubic Ikeda equation). The Ikeda equation

d

dt
w(t) = sin(w(t− τ))

was introduced in [24]. This simple DDE also displays a chaotic attractor and is often found as a sister
equation to the Mackey-Glass equation (1) in the literature. In the present article, we will not consider the
full sine nonlinearity. Indeed, it has been thoroughly explored and we rather emphasize the Mackey-Glass
equation. In [44], Sprott discusses how a low-order rescaled Taylor expansion of the sine nonlinearity
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can be considered while still retaining complex dynamics; the resulting DDE is the so-called cubic Ikeda
equation given by

d

dt
w(t) = wt(−τ)− wt(−τ)3. (5)

We will use this cubic scalar DDE as an illustrative and intuitive template to guide the reader through
the forthcoming complex notions of the article; its (numerically) chaotic attractor is shown on Figure 1b.
Then, u = w satisfies the DDE of the form (3) with n = 1 and

f(u(t), ut(−τ)) = ut(−τ)− ut(−τ)3. (6)

Example 2 (Mackey-Glass equation). Consider the Mackey-Glass equation (1). We define φ1(wt)
def
=

wt(1+wρ
t )

−1, φ2(wt)
def
= wρ−2

t and φ3(wt)
def
= w−1

t . Then, u = (w, v1, v2, v3) satisfies the DDE of the form
(3) with n = 1 + d = 4 and

f(u(t), ut(τ)) =


− aw(t) + b · (v1)t(−τ)

v1(t)(v3(t)− ρv1(t)v2(t))
(
− aw(t) + b · (v1)t(−τ)

)
(ρ− 2)v2(t)v3(t)

(
− aw(t) + b · (v1)t(−τ)

)
−v3(t)2

(
− aw(t) + b · (v1)t(−τ)

)
 . (7)

A similar polynomial system for the Mackey-Glass equation was first presented in [46] where the authors
prove the existence of periodic orbits in DDEs. Their method is based on Fourier series expansions
for which the resulting Banach algebra structure is, again, most easily exploited with polynomial non-
linearities. Incidentally, note that, in the process, the equilibrium 0 of the Mackey-Glass equation (1)
has become a singular point. This should bear no impact in the present context since the numerically
observed chaotic dynamics remain bounded away from 0.

Now, since f is locally Lipschitz, there exists t∗ > 0 such that, for all t ∈ [0, t∗), the solution operator
of the DDE (3) is a strongly continuous semi-flow St : C([−τ, 0],Rn) → C([−τ, 0],Rn) defined by

[St(ϕ)](s)
def
=

ϕ(0) +
∫ t+s

0

f([St′(ϕ)](0), [St′(ϕ)](−τ)) dt′, t+ s > 0,

ϕ(t+ s), t+ s ≤ 0,

for all s ∈ [−τ, 0]. Following the strategy presented in [34], the solution operator induces a discrete
dynamical system (DDS) by considering the time-τ map representing the forward integration of fixed
step-size τ , namely {

ϕ 7→ F(ϕ),

ϕ ∈ Cn,
(8)

where Cn def
=
{
ϕ ∈ C([−τ, 0],Rn) : St(ϕ) exists for all t ∈ [0, τ ]

}
and

[F(ϕ)](s)
def
= [Sτ (ϕ)](s) = ϕ(0) +

∫ s

−τ

f([F(ϕ)](s′), ϕ(s′)) ds′. (9)

Hence, F(ϕ), for a given ϕ ∈ Cn, is implicitly defined as the unique solution of

u(s) = [T (u, ϕ)](s), for all s ∈ [−τ, 0],

where

[T (u, ϕ)](s)
def
= ϕ(0) +

∫ s

−τ

f(u(s′), ϕ(s′)) ds′, for all s ∈ [−τ, 0]. (10)

The DDS (8) yields a discretization of the DDE (3) and corresponds to the formalism behind the
numerical scheme to solve DDEs known as the method of steps (e.g. see [10]). The following lemma
summarizes the correspondence between the solutions of the DDE (3) and the solutions of the DDS (8).

4



Lemma 1.2. Let τ > 0, m ∈ N, and ϕ ∈ C([−τ, 0],Rn). The following statements are equivalent:

1. t ∈ [0,mτ ] 7→ St(ϕ) is a solution of the DDE (3).

2. j ∈ {0, . . . ,m− 1} 7→ Fj(ϕ) is a solution of the DDS (8).

Proof. By construction, the existence of a solution t ∈ [0,mτ ] 7→ St(ϕ) of the DDE (3) is equivalent to
ϕ = S0(ϕ), Sτ (ϕ), . . . , S(m−1)τ (ϕ) ∈ Cn such that

Sjτ (ϕ) = Sτ (S(j−1)τ (ϕ)) = F(S(j−1)τ (ϕ)) = . . . = F j(ϕ), j = 0, . . . ,m− 1.

In other words, j ∈ {0, . . . ,m− 1} 7→ Fj(ϕ) is a solution of the DDS (8).

The essence of the method presented in this article is to pursue the transverse homoclinic orbit of a
mτ -periodic solution of the DDE (2) with the DDS (8), whose dynamics are given by a compact operator:
the time-τ map F .

1.2 Structure of the article

In Section 2, we present a zero-finding problem to compute periodic orbits of the DDE (2). In Section
3, we investigate the spectrum and eigenvectors. Then, in Section 4, we present the computation of the
unstable manifold. In Section 5, we combine all the ingredients to formulate a BVP as a zero-finding
problem yielding a transverse connecting orbit; the scheme guarantees the transversality through the
invertibility of the derivative of the map. We also illustrate the strategy in each section with the cubic
Ikeda equation. Lastly, in Section 6, we apply our method to compute a transverse homoclinic orbit for
the Mackey-Glass equation.

The code implementing the method presented in this article can be found at [22]. The code relies
on RadiiPolynomial [21], a library – written in Julia [1] – for computer-assisted proofs in dynamical
systems. We make no attempts to perform rigorous numerics in this article, yet the library provides
useful resources to easily implement the method presented in this article. Lastly, to visualize the data
we use Makie [8].

2 Computation of the periodic orbit

Let m ∈ N. A mτ -periodic orbit of (3) corresponds to a m-periodic orbit of (8); that is, a fixed-point of
the mapping ϕ 7→ Fm(ϕ) (F composed with itself m times). Since working directly with m compositions
of F is laborious, we prefer unrolling Fm at the cost of working with a DDS comprised of more equations.

Thus, we consider the following multiple shooting scheme for the DDS
ϕ 7→ F̊(ϕ)

def
=


F(ϕm)

F(ϕ1)
...

F(ϕm−1)

 ,

ϕ ∈ (Cn)m,

(11)

such that F̊(ϕ), for a given ϕ ∈ (Cn)m, is the unique solution of

[F̊(ϕ)](s) = [T̊ (F̊(ϕ), ϕ)](s), for all s ∈ [−τ, 0], (12)

where

T̊ (u, ϕ)
def
=


T (u1, ϕm)
T (u2, ϕ1)

...
T (um, ϕm−1)

 . (13)
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The following lemma summarizes the correspondence between periodic orbits of the DDE (3), periodic
orbits of the DDS (8) and fixed-points of the DDS (11).

Lemma 2.1. Let τ > 0, m ∈ N and ϕ ∈ C([−τ, 0],Rn). The following statements are equivalent:

1. t ∈ R/mτZ 7→ St(ϕ) is an mτ -periodic orbit of the DDE (3).

2. j ∈ Z/mZ 7→ Fj(ϕ) is an m-periodic orbit of the DDS (8).

3. (ϕ,F(ϕ), . . . ,Fm−1(ϕ)) is a fixed-point of the DDS (11).

Proof. The fact that Point 1 and Point 2 are equivalent follows immediately from Lemma 1.2. Moreover,
Point 2 means that ϕ,F(ϕ), . . . ,Fm−1(ϕ) ∈ Cn such that F(Fm−1(ϕ)) = ϕ. By construction, this is
equivalent to

F̊(ϕ,F(ϕ), . . . ,Fm−1(ϕ)) =


F(Fm−1(ϕ))

F(ϕ)
...

F(Fm−2(ϕ))

 =


ϕ

F(ϕ)
...

Fm−1(ϕ)

 .

Hence, Lemma 2.1 states that the computation of an mτ -periodic orbit of the DDE (3) amounts to
the computation of a fixed-point c = (c1, . . . , cm) ∈ (C([−τ, 0],Rn))m of the DDS (11); namely,

c1(s) = cm(0) +

∫ s

−τ

f(c1(s
′), cm(s′)) ds′,

cj(s) = cj−1(0) +

∫ s

−τ

f(cj(s
′), cj−1(s

′)) ds′, j = 2, . . . ,m,
for all s ∈ [−τ, 0]. (14)

Recall that the right-hand-side of the DDE (3) is polynomial, thereby guaranteeing that its periodic
solutions are analytic (e.g. see [39]). A practical basis for analytic functions on [−τ, 0] are the Chebyshev
polynomials of the first kind given by

Tα(t) = cos(α arccos(t)), α = 0, 1, 2, . . . and t ∈ [−1, 1]. (15)

Thus, we expand c1, . . . , cm as the Chebyshev series

cj(s(t)) = {cj}0 + 2
∑
α≥1

{cj}αTα(t), for all t ∈ [−1, 1], j = 1, . . . ,m,

where s(t)
def
= τ

2 (t−1) scales [−1, 1] to [−τ, 0]. The analyticity of c1, . . . , cm implies that there exists ν > 1
such that their sequence of Chebyshev coefficients belongs to

ℓ1ν
def
=

a ∈ CN∪{0} : |a|ℓ1ν
def
= |{a}0|+ 2

∑
α≥1

|{a}α|να <∞

 .

Remark 2.2. The reader may wonder why ℓ1ν is a sequence space over the complex field C and not the
real field R since we only care for real solutions of the DDE (2). For now, it suffices to say that this
slight generalization will allow us to handle the case of complex unstable eigenvalues.

The sequence space ℓ1ν is a Banach algebra with the discrete convolution product

a ∗ b def
=

∑
β∈Z

{a}|α−β|{b}|β|


α≥0

, for all a,b ∈ ℓ1ν , (16)

which corresponds to the natural convolution in Fourier space through (15). It follows that there is a
natural mapping, denoted with the same symbol, f : (ℓ1ν)

n× (ℓ1ν)
n → (ℓ1ν)

n defined by replacing products
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of Chebyshev series with the aforementioned convolution product ∗. There should be no confusion from
this abuse of notation since f denotes in both cases the same polynomial where the algebra depends
directly on the nature of its arguments.

Then, the system of equations (14) is equivalent to{
c1 = E(cm) + S( τ2f(c1, cm)),

cj = E(cj−1) + S( τ2f(cj , cj−1)), j = 2, . . . ,m,

where E,S : (ℓ1ν)
n → (ℓ1ν)

n represent the evaluation at 1 and the integral from −1 to s respectively.
Namely, for all a = (a1, . . . ,an) ∈ (ℓ1ν)

n and i = 1, . . . , n,

{(E(a))i}α
def
=

{ai}0 + 2
∑
β≥1

{ai}β , α = 0,

0, α ≥ 1,

(17a)

{(S(a))i}α
def
=


{ai}0 −

{ai}1
2

− 2
∑
β≥2

(−1)β{ai}β
β2 − 1

, α = 0,

{ai}α−1 − {ai}α+1

2α
, α ≥ 1.

(17b)

We now formalize our search for a periodic orbit of the DDE (2) as a zero-finding problem. There
are two cases to address: either the DDE (3) coincides exactly with (2), or (3) is an auxiliary polynomial
DDE of the original DDE (2).

To start with, suppose that the DDEs (2) and (3) are identical, so n = 1. Consider the mapping
F◦ : R× (ℓ1ν ∩ RN∪{0})m → R× (ℓ1ν ∩ RN∪{0})m defined by

F◦(τ, c)
def
=


{E(cm)}0 − δ

E(cm) + S( τ2f(c1, cm))− c1
E(c1) + S( τ2f(c2, c1))− c2

...
E(cm−1) + S( τ2f(cm, cm−1))− cm

 , (18)

where δ ∈ R is fixed. If F◦(τ, c) = 0 with τ > 0, then c1, . . . , cm are the sequences of Chebyshev
coefficients of anmτ -periodic orbit of the DDE (2). Observe that we impose {E(cm)}0−δ = 0 to quotient
out the temporal translation invariance of the periodic orbit which transpires in the DDS (11) as a 1-
parameter family of fixed-points. The specific choice of δ is determined from the numerical observations.
Additionally, this condition is compensated by solving for the value of the delay τ for which the period
is a multiple of the delay.

On the other hand, when the polynomial DDE (3) is in fact an auxiliary polynomial DDE (recall the
construction of f given in (4)) of the DDE (2) with elementary nonlinearities, a zero of the mapping
F◦ does not necessarily yield a periodic solution of (2). Indeed, one must append the extra conditions
v0 = φ(w0) for solutions of (3) to coincide with solutions of (2). According to Lemma 3.2 in [20], this
requirement can be compensated by introducing unfolding parameters. We note that there is a slight
limitation in the current statement of this lemma as the proxy variables η ∈ Rd cannot compensate the
equality v0 = φ(w0) set on the function space C([−τ, 0],Rd). Nevertheless, the proof of the lemma actually
proves the stronger and more useful result that it suffices to impose the equality v0(0) = [φ(w0)](0) on
Rd. We report this small modification of the result in the following lemma.

Lemma 2.3. Consider a DDE (2) with elementary nonlinearities and its auxiliary polynomial DDE (3),
where f has the form given in (4). Let η ∈ Rd and t ∈ R → ut = (wt, vt) ∈ C([−τ, 0],R1+d) be a periodic
solution of

d

dt
u(t) =

(
g(1)(u(t), ut(−τ))

g(2)(u(t), ut(−τ)) + η

)
.

If v(0) = [φ(w0)](0), then t ∈ R → wt is a periodic solution of (2); in other words, η = 0.

7



Proof. See the proof of Lemma 3.2 in [20].

For all (τ, η, c) ∈ R×Rd×((ℓ1ν)
1+d)m and cj = (c

(1)
j , c

(2)
j ) ∈ (ℓ1ν)

1+d such that c
(1)
j ∈ ℓ1ν , c

(2)
j ∈ (ℓ1ν)

d for

j = 1, . . . ,m, consider the mapping F◦,elem : R×Rd×((ℓ1ν∩RN∪{0})1+d)m → R×Rd×((ℓ1ν∩RN∪{0})1+d)m

defined by

F◦,elem(τ, η, c)
def
=



{E(cm)}0 −
(

δ
φ(δ)

)
E(cm) + S

(
τ
2f(c1, cm) +

(
0

ι(η))

))
− c1

E(c1) + S

(
τ
2f(c2, c1) +

(
0

ι(η))

))
− c2

...

E(cm−1) + S

(
τ
2f(cm, cm−1) +

(
0

ι(η))

))
− cm


, (19)

where φ(δ) is understood as [φ(κ)](0) where κ(s) = δ for all s ∈ [−τ, 0] and ι : Cd → (ℓ1ν)
d is the injection

{(ι(η))i}α
def
=

{
ηi, α = 0,

0, α ≥ 1,
i = 1, . . . , d, for all η ∈ Cd. (20)

According to Lemma 2.3, if F◦,elem(τ, η, c) = 0 with τ > 0, then η = 0 and c
(1)
1 , . . . , c

(1)
m are the sequences

of Chebyshev coefficients of an mτ -periodic orbit of the original DDE (2).

2.1 Numerical considerations

The role of the zero-finding problems F◦ (18) and F◦,elem (19) are to obtain the central object of our
Poincaré scenario: the periodic orbit whose unstable manifold intersect transversely its stable manifold.
From a practical point of view, only finitely many Chebyshev coefficients can be handled by a computer.
So, given an order N ∈ N ∪ {0}, we define the truncation operator πN : ℓ1ν → ℓ1ν by

{πNa}α
def
=

{
{a}α, α ≤ N,

0, α > N,
for all a ∈ ℓ1ν .

This operator extends in a natural fashion to C by acting as the identity and to cartesian products of C
and ℓ1ν by acting component-wise.

The general gist to implement the zero-finding problems F◦ and F◦,elem is to store the Chebyshev
coefficients as numerical vectors for which one defines the convolution product ∗ (16), the evaluation
operator E (17a) and the integration operator S (17b). We rely on the RadiiPolynomial library [21] to
handle this.

Then, an approximate zero of F◦ (resp. F◦,elem) is obtained by applying Newton’s method to the
finite dimensional problem πNF◦π

N (resp. πNF◦,elemπ
N ). To be explicit, having an initial guess

τ̄ > 0, c̄ ∈ πN (ℓ1ν ∩ RN∪{0})m (typically generated from the time series of a numerical integration of the
DDE (3)), one recursively applies the iterates(

τ̄
c̄

)
7→
(
τ̄
c̄

)
− (πNDF◦(τ̄ , c̄)π

N )−1πNF◦(τ̄ , c̄), (21)

and similarly for F◦,elem. Concerning the choice of the truncation order N , one typically adjusts it
depending on the available memory and the tolerance below which one deems the remaining terms
negligible; the latter is bound to the precision used for the computations, e.g. machine precision is of
order ∼ 10−16 in double precision.

Let us expand slightly on the memory consumption of the scheme. We work with truncated se-
quence spaces πN (ℓ1ν ∩ RN∪{0}) consisting of sequences with N + 1 non-trivial Chebyshev coefficients in
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R. Hence, formally, the mapping πNF◦π
N sends R1+m(N+1) into itself; similarly, πNF◦,elemπ

N sends
R1+d+m(1+d)(N+1) into itself. While we do not detail this, depending on the profile of the solution (how
large m and N are) one may want to exploit the structure of the Fréchet derivative DF◦ and DF◦,elem
as these block-wise operators have sparse matrix representations.

We conclude this section by detailing the computation of a mτ -periodic orbit in the numerically
observed chaotic attractor of the cubic Ikeda equation (5) (see also Figure 1b).

2.2 Example: periodic orbit for the cubic Ikeda equation

Consider the cubic Ikeda equation (5). We first fix a value for the delay τ within the numerically observed
chaotic window 1.538 ≲ τ ≲ 1.723 (e.g. see [44]). By a standard method of steps (using, for instance,
the Tsitouras 5/4 Runge-Kutta method), we sweep the chaotic attractor, looking for a periodic orbit.
Once an approximate periodic time series is identified, we perform a simple parameter continuation with
respect to the delay τ so as to have approximately a period mτ for some m ∈ N.

Next, we split into m pieces the time series of the periodic orbit and retrieve their Chebyshev series.
At this point, we have obtained an initial guess for Newton’s iterations (21). Precisely, for the cubic
Ikeda equation, f , given in (6), is polynomial and acts on the sequences of Chebyshev coefficients as

f(a,b) = b− b∗3 where b∗k def
= b ∗ · · · ∗ b︸ ︷︷ ︸

k times

. It follows that

F◦(τ, c) =


{E(cm)}0 − δ

E(cm) + S( τ2 (cm − c∗3m ))− c1
E(c1) + S( τ2 (c1 − c∗31 ))− c2

...
E(cm−1) + S( τ2 (cm−1 − c∗3m−1))− cm

 ,

where the phase δ is prescribed by the numerical data, and

DF◦(τ, c)

=
(
DτF◦(τ, c) Dc1

F◦(τ, c) Dc2
F◦(τ, c) . . . Dcm

F◦(τ, c)
)

=


0 0 0 · · · 0 E

S( 1
2
(cm − c∗3m )) −I 0 · · · 0 E+ S[ τ

2
(I− 3Mc∗2m

)]

S( 1
2
(c1 − c∗31 )) E+ S[ τ

2
(I− 3Mc∗21

)] −I 0

...
. . .

S( 1
2
(cm−1 − c∗3m−1)) 0 E+ S[ τ

2
(I− 3Mc∗2m−1

)] −I

,

where I is the identity on ℓ1ν and Ma : ℓ1ν → ℓ1ν is the multiplication operator of a given a ∈ ℓ1ν , specifically

Ma(b)
def
= a ∗ b for all b ∈ ℓ1ν . Observe that f(a,b) is independent of a, which has simplified a little the

expression for DF◦(τ, c).
In our case, we identified a time series of a mτ -periodic orbit with m = 8 and a phase δ = 0. We

choose the truncation order N = 30 for the Chebyshev series. Therefore, the Newton iterations are set
on R × πN (ℓ1ν ∩ RN∪{0})m ≃ R × Rm(N+1) ≃ R1+8×31 = R249. Performing Newton’s iterations yields
τ̄init ≈ 1.5649592985680902 and the sequences of Chebyshev coefficients c̄init = ((c̄init)1, . . . , (c̄init)m) ∈
πN (ℓ1ν ∩ RN∪{0})m. Figure 2 shows the approximate mτ -periodic orbit and the average of the sequences
Chebyshev coefficients.

3 Computation of the eigendecomposition

To describe the intersection of the invariant manifolds of a periodic orbit of the DDE (3) in the frame-
work of the discrete dynamics given by the time-τ map F , we begin by investigating the spectrum and
eigenspaces of the linearized problem.
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(a) (b)

Figure 2: (a) mτ -periodic orbit, with m = 8, for the cubic Ikeda equation. The dot corresponds to the
phase δ = 0 of the periodic orbit. (b) Average {m−1

∑m
j=1 |{(c̄init)j}α|}α≥0 of the sequences of Chebyshev

coefficients of the mτ -periodic orbit shown in (a).

The assumption that f is a polynomial guarantees that F is compact (e.g. see [16]). Its Fréchet
derivative inherits this property such that the spectrum of DF is comprised of eigenvalues accumulating
at 0. Similarly, F̊ and DF̊ are also compact. The following lemma relates the Floquet multipliers of
the DDE (3) with the ones of the DDSs (8) and (11). Note that it is important here that the discrete
dynamics are generated by the time-τ map of the flow of the DDE, and that these results would have to
be modified for more general Poincare sections.

Lemma 3.1. Let τ > 0, m ∈ N, ϕ ∈ C([−τ, 0],Rn), λ ∈ C and v ∈ C([−τ, 0],C)n. The following
statements are equivalent:

1. λm is a Floquet multiplier associated to the mτ -periodic orbit t ∈ R/mτZ 7→ St(ϕ) of the DDE
(3). Namely, for j = 1, . . . ,m, λm is an eigenvalue of DSmτ (S(j−1)τ (ϕ)) with eigenvector vj =
[DF j−1(ϕ)]v.

2. λm is a Floquet multiplier associated to the m-periodic orbit j ∈ Z/mZ 7→ Fj(ϕ) of the DDS
(8). Namely, for j = 1, . . . ,m, λm is an eigenvalue of DFm(F j−1(ϕ)) with eigenvector vj =
[DF j−1(ϕ)]v.

3. λ, λei
2π
m , . . . , λei

2π(m−1)
m are eigenvalues associated to the fixed-point c

def
= (ϕ,F(ϕ), . . . ,Fm−1(ϕ)) of

the DDS (11). Namely, for any k ∈ {0, . . . ,m−1}, the complex number λk
def
= λei

2πk
m is an eigenvalue

of DF̊(c) with corresponding eigenvector (v1, λ
−1
k v2, . . . , λ

−(m−1)
k vm), where vj = [DF j−1(ϕ)]v for

j = 1, . . . ,m.

Proof. On the one hand, for j = 1, . . . ,m, Lemma 2.1 guarantees the equality S(j−1)τ (ϕ) = F j−1(ϕ),
thus [DSmτ (S(j−1)τ (ϕ))]vj = [DFm(F j−1(ϕ))]vj . It follows that Point 1 is equivalent to Point 2.

Denoting c = (c1, . . . , cm), we have that

DF̊(c) =


0 · · · 0 DF(cm)

DF(c1) 0 0
. . .

...
0 DF(cm−1) 0

 .

10



Therefore, fixing k ∈ {0, . . . ,m− 1}, we have that the equality

DF̊(c)


v1

λ−1
k v2
...

λ
−(m−1)
k vm

 =


λ
−(m−1)
k [DFm(ϕ)]v

[DF(ϕ)]v
...

λ
−(m−2)
k [DFm−1(ϕ)]v

 = λk


v1

λ−1
k v2
...

λ
−(m−1)
k vm


is equivalent to DFm(cj)vj = λmk vj = λmvj for j = 1, . . . ,m. It follows that Point 2 is equivalent to
Point 3.

Now, given a periodic orbit, the phase-space C([−τ, 0],Rn) of the DDE (3) can be decomposed into
C([−τ, 0],Rn) = Eu⊕Ec⊕Es where Eu, Ec, Es are the unstable, center and stable eigenspaces respectively.
By compactness of the solution operator, Eu and Ec are necessarily finite dimensional and correspond to
the span of the unstable and center (generalized) eigenvectors respectively.

Even though the time-τ map F is a priori implicitly defined by (9), it turns out that its Fréchet
derivative can be explicitly computed by noting that

DF(ϕ) = DϕT (F(ϕ), ϕ) = [D1T (F(ϕ), ϕ)]DF(ϕ) +D2T (F(ϕ), ϕ),

where

[[D1T (F(ϕ), ϕ)]u](s) =

∫ s

−τ

[D1f([F(ϕ)](s′), ϕ(s′))]u(s′) ds′,

[[D2T (F(ϕ), ϕ)]u](s) = u(0) +

∫ s

−τ

[D2f([F(ϕ)](s′), ϕ(s′))]u(s′) ds′,

for all u ∈ C([−τ, 0],Rn),

Since D1T (F(ϕ), ϕ) is compact, I −D1T (F(ϕ), ϕ) is invertible if and only if it is injective. We have that
(I −D1T (F(ϕ), ϕ))u = 0 is the integral form of a linear ODE. By uniqueness of the solution, it follows
that u is identically zero. Therefore, the injectivity holds and so does the equality

DF(ϕ) = (I −D1T (F(ϕ), ϕ))−1D2T (F(ϕ), ϕ).

According to Lemma 3.1, the spectrum and eigenspaces of a m-periodic orbit cj , for j = 1, . . . ,m, of

the DDS (8) can be equivalently studied with [DϕFm(ϕ)]ϕ=cj , for some j ∈ {1, . . . ,m}, or DF̊(c), with

c
def
= (c1, . . . , cm) being a fixed-point of the DDS (11). Despite the fact that we compute the periodic orbit

as a fixed-point of F̊ (cf. Section 2), we favour looking at the eigendecomposition of [DϕFm(ϕ)]ϕ=cj .
The reason is that in practice, numerical errors tend to tarnish the eigenvalues accumulating to 0. The
spectrum of DF̊(c) is then laborious to parse since it contains m copies, coming from the m-th root, of
each eigenvalue of [DϕFm(ϕ)]ϕ=cj .

By using the chain rule, we can then compute the eigendecomposition of DFm(cj). More precisely,
let c = (c1, . . . , cm) ∈ ((ℓ1ν)

n)m where cj is the sequence of Chebyshev coefficients representing cj . Define

Ĥj(τ, c)
def
= (I− S[ τ2D1f(cj+1, cj)])

−1(E+ S[ τ2D2f(cj+1, cj)]), j = 1, . . . ,m− 1,

Ĥm(τ, c)
def
= (I− S[ τ2D1f(c1, cm)])−1(E+ S[ τ2D2f(c1, cm)]).

Consequently, for j = 1, . . . ,m, we have that [DϕFm(ϕ)]ϕ=cj is represented by

Hj(τ, c)
def
= Ĥj−1(τ, c) · Ĥj−2(τ, c) · . . . · Ĥ1(τ, c) · Ĥm(τ, c) · Ĥm−1(τ, c) · . . . · Ĥj(τ, c). (22)

Suppose we have a Floquet multiplier λm of [DϕFm(ϕ)]ϕ=cj , for some j ∈ {1, . . . ,m}. In the forth-
coming Section 4, to parameterize the local unstable manifold, we will need to retrieve the eigenvector
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of DF̊(c) associated with λ. According to Point 3 of Lemma 3.1, this eigenvector is represented by
v = (v1, . . . ,vm) ∈ ((ℓ1ν)

n)m where vj is the eigenvector of Hj associated with λm such that

[H1(τ, c)]v1 = λmv1,

v2 = λ−1[Ĥ1(τ, c)]v1,

vj = λ−1[Ĥj−1(τ, c)]vj−1 = λ−(j−1)[Ĥj−1(τ, c)] · . . . · [Ĥ1(τ, c)]v1, j = 3, . . . ,m.

(23)

So far, we have characterized the Floquet multipliers and eigenspaces for the polynomial DDE (3).
However, Lemma 3.1 does not hint on what the spectrum and eigenspaces are for the DDE (2) when the
DDE (3) is an auxiliary polynomial DDE of (2). According to Theorem 3.5 in [20], if the periodic orbit
of the auxiliary polynomial DDE (3) represents a periodic orbit of the DDE (2), then the stable and
unstable Floquet multipliers are identical and the associated eigenvectors coincide. On the other hand,
the d additional coordinates in the construction of f , given in 4, introduce d center Floquet multipliers
whose eigenvectors do not pertain to the original DDE (2); in particular, if the periodic orbit is hyperbolic,
then dimEc = 1 + d. This last claim can be made rigorous from the results presented in [20]; although,
for the needs of this article, we shall be satisfied by observing this numerically.

3.1 Numerical considerations

Consider an approximate zero τ̄ > 0, c̄ = (c̄1, . . . , c̄m) ∈ πN ((ℓ1ν)
n)m of F◦, or F◦,elem (cf. Section 2.1).

Then, for j = 1, . . . ,m, we have that the operator Hj given in (22) is approximated by

HN
j (τ̄ , c̄)

def
= ĤN

j−1(τ̄ , c̄) · ĤN
j−2(τ̄ , c̄) · . . . · ĤN

1 (τ̄ , c̄) · ĤN
m(τ̄ , c̄) · ĤN

m−1(τ̄ , c̄) · . . . · ĤN
j (τ̄ , c̄), (24)

where

ĤN
j (τ̄ , c̄)

def
= (πN − πNS[ τ̄2D1f(c̄j+1, c̄j)]π

N )−1(EπN + πNS[ τ̄2D2f(c̄j+1, c̄j)]π
N ), j = 1, . . . ,m− 1,

ĤN
m(τ̄ , c̄)

def
= (πN − πNS[ τ̄2D1f(c̄1, c̄m)]πN )−1(EπN + πNS[ τ̄2D2f(c̄1, c̄m)]πN ).

Clearly, HN
j (τ̄ , c̄) can only provide a finite portion of the spectrum of [DϕFm(ϕ)]ϕ=cj , namely n(N +

1) many eigenvalues. Nevertheless, the missing eigenvalues get closer to 0 as the truncation order N
increases. To give some insights, we sketch the argument. The operators HN

j define a sequence, with

respect to N , of finite rank operators converging in norm (inherited from ℓ1ν) to Hj whose spectrum
is identical to the one of [DϕFm(ϕ)]ϕ=cj . It turns out that for any ζ ∈ [0, 1], the eigenvalues of the
homotopy ζ 7→ (1 − ζ)HN

j (τ, c) + ζHj(τ, c), which are not eigenvalues of HN
j (τ, c), are contained in a

disk in C which shrinks as N grows. The interested reader may refer to [33], and references therein, for
more details as well as an application of this property to rigorously validate the spectrum of equilibria
for DDEs.

Furthermore, the eigenvectors v1, . . . ,vm given in (23) are approximated by v̄1, . . . , v̄m ∈ πN (ℓ1ν)
n

satisfying
[HN

1 (τ̄ , c̄)]v̄1 = λ̄mv̄1, v̄j = λ̄−1[ĤN
j−1(τ̄ , c̄)]v̄j−1, j = 2, . . . ,m. (25)

We conclude this section by detailing the computation of the eigendecomposition associated with the
mτ -periodic orbit obtained for the cubic Ikeda equation (5) (cf. Section 2.2).

3.2 Example: eigendecomposition for the cubic Ikeda equation

For the cubic Ikeda equation (5), f(a,b) is independent of a, such that the operators ĤN
j reduce to

ĤN
j (τ, c) = EπN + πNS( τ2 [I− 3Mc∗2

j
])πN , j = 1, . . . ,m− 1,

ĤN
m(τ, c) = EπN + πNS( τ2 [I− 3Mc∗2

m
])πN .
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Figure 3: Collection of N + 1 = 31 Floquet multipliers associated with the mτ -periodic orbit shown on
Figure 2 for the cubic Ikeda equation. The black dashed circle is the unit circle. There is 1 unstable
eigenvalue (red dot), 1 centre eigenvalue (green dot) and 29 stable eigenvalues (blue dots). Note that due
to the proximity of the stable eigenvalues, only a single blue dot appears on the figure.

We numerically retrieve the spectrum of HN
1 (τ̄init, c̄init), given in (24), with τ̄init > 0 and c̄init ∈

πN (ℓ1ν)
m computed in Section 2.2; in particular, here m = 8 and N = 30. The numerical spectrum

consists of N +1 = 31 eigenvalues; Figure 3 suggests that the periodic orbit has a single unstable Floquet
multiplier µ̄ ≈ −4.624622928960324. We choose arbitrarily one of the m-th root λ̄ = |µ̄| 1

m ei
π
m . For

j = 1, . . . ,m, we consider the approximate unstable eigenvector v̄j ∈ πN ℓ1ν of HN
j (τ̄init, c̄init) associated

with λ̄m as given by (25). Specifically, we have

[HN
1 (τ̄init, c̄init)]v̄1 = λ̄mv̄1, v̄j = λ̄−1(EπN + πNS( τ̄init2 [I− 3M(c̄init)∗2j−1

])πN )v̄j−1, j = 2, . . . ,m.

4 Computation of the unstable manifold

To construct a homoclinic orbit for a periodic solution, we first compute the unstable manifold via the
parameterization method. The essential references for the parameterization method are the three articles
[3, 4, 5]. The parameterization method was extended to equilibrium and periodic orbits of DDEs in
[14, 23], and in the last reference just cited the authors obtain validated, computer assisted bounds on
the discretization and truncation errors. We refer also to the works of [13, 45], where parameterization
methods for computing stable/unstable manifolds attached to periodic orbits of explicitly and implicitly
defined finite dimensional discrete time dynamical system are developed. The technique developed below
extends this work to infinite dimensional, implicitly defined, compact maps.

Loosely speaking, the idea is to find a parameterization characterized as a mapping lifting the trajec-
tories from the unstable eigenspace onto the unstable manifold. An appeal of this method is that, under
a non-resonance condition for the eigenvalues, the resulting parameterization is not constrained to be a
local graph.

Let ϕ ∈ C([−τ, 0],Rn) and t ∈ R/mτZ 7→ St(ϕ) be a mτ -periodic orbit of the DDE (3). Assume
that DSmτ (ϕ) has no defective unstable eigenvalues λm1 , . . . , λ

m
nu

∈ C (i.e. the associated eigenvectors are
linearly independent and span Eu). Consider the diagonal matrix

Λ
def
=

λ1 0
. . .

0 λnu

 .

We look for a mapping P : (R/mτZ) × Cnu → Cn which acts as a topological conjugacy between the
semi-flow of the DDE (3) and the corresponding linearized flow about the mτ -periodic orbit, namely

P (t+ θ (mod mτ),Λt/τσ) = St(P (θ, σ)), (26)

where t ∈ R, θ ∈ R/mτZ and σ ∈ Cnu . Note that if (26) holds, then the solution operator St defines
a flow, i.e. is well-defined for t < 0, on the image of P . Moreover, evaluating at σ = 0 shows that
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t 7→ P (t + θ (mod mτ), 0) is a periodic orbit of the DDE (3); it also follows that trajectories on the
image of P goes to this periodic orbit as t→ −∞. In other words, the conjugacy P , if it exists, yields a
parameterization of the unstable manifold.

Note that we slightly constrained the image of P to Cn instead of C([−τ, 0],Rn) since we wish to deal
with the phase space of the DDE (3), the DDSs (8) and (11) altogether.

The question of existence of P is especially relevant in the context of DDEs where it is common for
solution operators to not be one-to-one. In such cases, the unstable manifold may collapse into a lower
dimensional manifold. However, even then, there exists a small enough neighbourhood of the periodic
orbit for which the local unstable manifold is a graph over the unstable eigenspace. Hence, P would be,
at best, a local graph of the unstable manifold. Yet, we stress that P does not have to be a graph. In fact,
for analytic DDEs (as in the context of this article) trajectories on the unstable manifold are analytic,
the one-to-oneness of the solution operator on this manifold is guaranteed and the unstable manifold is
analytic. See for instance [16].

Then, it is known (see [3, 4, 5]) that a mapping P satisfying the conjugacy relation (26) always exists
provided that the eigenvalues λm1 , . . . , λ

m
nu

are non-resonant; the definition of non-resonant eigenvalues is
reported below.

Definition 4.1. A collection µ1, . . . , µK ∈ C of eigenvalues are non-resonant whenever the equalities

µα1
1 × . . .× µαK

K = µj , j = 1, . . . ,K,

for α1, . . . , αK ∈ N ∪ {0}, only hold for the trivial case αj = 1, αl = 0 for all l = 1, . . . ,K, l ̸= j.

The following lemma details the relation between the parameterization of the local unstable manifold
of a periodic orbit of the DDE (3) and the DDSs (8) and (11).

Lemma 4.2. Let τ > 0, m ∈ N, ϕ ∈ C([−τ, 0],Rn), λ1, . . . , λnu ∈ C, Λ def
= diag(λ1, . . . , λnu) and U be

an open subset of Cnu . Assume that t ∈ R/mτZ 7→ St(ϕ) is a mτ -periodic orbit of the DDE (3) with
non-resonant unstable Floquet multipliers λm1 , . . . , λ

m
nu
. The following statements are equivalent:

1. P : (R/mτZ)×U → Cn parameterizes a local unstable manifold and satisfies the conjugacy relation
P (t+ θ (mod mτ),Λt/τσ) = St(P (θ, σ)).

2. P1, . . . ,Pm : U → Cn parameterizes a local unstable manifold and satisfies the conjugacy relations
P1(Λσ) = F(Pm(σ)) and Pj(Λσ) = F(Pj−1(σ)) for j = 2, . . . ,m.

3. P : U → (Cn)m parameterizes a local unstable manifold and satisfies the conjugacy relation P(Λσ) =
F̊(P(σ)).

Proof. Assuming Point 1 holds, for j = 1, . . . ,m, define Pj(σ)
def
= P ((j − 1)τ, σ). By construction, the

images of P1, . . . ,Pm cover the local unstable manifold of the periodic orbit. According to the conjugacy
relation P (t+ θ (mod mτ),Λt/τσ) = St(P (θ, σ)), it follows that

P1(Λσ) = P (0,Λσ) = Sτ (P ((m− 1)τ, σ)) = Sτ (Pm(σ)) = F(Pm(σ)).

Repeating this argument for j = 2, . . . ,m, we obtain Pj(Λσ) = F(Pj−1(σ)) as desired.

Conversely, if Point 2 holds, then for any θ ∈ R/mτZ, define P (θ, σ) def
= Sθ(P1(Λ

−θ/τσ)). From the
conjugacy relations satisfied by Pj , for j = 1, . . . ,m, we have that

P ((j − 1)τ, σ) = S(j−1)τ (P1(Λ
−(j−1)σ)) = F j−1(P1(Λ

−(j−1)σ)) = Pj(σ).

Thus, by construction, the image of P covers the local unstable manifold of the periodic orbit. Now,
given t ∈ R and θ ∈ R/mτZ, we have

P (t+ θ (mod mτ),Λt/τσ) = St+θ(P1(Λ
−(t+θ)/τΛt/τσ)) = St(Sθ(P1(Λ

−θ/τσ))) = St(P (θ, σ)).

14



Lastly, Point 2 is equivalent to Point 3 from the equality

P(Λσ) =


P1(Λσ)
P2(Λσ)

...
Pm(Λσ)

 =


F(Pm(σ))
F(P1(σ))

...
F(Pm−1(σ))

 = F̊(P(σ)).

As we computed the mτ -periodic orbit of the DDE (3) by working with the DDS (11), we shall
retrieve its unstable manifold in the framework of the DDS (11). From the equivalence between Point 1
and Point 3 of Lemma 4.2, the resulting unstable manifold can be expressed in the context of the DDE
(3). Henceforth, we consider P, as described in Point 3 of Lemma 4.2, satisfying the conjugacy relation

P(Λσ) = F̊(P(σ)). (27)

The parameterization P can always be written as an analytic function on Dnu , where D def
= {z ∈ C :

|z| < 1} is the unit open disk in the complex plane. Indeed, let

[P(σ)](s) =
∑
|α|≥0

1

α!
[Dα

σP(σ)]σ=0(s)σ
α, for all s ∈ [−τ, 0], max

i=1,...,nu

|σi| < γ,

where γ > 0 is the radius of convergence of the series, |α| = α1 + . . . + αnu
, σα = σα1

1 × . . . σ
αnu
nu ,

α! = α1! × . . . × αnu ! and Dα
σ = Dα1

σ1
. . . D

αnu
σnu

. We shall carry on this standard multi-indices notation
throughout this article. Then, the conjugacy relation (27) yields

P(0) = F̊(P(0)) and λl[D
el
σ P(σ)]σ=0 = [DF̊(P(0))][Del

σ P(σ)]σ=0, l = 1, . . . , nu,

where (el)k is the Kronecker delta, that is (el)k = 1 if k = l and 0 otherwise. Thus, the zero-th order
(i.e. |α| = 0) Taylor coefficient is a fixed-point of the DDS (11) and each order 1 (i.e. each |α| = 1)
Taylor coefficient corresponds to an unstable eigenvector. Moreover, from the Faà di Bruno formula [7],
we obtain

1

α!
[Dα

σ T̊ (P(Λσ),P(σ))]σ=0

= [D1T̊ (P(0),P(0))]
(λα
α!

[Dα
σP(σ)]σ=0

)
+ [D2T̊ (P(0),P(0))]

( 1

α!
[Dα

σP(σ)]σ=0

)
+Rα(P(Λσ),P(σ)),

where Rα(P(Λσ),P(σ)) only depends on the lower order Taylor coefficients 1
β! [D

β
σP(σ)]σ=0 for |β| < |α|.

From this equality and the conjugacy relation (27), it follows that the higher order Taylor coefficients are
explicitly given by the formula

1

α!
[Dα

σP(σ)]σ=0 =
(
λαI − λαD1T̊ (P(0),P(0))−D2T̊ (P(0),P(0))

)−1

Rα(P(Λσ),P(σ)), |α| ≥ 2.

(28)
Choosing the scaling of the eigenvectors to be γ

[
∂el

∂σel
P(σ)

]
σ=0

, for l = 1, . . . , nu, the recurrence relation
(28) generates the series∑

|α|≥0

γ|α|

α!
[Dα

σP(σ)]σ=0(s)σ
α, for all s ∈ [−τ, 0], σ ∈ Dnu ,

which is equal to P(γσ). Hence, we have obtained a parameterization of the local unstable manifold,
satisfying the conjugacy relation (27), whose radius of convergence is 1 as initially claimed.

Remark 4.3 (Image of the parameterization and covering of the local unstable manifold). The parameter-
ization of the unstable manifold may be complex-valued in the event of complex eigenvalues. The unstable
manifold is real and is covered by the image of the parameterization intersected with C([−τ, 0],Rn). The
set of such values in the domain Dnu which yields a real image is entirely traceable from the nature of the
eigenvalues. The general case of nu unstable Floquet multipliers may be deduced from the three following
cases:
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• there is a single unstable eigenvalue λm > 1, then P(σ) ∈ C([−τ, 0],Rn) for all σ ∈ (−1, 1).

• there are two complex conjugate unstable eigenvalues λ, λ∗ ∈ C (where the star symbolizes the
complex conjugacy), then P(σ, σ∗) ∈ C([−τ, 0],Rn) for all σ ∈ D.

• there is a single unstable eigenvalue λm < −1, then, without loss of generality, λ = |λm| 1
m ei

π
m

and the corresponding eigenvector is (v1, λ
−1v2, . . . , λ

−(m−1)vm) with vj ∈ C([−τ, 0],Rn) for j =

1, . . . ,m (cf. Lemma 3.1). It follows that Pj(e
i
(j−1)π

m σ) ∈ C([−τ, 0],Rn) for all σ ∈ (−1, 1) and
j = 1, . . . ,m. In this case, the manifold is non-orientable, it is topologically equivalent to a Möbius
strip: according to the conjugacy relation (27), we have that F̊m(P(|λm|−1σ)) = P(λm|λm|−1σ) =
P(−σ) for all σ ∈ D.

While possible to construct a zero-finding problem in the same vein as in Section 2, we favour gen-
erating the parameterization of the local unstable manifold via an explicit recurrence relation. First, for
j = 1, . . . ,m, we expand Pj as the Taylor-Chebyshev series

[Pj(σ)](s(t)) =
∑
|α|≥0

{pj}0,α + 2
∑
β≥1

{pj}β,αTβ(t)

σα, for all t ∈ [−1, 1], σ ∈ Dnu ,

where s(t)
def
= τ

2 (t − 1) scales [−1, 1] to [−τ, 0]. Also, we define {pj}α
def
= {{pj}β,α}β≥0 ∈ (ℓ1ν)

n for
|α| ≥ 0. In other words, {p}α = ({p1}α, . . . , {pm}α) denotes the sequences of Chebyshev coefficients
corresponding to analytic functions in (C([−1, 1],Rn))m. The analyticity of P1, . . . ,Pm implies that there
exists ν > 1 such that their sequence of Taylor-Chebyshev coefficients solving the conjugacy relation (27)
belongs to

ℓ1(ℓ1ν)
def
=

a ∈ (ℓ1ν)
(N∪{0})nu

: |a|ℓ1(ℓ1ν)
def
=
∑
|α|≥0

|{a}α|ℓ1ν =
∑
|α|≥0

|{a}0,α|+ 2
∑
β≥1

|{a}β,α|νβ
 <∞

 .

This is a Banach algebra with the discrete convolution product

a⊛ b
def
=


|α|∑

|β|=0

{a}α−β ∗ {b}β


|α|≥0

, for all a,b ∈ ℓ1(ℓ1ν),

which corresponds to the Cauchy product for Taylor series whose coefficients are Chebyshev series. Since f
in the DDE (3) is polynomial, there is a natural mapping, denoted with the same symbol, f : (ℓ1(ℓ1ν))

n×
(ℓ1(ℓ1ν))

n → (ℓ1(ℓ1ν))
n defined by replacing products of Taylor-Chebyshev series with the convolution

product ⊛. Once again, we believe that our abuse of notation will not lead to confusion; the algebraic
rules defining the polynomial f are unambiguously deduced from its arguments.

Remark 4.4. Let a = (a1, . . . ,am) ∈ ((ℓ1(ℓ1ν))
n)m with aj = ((aj)1, . . . , (aj)n) for j = 1, . . . ,m. For

convenience, we denote {a}α = ({a1}α, . . . , {am}α) ∈ ((ℓ1ν)
n)m and {aj}α = ({(aj)1}α, . . . , {(aj)n}α) ∈

(ℓ1ν)
n for j = 1, . . . ,m.

We draw the reader’s attention to the previously derived recurrence relation (28). The implication of
this sequence of equations is that, having computed the bundle of the unstable eigenspace (e.g. computed
from Section 3) over the periodic orbit (e.g. computed from Section 2), the higher order terms of
the parameterization are simply obtained by recursively solving linear equations. To be precise, for
j = 1, . . . ,m, fix {pj}0 = cj ∈ (ℓ1ν)

n and {pj}el = vj,l ∈ (ℓ1ν)
n, for l = 1, . . . , nu, where c = (c1, . . . , cm)

is a zero of F◦, or F◦,elem, and the unstable eigenvectors v1,l, . . . ,v1,l are given by (23) for l = 1, . . . , nu.
Then, the higher order Taylor-Chebyshev coefficients {p}α of the parameterization are given by solving
recursively the linear systems

(λαI− λαK1(τ, c)−K2(τ, c)){p}α = Rα(τ,L(λ,p),p), |α| ≥ 2, (29)
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with

Rα(τ,L(λ,p),p)

=



S

(
τ
2

{
f(L(π

|α|−1
T p1),π

|α|−1
T pm)− f(0, 0)− [Df(0, 0)]

(
L(π

|α|−1
T p1)

π
|α|−1
T pm

)}
α

)

S

(
τ
2

{
f(L(π

|α|−1
T p2),π

|α|−1
T p1)− f(0, 0)− [Df(0, 0)]

(
L(π

|α|−1
T p2)

π
|α|−1
T p1

)}
α

)
...

S

(
τ
2

{
f(L(π

|α|−1
T pm),π

|α|−1
T pm−1)− f(0, 0)− [Df(0, 0)]

(
L(π

|α|−1
T pm)

π
|α|−1
T pm−1

)}
α

)


and where

{πN ′

T a}α,β
def
=

{
{a}α,β , |β| ≤ N ′

0, |β| > N ′,
for all N ′ ∈ N ∪ {0},a ∈ ℓ1(ℓ1ν), (30a)

L(λ,a)
def
= {λα{a}α}|α|≥0, for all a ∈ ℓ1(ℓ1ν), (30b)

K1(τ, c)
def
=


S[ τ2D1f(c1, cm)] 0

S[ τ2D1f(c2, c1)]
. . .

0 S[ τ2D1f(cm, cm−1)]

 , (30c)

K2(τ, c)
def
=


0 · · · 0 E+ S[ τ2D2f(c1, cm)]

E+ S[ τ2D2f(c2, c1)] 0 0
. . .

...
0 E+ S[ τ2D2f(cm, cm−1)] 0

 . (30d)

Again, we remark that the decay of the higher order coefficients is controlled by fixing the length of the
associated eigenvectors.

Let us review how such a parameterization of the local unstable manifold for the DDE (3) yields
a parameterization of the local unstable manifold for the DDE (2). Suppose the periodic orbit of the
auxiliary polynomial DDE (3) represents a periodic orbit of the DDE (2). Then, Corollary 1 in [20]
guarantees that the non-resonance property of the Floquet multipliers holds for both DDEs (2) and (3).
Furthermore, Point 3 of Theorem 3.1 in [20] implies that the unstable manifold for both DDEs (2) and
(3) coincide.

4.1 Numerical considerations

An approximation of the parameterization of the local unstable manifold can be obtained as follows.
Consider an approximate zero τ̄ > 0 and c̄ = (c̄1, . . . , c̄m) ∈ πN ((ℓ1ν)

n)m of F◦, or F◦,elem (cf. Section
2.1). Moreover, for l = 1, . . . , nu, consider the approximate unstable eigenvalue λ̄ml and associated
approximate eigenvectors v̄1,l, . . . , v̄m,l given by (25) (cf. Section 3.1). Let λ̄ = (λ̄1, . . . , λ̄nu

). For
j = 1, . . . ,m, set {p̄j}0 = c̄j and {p̄j}el = v̄j,l for l = 1, . . . , nu. Then, we have that p, generated by the
recurrence relation (29), is approximated by p̄, generated by the recurrence relation

πN (λ̄αI− λ̄αK1(τ̄ , c̄)−K2(τ̄ , c̄))π
N{p̄}α = πNRα(τ̄ ,L(λ̄, p̄), p̄), |α| ≥ 2. (31)

We conclude this section by computing the parameterization of the local unstable manifold associated
with the mτ -periodic orbit obtained for the cubic Ikeda equation (5) (cf. Section 2.2).
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(a) (b) (c)

Figure 4: (a) Local unstable manifold of themτ -periodic orbit shown on Figure 2 for the cubic Ikeda equa-
tion. (b) Representation in Chebyshev space of the parameterization of the local unstable manifold shown
in (a). The dots correspond to the periodic orbit. The numbers indicate the labelling of the m pieces; the
numbering follows the successive iterations of the time-τ map. (c) Average {m−1

∑m
j=1 |{p̄j}α,β |}α,β≥0

of the sequences of Taylor-Chebyshev coefficients of the parameterization of the local unstable manifold
shown in (a).

4.2 Example: unstable manifold for the cubic Ikeda equation

For the cubic Ikeda equation (5), f , given in (6), is polynomial and acts on the Taylor-Chebyshev

coefficients as f(a,b) = b− b⊛3 where b⊛k def
= b⊛ · · ·⊛ b︸ ︷︷ ︸

k times

.

Consider τ̄init > 0 and c̄init ∈ πN (ℓ1ν)
m computed in Section 2.2; in particular, here m = 8 and

N = 30. Recall from Section 3.2 that the unstable manifold is expected to be 1-dimensional (i.e. nu = 1)
since there seems to be a single unstable Floquet multiplier µ̄ ≈ −4.624622928960324. We also point out
to the reader that since µ̄ < −1, the unstable manifold is a topological Möbius strip (see also Remark
4.3).

In Section 3.2, we chose arbitrarily one of the m-th root λ̄ = |µ̄| 1
m ei

π
m and retrieved the unstable

eigenvectors v̄1, . . . , v̄m associated with λ̄m. For j = 1, . . . ,m, we set {p̄j}0 = (c̄init)j and {p̄j}1 = v̄j .
Then, the recurrence relation (31) reads

πN (λ̄αI−K2(τ̄init, c̄init))π
N{p̄}α = πN


S
(
− τ̄init

2 {(πα−1
T p̄m)⊛3}α

)
S
(
− τ̄init

2 {(πα−1
T p̄1)

⊛3}α
)

...
S
(
− τ̄init

2 {(πα−1
T p̄m−1)

⊛3}α
)
 , α ≥ 2,

where

K2(τ̄init, c̄init)

=


0 · · · 0 E+ S( τ̄init2 [I− 3M(c̄init)∗2m

])
E+ S( τ̄init

2 [I− 3M(c̄init)∗21
]) 0 0

. . .
...

0 E+ S( τ̄init2 [I− 3M(c̄init)∗2m−1
]) 0

 .

Each linear system is set on πN (ℓ1ν)
m ≃ Cm(N+1) = C8×31 = C248. We choose the Taylor truncation

order to be N ′ = 15, thus the parameterization has a total of m(N + 1)(N ′ + 1) = 8× 31× 16 = 3, 968
Taylor-Chebyshev coefficients; see Figure 4.
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5 Computation of the transverse homoclinic orbit

We are after the transverse intersection of the stable and unstable manifolds of an mτ -periodic orbit
of the DDE (2). In the context of hyperbolic periodic orbits, the center manifold is generated by the
translation invariance of the periodic solution. Hence, given a Poincaré section Σ ⊂ C([−τ, 0],R), the
stable and unstable manifold intersect transversely whenever there exists a point p ∈ Ws ∩Wu ∩ Σ such
that Tp(Ws ∩ Σ)⊕ Tp(Wu ∩ Σ) = Σ.

In Section 4, we put our hands on a local unstable manifold by finding a parameterization via a
conjugacy relation between the nonlinear and linear flows. The stable manifold however cannot be
swayed by such conjugacy due to its infinite-dimensional nature. Still, we do know that there exists a
differentiable graph of a local stable manifold of the periodic orbit (e.g. see [16]).

As discussed in Section 3, a hyperbolic periodic orbit of the DDE (2) has n centre directions when
considered as a periodic orbit of the auxiliary polynomial DDE (3). This is clear when the DDE (2) is
already polynomial, since then the DDEs (2) and (3) coincide and n = 1. On the other hand, when the
DDE (2) has elementary nonlinearities, then n = 1+d with d being the number of appended coordinates
to obtain the auxiliary polynomial DDE (3) (recall the construction of f given in (4)). The d additional
coordinates introduce d center directions which do not pertain to the original DDE (2).

Consequently, there exists U ⊂ Cn, with codimU = n + nu, such that the local graph of the stable
manifold is the image of Q ∈ C1((R/mτZ) × U, Cn) (the nature of the stable manifold justifies writing
Cn instead of just C([−τ, 0],Rn)).

The following lemma characterizes the correspondence between the transverse intersection of the
stable and unstable manifolds for the DDE (3) and the DDS (8).

Lemma 5.1. Let τ > 0, m ∈ N and ϕ ∈ C([−τ, 0],Rn). The following statements are equivalent:

1. There exists a transverse homoclinic orbit of the DDE (3) joining the hyperbolic (with non-resonant
unstable Floquet multipliers) mτ -periodic orbit t ∈ R/mτZ 7→ St(ϕ).

2. There exists a transverse “heteroclinic” orbit of the DDS (8) joining the unstable manifold of the hy-
perbolic (with non-resonant unstable Floquet multipliers) m-periodic orbit j ∈ Z/mZ 7→ Fj(Sθ(ϕ)),
for some θ ∈ R/mτZ, to the stable manifold of the m-periodic orbit j ∈ Z/mZ 7→ Fj(ϕ).

Proof. Assume that Point 1 holds. Let nu ∈ N denote the number of unstable Floquet multipliers.
Since the latter are non-resonant, let P denote the parameterization of a local unstable manifold of
t ∈ R/mτZ 7→ St(ϕ) as described in Lemma 4.2. Let U be an open subset of C([−τ, 0],Rn) such that
Q : R/mτZ× U → Cn is the local graph of the stable manifold of the periodic orbit.

Since Point 1 holds, there exists θ ∈ R/mτZ, σ ∈ Rnu , h ∈ Cn and k ∈ N∪{0} such that Skτ (P (θ, σ)) =
Q(0, h). By hyperbolicity, the transversality of the intersection amounts to image [Dσ′Skτ (P (θ, σ

′))]σ′=σ∩
image [Dh′Q(0, h′)]h′=h = {0}.

Now, according to the proof of Lemma 4.2, Pj(σ
′)

def
= P ((j−1)τ+θ (mod mτ), σ′), for all j = 1, . . . ,m,

yields a parameterization of the local unstable manifold of the m-periodic orbit j ∈ Z/mZ 7→ F j(Sθ(ϕ))
of the DDS (8). This periodic orbit is nothing more than the mτ -periodic orbit shifted by θ, that is

t ∈ R/mτZ 7→ St(Sθ(ϕ)). Moreover, Qj(h
′)

def
= Q((j − 1)τ, h′), for all h′ ∈ U and j = 1, . . . ,m, gives the

local graph of the stable manifold of the m-periodic orbit j ∈ Z/mZ 7→ F j(ϕ). Of course, this periodic
orbit coincides exactly with t ∈ R/mτZ 7→ St(ϕ).

Moreover, for any σ′ ∈ Cnu ,

Fk(P1(σ
′)) = Skτ (P1(σ

′)) = Skτ (P (θ, σ
′)).

In particular, we have Fk(P1(σ)) = Skτ (P (θ, σ)) = Q(0, h) = Q1(h), thus the homoclinic orbit of the
DDE (3) is equivalent to an “heteroclinic” orbit of the DDS (8). The intersection is transverse since
DQ1(h) = [Dh′Q(0, h′)]h′=h and, from the previous equality,

[Dσ′Fk(P0(σ
′))]σ′=σ = [Dσ′Skτ (P (θ, σ

′))]σ′=σ.
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The previous lemma highlights that a transverse homoclinic orbit of the DDE (3) may look like a
transverse “heteroclinic” orbit of the DDS (8) whenever θ ̸= 0. We used quotation marks to emphasize
that truly the connection is homoclinic and not heteroclinic. This is merely an artefact due to the time-τ
map F .

5.1 Connection of the invariant manifolds

Suppose c = (c1, . . . , cm) ∈ (Cn)m is a fixed-point of the DDS (11). Let cθ = ((cθ)1, . . . , (cθ)m) denote
the fixed-point c shifted by θ, that is (cθ)j = Sθ(cj). Suppose that P is the parameterization of the local
unstable manifold of cθ (cf. Section 4). We seek σ, h and a trajectory y1, . . . , yk ∈ Cn of the DDS (8)
satisfying 

y1 = Pm(σ),

yj = F(yj−1), j = 2, . . . , k,

Q(h) = F(yk),

(32)

where the image of Q is the local graph of the stable manifold of one of the m-periodic orbits c1, . . . , cm.
Note that we made the arbitrary choice of departing from Pm.

We now rephrase the equations (32) on appropriate sequence spaces. Within the context of this work,
it is appropriate to discretize the Banach space Cα ⊂ C whose elements are functions with absolutely
convergent Chebyshev series, that is their sequence of coefficients belongs to ℓ1. This function space, for
instance, contains absolutely continuous functions (functions in C and differentiable almost everywhere).

On the other hand, the connecting orbit is analytic and we expand y1, . . . , yk as Chebyshev series

yj(s(t)) = {y}0 + 2
∑
α≥1

{y}αTα(t), for all t ∈ [−1, 1], j = 1, . . . ,m,

where s(t) = τ
2 (t− 1) scales [−1, 1] to [−τ, 0].

Then, for any Q ∈ C1((ℓ1)n, (ℓ1)n), consider the mapping Fco : C × ((ℓ1(ℓ1ν))
n)m × Cnu × (ℓ1)n ×

((ℓ1ν)
n)k → (ℓ1)n × ((ℓ1ν)

n)k defined by

Fco(τ,p, σ,h,y;Q)
def
=


E(yk) + S( τ2f(Q(h),yk))−Q(h)

ET,σ(pm)− y1

E(y1) + S( τ2f(y2,y1))− y2

...
E(yk−1) + S( τ2f(yk,yk−1))− yk

 , (33)

where E is given in (17a), S is given in (17b) and ET,σ : (ℓ1(ℓ1ν))
n → (ℓ1ν)

n represents an evaluation
operator at σ with respect to the Taylor expansion. Namely, for all a = (a1, . . . ,an) ∈ (ℓ1(ℓ1ν))

n and
i = 1, . . . , n,

(ET,σ(a))i
def
=
∑
|α|≥0

{ai}ασα.

Suppose τ ∈ R is the delay, p ∈ ((ℓ1(ℓ1ν))
n)m denotes the sequences of Taylor-Chebyshev coefficients

of P and Q represents the action of Q on sequences of Chebyshev coefficients. It follows that if there exist
σ ∈ Cnu ,h ∈ (ℓ1)n and y = (y1, . . . ,yk) ∈ ((ℓ1ν)

n)k such that Fco(τ,p, σ,h,y;Q) = 0, then y1, . . . ,yk are
the sequences of Chebyshev coefficients of a connecting orbit joining the stable and unstable manifolds.

5.2 Calibration of the phase of the unstable manifold

As introduced in Lemma 5.1, the quantity θ embodies a shift of the periodic orbit. This shift is an
unavoidable effect of our strategy since we iterate under the time-τ map which has a fixed step-size τ .
Now, throughout this article we made a stand to use Chebyshev series due to their nice convergence
properties. Sadly, the shift operator, on the level of the Chebyshev coefficients, is not well understood.
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Instead, we consider the reciprocal situation: the connection occurs for a specific value of the phase of
the unstable manifold. Thus, the phase δ of the unstable manifold will be an unknown of the zero-finding
problem for the transverse homoclinic orbit; the homoclinic orbit will be given as a trajectory of the DDS
(8) joining the stable and unstable manifolds, where the stable manifold will be fixed and the unstable
manifold will be solved for.

We go back to Section 4 and turn to the practical question of solving the conjugacy relation (27);
namely, for all s ∈ [−τ, 0],

[P1(Λσ)](s) = [Pm(σ)](0) +

∫ s

−τ

f([P1(Λσ)](s
′), [Pm(σ)](s′)) ds′,

[Pj(Λσ)](s) = [Pj−1(σ)](0) +

∫ s

−τ

f([Pj(Λσ)](s
′), [Pj−1(σ)](s

′)) ds′, j = 2, . . . ,m.
(34)

First, for j = 1, . . . ,m, we expand Pj as the Taylor-Chebyshev series

[Pj(σ)](s(t)) =
∑
|α|≥0

{pj}0,α + 2
∑
β≥1

{pj}β,αTβ(t)

σα, for all t ∈ [−1, 1], σ ∈ Dnu ,

where s(t)
def
= τ

2 (t − 1) scales [−1, 1] to [−τ, 0]. Also, we define {pj}α
def
= {{pj}β,α}β≥0 ∈ (ℓ1ν)

n for
|α| ≥ 0. In other words, {p}α = ({p1}α, . . . , {pm}α) denotes the sequences of Chebyshev coefficients
corresponding to analytic functions in (C([−1, 1],Rn))m. Then, the system of equations (34) is equivalent
to {

λα{p1}α = E({pm}α) + S( τ2{f(L(λ,p1),pm)}α),
λα{pj}α = E({pj−1}α) + S( τ2{f(L(λ,pj),pj−1)}α), j = 2, . . . ,m,

|α| ≥ 0,

where E is given in (17a), S is given in (17b) and L is given in (30b).
Consider the mapping FWu : C× Cnu × (ℓ1(ℓ1ν))

m × C → C× Cnu × (ℓ1(ℓ1ν))
m defined by

FWu
(τ, λ,p, δ)

def
=



{E
(
{pm}0

)
}0 − δ

{E
(
{pm}e1

)
}0 − γ1

...
{E
(
{pm}enu

)
}0 − γnu{

E
(
{pm}α

)
+ S

(
τ
2{f(L(λ,p1),pm)}α

)
− λα{p1}α

}
|α|≥0{

E
(
{p1}α

)
+ S

(
τ
2{f(L(λ,p2),p1)}α

)
− λα{p2}α

}
|α|≥0

...{
E
(
{pm−1}α

)
+ S

(
τ
2{f(L(λ,pm),pm−1)}α

)
− λα{pm}α

}
|α|≥0


, (35)

where γ1, . . . , γnu
∈ R are fixed. If FWu

(τ, λ,p, δ) = 0, with λ = (λ1, . . . , λnu
) ∈ Cnu such that |λl| > 1 for

l = 1, . . . , nu, then p1, . . . ,pm are the sequences of Taylor-Chebyshev coefficients of the parameterization
of the local unstable manifold of an mτ -periodic orbit of the DDE (2). As a matter of fact, this is still not
quite sufficient since one must guarantee that the collection of unstable eigenvalues λ is complete; to make
this argument completely rigorous, one would need to obtain the Morse index of the periodic solution. In
Section 3, we briefly mentioned that such a strategy is possible through an homotopy argument, e.g. see
[33]. For the needs of the present article, we will rely on the count obtained by numerically computing
the spectrum of the operator HN

j , for some j ∈ {1, . . . ,m}, given in (24).
Therefore, solving for a zero of FWu

amounts to solving for the delay, the unstable eigenvalues,
the periodic orbit together with its phase, its unstable eigenvectors and the higher order term of the
parameterization.

As done in the zero-finding problem (18), we impose that {E
(
{pm}0

)
}0 − δ = 0 to fix the phase of

the periodic orbit which is balanced out by solving for the delay τ .
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Additionally, since the multiplication of an eigenvector with a scalar also yields an eigenvector, we
isolate them by fixing the length of the m-th component which is achieved by the set of equations
{E
(
{pm}e1

)
}0 − γ1 = . . . = {E

(
{pm}enu

)
}0 − γnu

= 0. These equations are themselves compensated by
solving for the eigenvalues λ = (λ1, . . . , λnu

). The reader should recall from Section 4 that the scaling
γ1, . . . , γnu

of the eigenvectors directly impacts the decay rate of p; in practice, one often tries several
values until satisfied with the decay rate.

Once again, since the periodic orbit is an argument of the mapping FWu , we follow the same arguments
that led to the mapping F◦,elem given in (19). For all (τ, η, λ,p, δ) ∈ C×Cd×Cnu×((ℓ1(ℓ1ν))

1+d)m×C1+d,

with pj = (p
(1)
j ,p

(2)
j ) ∈ (ℓ1(ℓ1ν))

1+d such that p
(1)
j ∈ ℓ1(ℓ1ν), p

(2)
j ∈ (ℓ1(ℓ1ν))

d for j = 1, . . . ,m, consider

the mapping FWu,elem : C×Cd ×Cnu × ((ℓ1(ℓ1ν))
1+d)m ×C1+d → C×Cd ×Cnu × ((ℓ1(ℓ1ν))

1+d)m defined
by

FWu,elem(τ, η,λ,p, δ)

def
=



{E
(
{pm}0

)
}0 − δ

{E
(
{p(1)

m }e1
)
}0 − γ1

...

{E
(
{p(1)

m }enu

)
}0 − γnu{

E
(
{pm}α

)
+ S

(
τ
2{f(L(λ,p1),pm)}α +

(
0

ι(η)

))
− λα{p1}α

}
|α|≥0{

E
(
{p1}α

)
+ S

(
τ
2{f(L(λ,p2),p1)}α +

(
0

ι(η)

))
− λα{p2}α

}
|α|≥0

...{
E
(
{pm−1}α

)
+ S

(
τ
2{f(L(λ,pm),pm−1)}α +

(
0

ι(η)

))
− λα{pm}α

}
|α|≥0



, (36)

where γ1, . . . , γnu ∈ R are fixed and ι is given in (20). If FWu,elem(τ, η, λ,p, δ) = 0 and η = 0, then

p
(1)
1 , . . . ,p

(1)
m are the sequences of Taylor-Chebyshev coefficients of the parameterization of the local

unstable manifold of an mτ -periodic orbit of the original DDE (2). To see why this statement holds, one
can see from Point 3 of Theorem 3.1 in [20] that the unstable manifold in the auxiliary polynomial DDE
(3) and the original DDE (2) coincide whenever the periodic orbit is a periodic orbit of the original DDE
(2).

5.3 Zero-finding problem for the transverse homoclinic orbit

We can now combine Fco (33) with FWu
(35), or FWu,elem (36).

For all (τ, λ,p,d,y) ∈ C × Cnu × (ℓ1(ℓ1ν))
m × ℓ1 × (ℓ1ν)

k, define σ
def
= ({d}0, . . . , {d}nu−1) ∈ Cnu ,

δ
def
= {d}nu ∈ C and h

def
= {{d}nu+1+α}α≥0 ∈ ℓ1. For any Q ∈ C1(ℓ1, ℓ1), consider the mapping

F⋔ : C× Cnu × (ℓ1(ℓ1ν))
m × ℓ1 × (ℓ1ν)

k → C× Cnu × (ℓ1(ℓ1ν))
m × ℓ1 × (ℓ1ν)

k

defined by

F⋔(τ, λ,p,d,y;Q)
def
=

(
FWu

(τ, λ,p, δ)
Fco(τ,p, σ,h,y;Q)

)
, (37)

Similarly, for all (τ, η, λ,p,d,y) ∈ C × Cd × Cnu × ((ℓ1(ℓ1ν))
1+d)m × (ℓ1)1+d × ((ℓ1ν)

1+d)k, define σ
def
=

({d}0, . . . , {d}nu−1) ∈ Cnu , δ
def
= ({d}nu

, . . . , {d}nu+d) ∈ C1+d and h
def
= {{d}nu+d+1+α}α≥0 ∈ (ℓ1)1+d.

For any Q ∈ C1((ℓ1)1+d, (ℓ1)1+d), consider the mapping

F⋔,elem : C× Cd × Cnu × ((ℓ1(ℓ1ν))
1+d)m × (ℓ1)1+d × ((ℓ1ν)

1+d)k

→ C× Cd × Cnu × ((ℓ1(ℓ1ν))
1+d)m × (ℓ1)1+d × ((ℓ1ν)

1+d)k
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defined by

F⋔,elem(τ, η, λ,p,d,y;Q)
def
=

(
FWu,elem(τ, η, λ,p, δ)
Fco(τ,p, σ,h,y;Q)

)
. (38)

The following theorem is the core of this article as it motivates the entire design of the method.

Theorem 5.2. Let τ > 0, η ∈ Cn−1, λ = (λ1, . . . , λnu
) ∈ Cnu satisfying |λl| > 1 for l = 1, . . . , nu,

p ∈ ((ℓ1(ℓ1ν))
n)m, d ∈ (ℓ1ν)

n and y ∈ ((ℓ1ν)
n)k.

1. Suppose (τ, c), with c = (c1, . . . , cm), is a zero of the mapping F◦ given in (18) and Q ∈ C1(ℓ1, ℓ1)
whose image represents the local graph of the stable manifold of one of the m-periodic orbits
c1, . . . , cm. Assume further that the mτ -periodic orbit represented by c is hyperbolic, with exactly
nu unstable Floquet multipliers.

If F⋔(τ, λ,p,d,y;Q) = 0 such that {p}0 corresponds to a phase shift of the mτ -periodic orbit
represented by c, then λ1, . . . , λnu

are (non-resonant) unstable Floquet multipliers, p is the corre-
sponding parameterization of the local unstable manifold and y is a homoclinic orbit of the DDE
(2). Moreover, if DF⋔(τ, λ,p,d,y;Q) is invertible, then the stable and unstable manifolds intersect
transversely in Cα.

2. Suppose (τ, 0, c), with c = (c1, . . . , cm), is a zero of the mapping F◦,elem given in (19) and Q ∈
C1((ℓ1)1+d, (ℓ1)1+d) whose image represents the local graph of the stable manifold of one of the m-
periodic orbits c1, . . . , cm. Assume further that the mτ -periodic orbit represented by c is hyperbolic,
with exactly nu unstable Floquet multipliers.

If F⋔,elem(τ, η, λ,p,d,y;Q) = 0 such that {p}0 corresponds to a phase shift of the mτ -periodic
orbit represented by c, then η = 0, λ1, . . . , λnu

are (non-resonant) unstable Floquet multipliers, p
is the corresponding parameterization of the local unstable manifold and y is a homoclinic orbit of
the DDE (2). Moreover, if DF⋔,elem(τ, η, λ,p,d,y;Q) is invertible, then the stable and unstable
manifolds intersect transversely in C1+d

α .

In the above, the derivatives DF⋔(τ, λ,p,d,y;Q) and DF⋔,elem(τ, η, λ,p,d,y;Q) do not differentiate
with respect to Q.

Proof. Note that the proof of Point 1 can be used almost verbatim to prove Point 2. One important
difference is the implication that η = 0 for Point 2. Let us detail why this holds. Since (τ, 0, c) is a
zero of F◦,elem where, by assumption, τ is a real strictly positive number, we have that c represents a
mτ -periodic orbit of the DDE (2) (cf. Section 2). Also, we assume that {p}0 corresponds to a phase
shift of the mτ -periodic orbit represented by c, hence it is necessary that η = 0 (cf. Lemma 2.3).

Moreover, according to Definition 4.1, the eigenvalues λ1, . . . , λnu are non-resonant if and only if λα =
λα1
1 × . . .× λ

αnu
nu is not an eigenvalue for all α ∈ (N∪ {0})nu such that |α| ≥ 2. Since FWu(τ, λ,p, δ) = 0,

then the recurrence relation (29) has a solution for all |α| ≥ 2. In particular, λαI−λαK1(τ, c)−K2(τ, c)
is invertible and λα is not an eigenvalue for all |α| ≥ 2.

The only remaining statement to prove is that the invertibility of DF⋔(τ, λ,p,d,y;Q) implies that
the stable and unstable manifolds intersect transversely.

Define P(σ)
def
=
∑

|α|≥0{p}ασα, σ
def
= ({d}0, . . . , {d}nu−1), h

def
= {{d}nu+1+α}α≥0 and h(s(t))

def
= {h}0+

2
∑

α≥1{h}αTα(t), where s(t)
def
= τ

2 (t − 1) scales [−1, 1] to [−τ, 0]. By assumption, the periodic orbit is
hyperbolic. Hence, we must show that

image [Dσ′Fk+1(Pm(σ′))]σ′=σ ∩ imageDQ(h) = {0},

where Q represents the action of Q on Cα. We shall argue by contradiction: suppose there exist ψσ ∈ Cnu ,
ξ ∈ C such that ψσ ̸= 0, ξ ̸= 0 and

[Dσ′Fk+1(Pm(σ′))]σ′=σψσ = [DQ(h)]ξ. (39)
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Then, it follows that there exists a sequence of Chebyshev coefficients ψh ∈ ℓ1 such that ξ(s(t)) =
{ψh}0 + 2

∑
α≥1{ψh}αTα(t).

By assumption, DF⋔(τ, λ,p,d,y;Q) is invertible, in particular [Dσ′ET,σ′(pm)]σ′=σ : Cnu → ℓ1ν . From
(39), we have ψy1

, ψy2
, . . . , ψyk

∈ ℓ1ν satisfying
ψy1

= [Dσ′ET,σ′(pm)]σ′=σψσ,

ψyj
− S( τ2 [D1f(yj ,yj−1)]ψyj

) = E(ψyj−1
) + S( τ2 [D2f(yj ,yj−1)]ψyj−1

), j = 2, . . . , k,

[DQ(h)]ψh − S( τ2 [D1f(Q(h),yk)][DQ(h)]ψh) = E(ψyk
) + S( τ2 [D2f(Q(h),yk)]ψyk

).

(40)
Define ψd ∈ ℓ1 as

{ψd}α
def
=


(ψσ)α+1, α = 0, . . . , nu − 1,

0, α = nu,

{ψh}α−nu−1, α ≥ nu + 1.

A direct computation shows that

[DF⋔(τ, λ,p,d,y;Q)]



0
0
0
ψd

ψy1

...
ψyk



=



0
0
0

E(ψk) + S
(

τ
2 [Df(Q(h),yk)]

(
[DQ(h)]ψh

ψyk

))
− [DQ(h)]ψh

[Dσ′ET,σ′(pm)]σ′=σψσ − ψy1

E(ψy1
) + S

(
τ
2 [Df(y2,y1)]

(
ψy2

ψy1

))
− ψy2

...

E(ψyk−1
) + S

(
τ
2 [Df(yk,yk−1)]

(
ψyk

ψyk−1

))
− ψyk


= 0,

where the last equality is equivalent to the equations (40). Thus, the injectivity of DF⋔(τ, λ,p,d,y) is
violated and the proof is complete.

The hypotheses of Point 1 (resp. Point 2) of Theorem 5.2 presuppose some knowledge about the
periodic orbit. The idea is that the receiving end of the BVP (i.e. the stable manifold) is fixed a priori.
The return periodic orbit is known initially as a zero (τ, c) of F◦ (18) (resp. a zero (τ, 0, c) of F◦,elem (19)).
Next, one verifies the hyperbolicity and retrieves the Morse index of c (e.g. by adapting the work in [33]).
Then, one needs to obtain the mapping Q (see e.g. [9]). Lastly, one checks that for a zero of F⋔ (resp.
F⋔,elem) the Chebyshev coefficients {p}0 represent nothing more than a phase shift of the mτ -periodic
orbit represented by c. For the purpose of this article, we shall follow this procedure numerically.

5.4 Numerical considerations

In this section, we detail how to apply numerically Theorem 5.2. We take this opportunity to backtrack
to the beginning to describe the whole picture.
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Suppose numerical simulations on the DDE (2) yield an initial periodic orbit. Following Section 2.1,
we obtain a numerical approximation of the delay τ̄init > 0 and its sequences of Chebyshev coefficients
c̄init ∈ πN ((ℓ1ν)

n)m. Then, Section 3.1 allows us to approximate the Floquet multipliers and associated
eigenvectors for c̄init ∈ πN ((ℓ1ν)

n)m via the operator HN
1 (τ̄init, c̄init) given in (24). We retrieve the

numerical Morse index nu; we also check that there are n center eigenvalues, thereby suggesting that the
initial periodic orbit is hyperbolic.

At this point, if nu > 0, we consider that we have a potential candidate and our task is to build
the connecting orbit. The parameterization of the local unstable manifold is obtained by applying the
technique developed in Section 4.1. We numerically grow its boundary and monitor the distance with
respect to the initial periodic orbit. If this distance is below a prescribed tolerance, then we have found
a connection to a return periodic orbit corresponding to a phased shift of the initial periodic orbit.

Now, let us fix the receiving side of the BVP. Firstly, we follow again Section 2.1 to produce a numerical
approximation of the delay τ̄ > 0 and the sequences of Chebyshev coefficients c̄ = (c̄1, . . . , c̄m) ∈
πN ((ℓ1ν ∩ RN∪{0})n)m representing the return periodic orbit. Secondly, we approximate Q by taking
finitely many stable eigenvectors associated with the largest stable eigenvalues; thus, we consider the
first-order approximation

Q̄(πNh) = c̄j∗ + V̄πNh,

for some j∗ ∈ {1, . . . ,m}, where the operator V̄ is the matrix whose columns are approximations of the
stable eigenvectors in πN (ℓ1ν)

n of HN
j∗
(τ̄ , c̄). The neglected linear components should be small due to the

decreasing (as the Chebyshev truncation order N increases) contribution of the stable eigenvectors as
their associated eigenvalues accumulate to 0.

To find an approximate zero of F⋔ (resp. F⋔,elem), we imitate the procedure in Section 2.1: we apply
Newton’s method on a truncated sequence space. For N,N ′ ∈ N ∪ {0}, define the truncation operator
πN,N ′

: ℓ1(ℓ1ν) → ℓ1(ℓ1ν) by

{πN,N ′
a}α,β

def
=

{
{a}α,β , α ≤ N, |β| ≤ N ′,

0, otherwise,
for all a ∈ ℓ1(ℓ1ν).

Applying Newton’s method on πN,N ′
F⋔( · ; Q̄)πN,N ′

(resp. πN,N ′
F⋔,elem( · ; Q̄)πN,N ′

) and assuming it
has converged, we obtain a distance to the return periodic orbit by computing the norm of the approx-

imation of the stable coordinates h
def
= {{d}nu+n+α}α≥0 ∈ (ℓ1)n. In double precision, our criterion is to

have a distance of order ∼ 10−8 since the neglected quadratic terms should then be of order machine
precision ∼ 10−16.

At last, we also end up with a new value of the delay which we denote by τ̄⋔. Since the transverse
homoclinic orbit must occur for a single value of the delay τ , the gap |τ̄⋔ − τ̄ | represents some additional
error coming from fixing Q̄ a priori in the BVP.

5.5 Example: transverse homoclinic orbit for the cubic Ikeda equation

The zero-finding problem F⋔ (37) for the transverse homoclinic orbit is composed of the mappings given
in Fco (33) and FWu (35). Then, for the cubic Ikeda equation (5), these mappings read

Fco(τ,p, σ,h,y;Q) =


ET,σ(pm)− y1

E(y1) + S( τ2 (y1 − y∗3
1 ))− y2

...
E(yk−1) + S( τ2 (yk−1 − y∗3

k−1))− yk

E(yk) + S( τ2 (yk − y∗3
k ))−Q(h)

 ,

25



(a) (b) (c)

Figure 5: (a) Local unstable manifold of the approximate mτ -periodic orbit shown in Figure 4 and the
transverse homoclinic orbit (red line) for the cubic Ikeda equation. (b) Representation in Chebyshev
space of the parameterization of the local unstable manifold and the transverse homoclinic orbit (red
dots) shown in (a); the connecting orbit starts at the red dot on the edge of the unstable manifold
labelled 8. The green squares represent a phase shift of the mτ -periodic orbit shown in Figure 2 whose
local stable graph is eventually reached by the connecting orbit. The red dashed line is meant for the
reader to track the successive iterates of the time-τ map constituting the connecting orbit. (c) Evolution
of the distance of the connecting orbit as a function of the successive iterates.

and, since we are looking into a periodic orbit with a 1-dimensional unstable manifold (cf. Section 3.2),

FWu(τ, λ,p, δ) =



{E
(
{pm}0

)
}0 − δ

{E
(
{pm}1

)
}0 − γ{

E
(
{pm}α

)
+ S

(
τ
2{pm − p⊛3

m }α
)
− λα{p1}α

}
α≥0{

E
(
{p1}α

)
+ S

(
τ
2{p1 − p⊛3

1 }α
)
− λα{p2}α

}
α≥0

...{
E
(
{pm−1}α

)
+ S

(
τ
2{pm−1 − p⊛3

m−1}α
)
− λα{pm}α

}
α≥0


,

where γ ∈ R is fixed. As explained in Section 4, the choice of scaling guides the convergence of the Taylor
series and is generally adjusted on the fly.

We follow diligently the procedure described in Section 5.4. Our last computation in Section 4.2
gave use the parameterization of the local unstable manifold associated with the initial periodic orbit
c̄init ∈ πN (ℓ1ν)

m computed in Section 2.2; in particular, here m = 8, N = 30 and N ′ = 15. A standard
numerical scheme allows us to grow the boundary of the local unstable manifold; in our case, this is
especially easy to achieve since the manifold is 1-dimensional. After 17 iterations of the time-τ map, we
find a connecting orbit about ∼ 10−5 close to the 7-th piece of a return periodic orbit whose phase is
about −0.7879127215879392; hence, we set j∗ = 7 and k = 16 for Fco. The return periodic orbit, denoted
c̄ ∈ πN (ℓ1ν ∩ RN∪{0})m, is further refined by running Newton’s method on the zero-finding problem F◦
(18), in a similar vein as we did in Section 2.2 but for a different phase δ; the resulting approximate value
of the delay is τ̄ ≈ 1.5649592985680902. Then, we use HN

j∗(τ̄ , c̄) to get an approximation of the stable
eigenspace.

All of this gives us a good guess to use Newton’s method on F⋔ where the δ of the periodic orbit,
chosen initially to be δ = 0 in Section 2.2, will be tuned by the Newton iterations in order to reach the
approximation of the local stable eigenspace of the return periodic orbit.

The Newton iterations for the zero-finding problem F⋔ are set on C×Cnu×πN,N ′
(ℓ1(ℓ1ν))

m×πN (ℓ1)×
πN (ℓ1ν)

k ≃ C × Cnu × Cm(N+1)(N ′+1) × CN+1 × Ck(N+1) ≃ C1+1+8×31×16+31+16×31 = C4,497. Figure 5
shows the transverse homoclinic orbit. The distance to the return periodic orbit after convergence of
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(a) (b)

Figure 6: (a) mτ -periodic orbit, with m = 6, for the Mackey-Glass equation. The dot corresponds to the
phase δ = 1 of the periodic orbit. (b) Average {m−1

∑m
j=1 |({c̄j}α)1|}α≥0 of the sequences of Chebyshev

coefficients of the mτ -periodic orbit shown in (a).

Newton’s method is of order ∼ 10−9 which is below our threshold ∼ 10−8. In this computation, the two
values of the delay are identical: τ̄⋔ = τ̄ .

6 Poincaré scenario for the Mackey-Glass equation

In this section, we detail the computation of a transverse homoclinic orbit for the Mackey-Glass equation
(1) as described in Section 5.4; the code can be found at [22]. The steps are similar to the ones for
cubic Ikeda equation (cf. sections 2.2, 3.2, 4.2, 5.5), with the notable difference that the Mackey-Glass
equations has non-polynomial elementary nonlinearities, so the DDE (3) is an auxiliary polynomial DDE
where f is given in (7); in particular, d = 3.

First, we fix the physiological parameters a, b, ρ to a = 2b = 1 and ρ = 9.65. We also fix a value of
the delay τ where chaos is numerically observed: τ ≈ 1.82.

We identify a time series of a mτ -periodic orbit with m = 6 and a phase δ = 1. We choose the trun-
cation order N = 45 for the Chebyshev series and search for an approximate zero of F◦,elem given in (19).
Therefore, the Newton iterations for πNF◦,elemπ

N are set on R×Rd×πN ((ℓ1ν∩RN∪{0})1+d)m ≃ R×Rd×
Rm(1+d)(N+1) ≃ R1+3+6×4×46 = R1,108. Performing Newton’s iterations yields τ̄init ≈ 1.827334864516779
and the sequences of Chebyshev coefficients c̄init = ((c̄init)1, . . . , (c̄init)m) ∈ πN ((ℓ1ν)

1+d)m. Figure 6
shows the approximate mτ -periodic orbit and the average of the sequences of Chebyshev coefficients.

We numerically retrieve the spectrum ofHN
1 (τ̄init, c̄init) given in (24). The numerical spectrum consists

of (1+d)(N+1) = 184 eigenvalues; Figure 7 suggests that the periodic orbit has a single unstable Floquet
multiplier µ̄ ≈ −2.7747991365286633.

Thus, the unstable manifold is expected to be 1-dimensional (i.e. nu = 1). Since µ̄ < −1, the unstable
manifold is a topological Möbius strip (see also Remark 4.3). An approximation of the parameterization
of the local unstable manifold is obtained via the recurrence relation (31). Each linear system is set
on πN ((ℓ1ν)

1+d)m ≃ Cm(1+d)(N+1) = C6×4×46 = C1,104. We choose the Taylor truncation order to be
N ′ = 15, thus the parameterization has a total of m(1 + d)(N + 1)(N ′ + 1) = 6× 4× 46× 16 = 17, 664
Taylor-Chebyshev coefficients; see Figure 8.

By growing the boundary of the local unstable manifold, we find, after 43 iterations of the time-τ
map, a connecting orbit about ∼ 10−5 close to the 1-st piece of a return periodic orbit whose phase is,
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Figure 7: Collection of (1 + d)(N + 1) = 184 Floquet multipliers associated with the mτ -periodic orbit
shown on Figure 6 for the Mackey-Glass equation. The black dashed circle is the unit circle. There is 1
unstable eigenvalue (red dot), 1 + d = 4 centre eigenvalue (green dot) and 179 stable eigenvalues (blue
dots). Due to the proximity of the stable eigenvalues, only a single blue dot appears on the figure.

(a) (b) (c)

Figure 8: (a) Local unstable manifold of the mτ -periodic orbit shown on Figure 6 for the Mackey-
Glass equation. (b) Representation in Chebyshev space of the parameterization of the local unstable
manifold shown in (a). The dots correspond to the periodic orbit. The numbers indicate the la-
belling of the m pieces; the numbering follows the successive iterations of the time-τ map. (c) Average
{m−1

∑m
j=1 |({p̄j}α,β)1|}α,β≥0 of the sequences of Taylor-Chebyshev coefficients of the parameterization

of the local unstable manifold shown in (a).
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(a) (b) (c)

Figure 9: (a) Local unstable manifold of the mτ -periodic orbit shown on Figure 8 and the transverse
homoclinic orbit (red line) for the Mackey-Glass equation. (b) Representation in Chebyshev space of the
parameterization of the local unstable manifold and the transverse homoclinic orbit (red dots) shown in
(a); the connecting orbit starts at the red dot on the edge of the unstable manifold labelled 6. The green
squares represent a phase shift of the mτ -periodic orbit shown on Figure 6 whose local stable graph is
eventually reached by the connecting orbit. (c) Evolution of the distance of the connecting orbit as a
function of the successive iterates.

roughly, 1.001792666495276; hence, we set j∗ = 1 and k = 42 for Fco given in (33). In fact, since in this
case the phase of the return periodic orbit is close to the initial phase δ = 1, it is not necessary to solve
again the zero-finding problem F◦,elem for the return periodic orbit. We simply set τ̄ = τ̄init and c̄ = c̄init.
Then, we use HN

j∗(τ̄ , c̄) to get an approximation of the stable eigenspace.

The Newton iterations for the zero-finding problem F⋔,elem, given in (38), are set on C×Cd ×Cnu ×
πN,N ′

((ℓ1(ℓ1ν))
1+d)m×πN (ℓ1)1+d×πN ((ℓ1ν)

1+d)k ≃ C×Cd×Cnu ×Cm(1+d)(N+1)(N ′+1)×C(1+d)(N+1)×
Ck(1+d)(N+1) ≃ C25,581. Figure 9 shows the transverse homoclinic orbit. The distance to the return
periodic orbit after convergence of Newton’s method is of order ∼ 10−9 which is below our threshold
∼ 10−8. The gap between the two values of the delay is |τ̄⋔ − τ̄ | ≈ 1.588373876870719× 10−11.

Note that we ran all the computations in double precision. While Newton’s method converged and
gave us two approximate zeros for F◦,elem and F⋔,elem of order ∼ 10−15, there is a contribution due to
the unfolding parameters η. Forcing these to be zero gives us an approximate zero of order ∼ 10−13. One
could resort to multi-precision to improve this value which would also reduce the gap |τ̄⋔ − τ̄ |.
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