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TRAVELING WAVE SOLUTIONS FOR BISTABLE
DIFFERENTIAL-DIFFERENCE EQUATIONS WITH PERIODIC
DIFFUSION*

CHRISTOPHER E. ELMER! AND ERIK S. VAN VLECK?*

Abstract. We consider traveling wave solutions to spatially discrete reaction-diffusion equations
with nonlocal variable diffusion and bistable nonlinearities. To find the traveling wave solutions we
introduce an ansatz in which the wave speed depends on the underlying lattice as well as on time. For
the case of spatially periodic diffusion we obtain analytic solutions for the traveling wave problem
using a piecewise linear nonlinearity. The formula for the wave forms is implicitly defined in the
general periodic case and we provide an explicit formula for the case of period two diffusion. We
present numerical studies for time ¢ = 0 fixed and for the time evolution of the traveling waves. When
t = 0 we study the cases of homogeneous, period two, and period four diffusion coefficients using a
cubic nonlinearity, and uncover, numerically, a period doubling bifurcation in the wave speed versus
detuning parameter relation. For the time evolution case we also discover a detuning parameter
dependent bifurcation in observed phenomena, which is a product of both the nonlocal diffusion
operator and the spinodal effects of the nonlinearity.
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1. Introduction. Problems that are modeled by nonlinear spatially discrete dif-
fusion equations occur in many areas of science. In the materials sciences examples
include crystal growth, interface motion in crystalline materials, spinodal decompo-
sition, and grain boundary movement in thin films. Spatially discrete diffusion op-
erators allow the material being modeled to be described in terms of its underlying
crystalline lattice. Phenomena such as crystallographic pinning and lattice anisotropy,
phenomena that are often added to spatially continuous models in an “ad hoc” man-
ner, occur naturally in spatially discrete materials models. In biology, examples of
applications of spatially discrete models include the bidomain model for cardiac tissue
(defibrillation), tissue filtration, gas exchange in lungs, and calcium waves. Propaga-
tion failure and directional dependence are phenomena that occur in spatially discrete
biological models that do not occur in their continuous counterparts. A relatively un-
explored area of mathematics is spatially discrete diffusion equations with diffusion
coefficients that depend on location, a necessary condition to effectively model many
systems.

As a specific example, from [4], consider a material consisting of two phases and
the variation in free energy that an interface between the phases encounters as it
advances through a crystalline medium in a direction normal to the lattice planes,
and let v; be a time dependent variable that indicates the phase of the jth plane.
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Then the excess free energy G per unit area of interface can be represented by a sum
over the lattice planes of the form

oo

(1) 6= 3 [Pl + g -0, om0, w1,

j=—o00

where [ is the interplaner distance, and K is a possibly constant parameter which
relates the effect of gradient to that of the increase in the free energy, F(v;), accom-
panying the creation of a unit volume of homogeneous material from the material
reservoirs of the two bulk phases. Fixing K constant might indicate that the tem-
perature or perhaps the concentration are constant throughout the material. It is
generally assumed that the interplaner distance ( is fixed. But interplaner distance,
temperature, and concentration can all be spatially dependent. We wish to allow
either 8 = ; and/or K = K to depend on spatial position. Knowledge of diffusion
in such materials is necessary to describe the material’s kinetic reactions.
Mathematical models of the behavior of axons often come from postulating an
equivalent electrical circuit model (cable theory) of the excitable axonal membrane.
As a second example, from [18], consider nerve fibers (axons) coated with a material
called myelin (mylinated) with periodic gaps (nodes) in the coating. The action
potential jumps from node to node along the fiber. Assuming the axial currents are
constant, the intracellular, I;, and extracellular, I, currents between nodes are

_ 1 Vi,n-{-l - Vi,n _ 1 Ve,n+1 - Ve,n
L= -2tz I =tz Zen

5 L Te L
where L is the length of the myelin sheath between nodes, r; and r. are the intracellular
and extracellular resistances per unit length of material, and V;, and V., are the
intracellular and extracellular voltages in the nth node. The total transmembrane
current at a node n is thus given by

oV, 1
(12) P <C 6t +Iwn) - /J/L(

Y n _2n n—1)
T“Lre)(VH Vo + V1)

where p is the length of a node, p is the perimeter length of the axon, C' is the capac-

itance, and I;,, is the ionic current. Note that typically p, u, and L are considered

constant. We want to consider allowing any of these parameter to depend on space.
In this paper we consider traveling wave solutions to equations of the form

(1.3) ;(t) = Lpu;j(t) — f(u;(t), ),

spatially discrete reaction-diffusion equation with diffusion coefficients that vary on an
integer lattice, where u;(t) maps Rt U{0} — R, j € Z, indicates a particular element
of the one-dimensional lattice, and “’” denotes differentiation with respect to t. We
represent variable diffusion over the spatially discrete domain with the operator Lp,
a difference Laplacian operator of the form

(1.4) Lpuj(t) = ajia[uja(t) — ui ()] + agluj—1(t) —u;(t)],

where o; € RY, j € Z. This is one choice of several equivalent divergence forms for
the operator Lp. Our interest is in bistable systems, systems where f(u,a) can be
represented by a cubic-like nonlinear function with stable zeros at 0 and 1, and an
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unstable zero at the detuning parameter a € (0,1). In the first half of this paper we
construct analytical solutions using the piecewise linear nonlinearity

u, u < a,
(15) fl(uaa) = [a’_LaL u = a,
u— 1, u > a,

and in the second half we consider numerical solutions using the cubic nonlinearity
(1.6) fa(u,a) = du(u — a)(u — 1).

If we consider the change in v; in time per unit area of (1.1) and we allow 3 and
K to vary with position, we obtain the spatially discrete reaction-diffusion equation
dF (v;)
dvj ’

(17) Uj = 'yjH[ij — 'Uj] + Vi [1)];1 — ’Uj] —

where v; = 2K /5]2 With the change of variables 7 = ¢/(CR) and allowing p, p, and
L to vary along the axon, (1.2) becomes

dVy,
dr
where p; = R/(p;L;p;(r; +7¢)). The nonlinearities (1.5) and (1.6) are both natural
forms for the term dF'(v)/du in (1.7) and for the term RI;op in (1.8).

Our consideration of (1.3) with the spatially varying diffusion operator defined by
(1.4) is motivated by the work of Fife [11] and Fife and Hsiao [12] who consider con-
stant diffusion reaction-diffusion PDEs having a bistable nonlinearity f with a spatial
dependence and Shen [22] and [23] who considers both spatially discrete and spatially
continuous constant diffusion reaction-diffusion equations where the bistable f has an
almost periodic time dependence. For spatially homogeneous diffusion, propagation
failure, the failure of the wave to propagate for values of the detuning parameter a over
a nontrivial interval, in one-dimensional spatially discrete reaction-diffusion equations
was studied by Keener [16], [17]. Zinner and his coworkers provided existence and
stability of traveling wave solutions for spatially discrete reaction-diffusion equations
[15], [25], [26], [27], [28]. Motivated by the works of Keener and Zinner, in [5] Cahn,
Mallet-Paret, and Van Vleck provide results on propagation failure and lattice in-
duced anisotropy for traveling wave solutions of two dimensional spatially discrete
reaction-diffusion equations with nonlinearity (1.5). In [19] Mallet-Paret develops a
Fredholm theory for equations with backward and forward delay terms and uses these
results in [20] to investigate the global structure of traveling wave solutions of spa-
tially discrete reaction-diffusion equations. We also mention here the related works
on traveling wave solutions of spatially discrete reaction-diffusion type equations of
Fath [10], Gao [14], and the seminal work of Weinberger [24].

In previous works traveling wave solutions to the constant diffusion coefficient
equation

(1.8) = pi+1[Vier = Vil + pi[Vie1 = Vj] = Rlion,

u(nv t) = LD’U’(”]’ t) - f(u(na t)’ a)

with
n

Lpu(n,t) = Zak[u(n +1,t) — 2u(n,t) +u(n — 1,t)]
k=1
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are sometimes found by substituting the traveling wave ansatz u(n,t) = ¢(n - o — ct),
where ¢ is the constant unknown wave speed and o is the direction normal. Our
approach in this work is to allow the unknown wave speed to depend on the lattice
and on time. We substitute the traveling wave ansatz

() = 6(j — / ¢;(s)ds)

0

with the unknown wave speed ¢;(t) into (1.3) to obtain the equations

(1.9) —cj(t)¢'(&§5) = Lro(&;) — f(0(&;),a),
where
(1.10) Lr¢(&;) = ajrald(§i11) — d(&5)] + aj[od(€5-1) — #(&5)],

& =j— fot cj(s)ds, and &1 = & £ 1 — fg[cjﬂ(s) — ¢;(s)]ds. One of the primary
differences in solving (1.10) as opposed to solving constant diffusion traveling wave
equations is that in (1.10) the forward and backward delays depend on the lattice and
on time.

In section 2 we complete the definition of the problem, define boundary condi-
tions, and choose a phase condition. This includes a change of variables based on ¢
being fixed and a; being periodic in j. Next, using the Fourier integral transform, in
section 3 we derive a solution to the periodic version of (1.9) when ¢;(t) is not equal to
zero for all j € Z and t € RT U {0}. Since the general periodic case is rather cumber-
some algebraically, in section 4, we demonstrate the periodic coefficient result for an
equation of the form (1.9) with period P = 2, along with its a(c;) relation. Section 5
is an introduction to the numerical results which includes necessary background. All
of our numerical results are for our periodic diffusion differential-difference equation
with the cubic nonlinearity, fo. Our first series of examples, section 6, is a study of
periodic solution results for ¢ = 0 fixed. In this section we typically see period P wave
speeds when solving, depending on the location in the lattice. Included in this section
is the constant diffusion coefficient problem with the spatially varying wave speed
traveling wave ansatz. This problem generates an a versus ci plot which contains
bifurcation points dependent on the parameter a. The second numerical results sec-
tion, section 7, is a study of the time evolution of a period two problem. We present
u;(t) solution plots along with a study of how the forward and backward delays in
(1.10) evolve in time ¢. The types of behavior in the evolution of the delays exhibit
a bifurcation which is also dependent on the detuning parameter a. We finish with a
discussion and conclusions in section 8.

2. Spatially periodic diffusion. The diffusion coefficient o; describes the dif-
fusion interaction between the lattice points at j — 1 and at j for all j € Z. Consider
system (1.3) with diffusion coefficient «; that varies periodically on Z with period
P=N,+N,+1, N,N, € Z+ U{0}, ie.,

Qj = Qj4p, jEZLL.

Given the integer period P of the diffusion coefficient we write the traveling wave
equations in terms of P time dependent wave speeds and P time dependent wave
forms. For any j € Z thereisa k € {—N,,..., N,.} and an n € Z such that j = k+ Pn.
Thus for all j € Z

O = Qgqnp = Qj for some k=-Ng,...,N, and n €7,
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which in turn implies
ck(t) = Crynp(t) for k=-N;,...,N, and n € 7.

For spatially periodic diffusion we are able write the traveling wave equation (1.9) as
a system of mixed differential-difference equations by defining

(2.1) er(r) = o + &)

for k = —N;,...,N,, x € R, requiring that pi(z) € C(R). Relation (2.1) implies
¢ + Ekrnp) = ¢(x +nP + &) = pr(z +nP) and ¢ (nP) = ¢(§ktnp) = Uktnp(t).
The functions @y vary as the & vary and the & evolve with ¢. In the following
derivation we assume ¢ is fixed and define ¢, = ¢x(¢t) for k = —=N;, ..., N,.

Let

f(aj) = [SD*NL (:L‘), <P—NL+1<33), <P7NL+2<33), ) (er(x)]T’

let

pr(JS) = [f(@—Nz (I)va)’ f(QO—NH-l(x)’ a)? f(@—Nz-i-Q(x)’a)’ BERE) f((er(m)va)]Tv

let C = diag{cx}, k= —Ny,..., N,, and let

a N, Fo_Nt1 —Q_N;+1 0 0
—Q_N;+1 Q_N;4+1 + QN 42 —Q_N;+2 0
0 —Q_ N, +2 a_N;+2 + QN +3
LO - . . )
—QN,—1 an, -1+ an,. —QN,.
0 0 —QN, aNTJra_Nl
[0 0 O a_n, ] [0 0 0 0]
0 0 O 0 0 0 0 0
0 0 O 0 0 0
L+ - ) L— =
0 0 0 0O 0 O
L o --- 0 0 0 ] | a-nN, v 0 0 O i

The system of equations in ¢ that we need to solve to obtain the solution to
(1.9) can be represented by the finite system of equations

(2.2) —Cy¢'(x) = L_y(xz + P) — Lop(x) + Lyp(x — P) — f,(z).

Observe that the delay terms for this system no longer depend on time or lattice
position. For fixed t the solution vector ¢ is translationally invariant. We choose a
particular translate by specifying the phase condition ¢(0) = a. This produces, by
(2.1), the set of phase conditions

orn(—Ex)=a  for  k=—Nj,...,N,,

which we apply to system (2.2). This choice of phase conditions defines a set of phase
shifts between the curves ¢ and allows those phase shifts to change with time. If
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we assume that the function ¢(z) is strictly increasing in z, then this choice of phase
condition implies

(2.3)  pr(z) <a when =z < —¢ and vr(z) >a when x> =&

for k=—-N;,...,N,.

Since we are looking for traveling wave solutions, solutions which connect the
stable equilibria of & = f(u), and since g (z) = ¢(z + &), it is natural to impose the
boundary conditions

(2.4) pr(—o0) =0, pr(00) =1
fOI‘kZ*Nl,...,Nr.

3. An analytic solution. We now derive the solution of the traveling wave
equation (1.9) with the periodic diffusion coefficients «y, the boundary conditions
(2.4), and the piecewise linear function f; (1.5). The inequalities in (2.3) imply, with
h defined as the Heaviside step function

0 y<o0,
Mw:{1 Z>0

that
h(pk(x) —a) = h(x + &) for x#—=& and k=-N;...,N,.
We rewrite the nonlinearity f; as the set of nonlinearities

filpr(x),a) = vr(x) — hpk(z) — a) = pr(x) — hg(z) for k=-Np,...,N,,

where hy(z) = h(z + &). For ¢ (z) continuous, the jump discontinuity in fi (pg(x))
at x = —&, produces a jump discontinuity in ¢} (z) at © = =&, for k = —N;,..., N,.
Our derivation focuses on the construction of the solutions, ¢i(x), k = =N, ..., N,,
for (2.2). We begin by defining the functions ¢y (z) = e *“p(z) for k = —N;,..., N,
and substituting them into the system (2.2). The solutions to the resulting system
asymptotically approach zero as |x| — oco. This and the linear nature of f; allows us
to apply the Fourier transform. After some manipulation, we then apply the Fourier
inversion theorem to obtain @i (x) = e*“ oy (x).

3.1. Change of variables. We begin our derivation of a solution with a pre-
liminary lemma.

LEMMA 3.1. Let pi, k = =Ny, ..., N, be defined as in (2.1). Then there exists
an g9 > 0 such that, for some K >0,

(3.1) lok(z)] < Ke®** for x < —N,.

Proof. Lemma 4.1 in [5] (see also Lemma 2.1 in [8]) implies that for each ¢y,
k = —Nj,...,N,, there exists an €50 > 0 such that, for some K > 0, |pg(x)| <
Kpero® for x < —N,.. Let

K= max K and €0 = min €k0- 0
k=—Nj,...,N, k=—Ni,...,N,

Let ¢p(z) = e *Fpp(z) for k = —Ny, ..., N, with € > 0, € small. By Lemma 3.1,
if o, k= —Ny,...,N,, is a solution element to (1.9), then, as x — —oo,

or(x) = e =% (x) < |e = |jpr(x)| < [Kelfo9% 0 for 0<e < e
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Also as x — oo,
Pr(z) = e pp(r) — 0

since @y (+00) = 1 and € > 0. This implies that ¢r(—oc0) = 0 and ¢x(+00) = 0.
Substituting gy () = e ¢ (x), k = —Ni, ..., N,, into (2.2) and simplifying, we obtain

( )—C@'(m) = [e""*L_¢(z—P)—Lo¢(z)+e"* Ly ¢(z+P)|—[I-eC(t)|¢(z)+e *“h(z),
3.2
where

h(x) = [h—Nz (‘T)7 h—Nl"Fl(x)? h—NH-?(:C)’ oo b, (I)]T

3.2. Fourier transform. We now apply the Fourier transforms

o0

&k(s) :/ eiiSIqbk(x)dxa kile,...,NT,

— 00

where € > 0 is sufficiently small, to both sides of (3.2). Then

n > —isz i > —isz
b= [ oy ==L [ e (@)do
I . _-
= / [OéfNLH@ o N+1(z) — amn e o (2)
SC-N; J -0

+(1_N167isx€7P€¢Nr (1, _ P)
_a*Nze_isw(b*Nz (x) - (1 - C*Nzg)e_isx(;s*Nz (1‘)

e e 46 N) ] dw,

P (s) = i 3 [Amt16” " Gmi1 (X)) — A1 (T) + e fpu1(z)
fame*i“gﬁm(x) -(1- cms)efi”gbm(x) + e*(iS“)Ih(x + &n)dz,
o, (s) =

i o0 , , ,

o [ e (o P) - e 0w, (0) + ax e 0,1 ()
—an, e oy (2) — (1 — ey, e)e gy, (1) + e~ T2 h(z 4 £y )]da

(3.3)

form=-N;+1,...,N, — 1.

3.3. Solving in Fourier space. Let Ay = (—cx(is + €) + ag41 + o + 1),
k=—Ny,...,N,, where an, 11 = a_n,, let

é(s) = [(ZS*NI (8)7 (b*Nerl(S)v R QSNT»(S)]Tv



Downloaded 09/29/14 to 129.237.46.100. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php

TRAVELING WAVES ON LATTICE WITH PERIODIC DIFFUSION 1655

let
eliste)(€—n;)  lis+e)(€-n;t1) elis+e)(En,.) T
(3.4) Q = - , - s . ,
18 + € s+ € is 4 ¢

and let

_ A_n, —Q_N, 41 0 - —Oé_Nle_P(is‘*‘s) -

TO-Ni+1 AN+l N2 0
0 —a-Nt2 A-N42
M =
. —QN, -1 ANT—l —Qn,.
| —a_n, ePlis+e) e 0 —ay, Aw. ]

Then after performing the integrations, system (3.3) can be written as
Mé = .

Remark 3.1. The translation of system (2.2) into Fourier space contains no delay
terms.

Observe that the matrix M is irreducibly diagonally dominant and hence invert-
ible (see Theorem 2.3.8 in [21]). We obtain ¢ (z) by applying the inverse Fourier
transform

1 o0 ] ~
or(x) = e (x) = / 151924 (5)ds for k=-N,,...,N,,
—0o0

T om

which is absolutely convergent. Although in theory this appears simple enough, we
present the case for P = 2 to demonstrate important features of the solutions of
spatially discrete reaction-diffusion equation with periodic diffusion.

4. Example: Alternating diffusion coefficient. Consider a diffusion coeffi-
cient function of period P = 2 defined as

) o jJ even,
(4.1) I _{ Qp Jj odd,

with e, @, € RT. Let c.(t) = ¢;(t), j even, ¢,(t) = ¢;(t), j odd. Define

142) pul) = (a- | tce<s>ds) 7 ool = (c1- | tc()(s)ds) .

We obtain the system

—Ce(t)pe(@) = ao(Po(@) — ¢e(2)) + ae(po(z — 2) — @e(@)) — fi(pe(T))
(4.3)

—Co() P, (1) = ae(pe( +2) = Po(2)) + o(pe () = Po(2)) = f1(po(T))-
The phase condition ¢(0) = a implies goe(fotce(s)ds) =a and @,(—1 —|—f0tco(s)ds) =a.

The nonlinearities are fi(pe,a) = pe — h(z — fgce(s)ds), f1(wo,a) = po — h(z+1—
fgco(s)ds).
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4.1. An analytic solution. We now derive the solution of the traveling wave
equation (1.9) by deriving the solution for the pair of traveling wave equations (4.3)
with the boundary conditions (2.4) and the piecewise linear function fi, (1.5). From
our derived solution, we obtain a relationship between the detuning parameter, a, and
the wave speeds, ¢, and c,.

This section begins with the construction of solutions, ¢.(z) and ¢, (), for (1.9).
The construction consists of defining functions ¢.(z) = e Pp.(z) and ¢,(x) =
e, (x) and transforming (4.3). To the ¢.(x),p,(x) versions of the equations, we
apply the Fourier transform, and after some manipulation, we derive a formula for
e () and @, ().

Fix t and let c. = ce(t),co = co(t),1e = focp s)ds, and 1, = foco s)ds, thus
& = —re and £, = 1 — r,. Using the derivation from the general period derivation,
we obtain

. . . e—(iste)re
(*Ce(is + 5) + oo + o + 1)¢e(5) - (O‘O + a6672(zs+€))¢o(s) = ﬁ
. ) . e(is+e)(1—ro)
(4.4) (—co(is 4 €) + o + e + 1)do(s) — (ato + e () = ————— |

1S+ ¢
or
) (is4e)re
) e
A, —Qp — Q€ (is+e) :| |: ¢e :l _ is+e
2(is+e) (is+e)(1—7o) y
—Q — Q€ A ettre Tl

with A, = —cc(is+¢)+ ao+a.+ 1 and A, = —c,(is + €) + ap + @ + 1. This is a
special case of the matrix M. Solving, we obtain

- B P(s —ig) - B Qs —ig)
(45) o) = Grors—i) "7 Gt oRG-@)
where

P(q) = Ca [—icoq + oo + e + 1] + etare [aoeiq + O‘eeiiq]

Q(q) = €170 [—icoq + ap + e + 1] + €107 [ e’ 4 e )

R(q) = —i(ce + co)q(ao + ae + 1) + 200 + 20e + 1 + 250 (1 — €08 2q) — ceCoq®.
(4.6)
The following lemma is a simple extension of Lemma 4.4 in [5] and is based on the
characteristic equation of the system.

LEMMA 4.1. For ce,co # 0, the function R in (4.6) possesses a simple root
q = —izg with zg > 0. Moreover, there exists an €g > 0 such that if ¢ € C is any other
root of R satisfying Im q < 0, then in fact Im g < —z9 — €.

We now use the Fourier inversion theorem which gives

1 [t .
(Pe(m) _ €6x¢e($) _ %/ e(zs+s)m¢e(s)d8’

I 2
Po(x) = € holz) = 5 / e 3y (5)ds,
21 J_ o
which are absolutely convergent. This implies
(x) B i /+OO e(is-{-s)mp(s _ ZE) 1 —ie+00 zszP(S)
P = or ) st e)R(s—ie) " 2mi)_,._.. sR(s)
1 too L(iste)w 1 —ietoo sisx
B Qs |
2r J_o (is+e)R(s —ic) 270 ) oo SR(S)
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Because of the simple pole at s = 0, we break up the integrals into

L) e
(4.7 o) = 5 ([ + [ ) e,

where C; is (—o00, —¢] and [+¢, +00) on the real axis, and S. is the half-circle at the
origin. First consider the C. integrals. We have

L 'LS(L’P /76 / ISCEP d
omi Jo. sR(s) . 2mi y

B +oo zsrP( ) 3 —mzP( ) s
_27m te { sR(s) sR(—s) }d
1 +0 i P(s)R(—s) — e " P(—s)R(s) .
- 2mi AE sR(s)R(—s) d
1 o0 A(s)[—scocos s(x — 1) + (o + e + 1) sins(x — r,)] s
/. S(A2(s) + B2(s)) ’
1 20 B(s)[scosins(z — 1¢) 4 (o + e + 1) cos s(z — 7)) s
= S(AT(5) + B2(9)) !
1 T A(s)[apsins(z + 1 —17,) + aesins(x — 1 —7,)] .
. S5 + B(s) !
1 T B(s)[apcos s(x + 1 —1,) + accoss(z — 1 —1,)] <
<. SCA() + B(5) -
and
27'('2 Cs ds
—& ZSIQ
" omi (/ / > ds
_ /+°° A(s)[— scecoss(x—l- 1—7,) + (o + e+ 1)sins(z + 1 —TO)]ds
+e s(A%(s) + B(s))
1 [T B(s)[scesins(x +1—17,) + (g + e+ 1) coss(z + 1 —1,)]
v (A7) + B() -
1 (1 A(s)[aesins(z +2 —7.) + apsins(z — 7))
=98 SCA2(3) + B() -
1 [T B(s)[accoss(x+2—1.) + a,coss(z — 1))
<. ST+ B7(s)) -
where

A(8) =1 = €eCo8® 4 20, (1 — cos(25)) + 2(ae + ap),
(4.8) B(s) = (ce + co)s(@e + ap + 1).
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For s € R, A(s) = Re[R(s)] and B(s) = —Im[R(s)].
For the S; integrals, we have

1 e"$ P(5s) 1 1 e"¢ P(s) 1

— ——tds = —2mi— —_— ==

2mi Js. SR(s) N i mQReS < sR(s) ’O> 2’

27
(4.9) L[ Q)0 %

2mi s. sR(s)

Combining the integral results (4.8) and (4.9) in (4.7), and letting ¢ — 0, we obtain
an explicit formula for ¢.(x) and @,(x). From (4.7), we have the following formula
for the solution of (4.3) with (4.1) for ¢, ¢, # 0:

11 [ A(s)[=scocoss(x— 1) + (o + e + 1) sins(z — 7¢)]
w*”_§+%4 s(A2(s) + B2(3)) s
1 /°° B(s)[scosins(z —re) + (o + e + 1) cos s(x — 7,)]
+ = ds
™ Jo s(A?(s) + B2(s))
1 [ A(s)[aosins(z+1—175) + aesins(z — 1 —1r,)]
“3 SCAZ(s) + B2(5)) “
1 [ B(s)[aocoss(E+1—r1,) +accoss(E—1—r,)]
2 SCAZ) + B(9)) -
and
11 [ A(s)[=scecoss(x+ 1 — 1) + (o + e+ 1)sins(z+1—1,)]
=302 SCA20) + B6) -
1 [ B(s)[scesins(x+1—1,)+ (o + e+ 1)coss(x+1—r,)]
+ f/ ds
™ Jo s5(A%(s) + B?(s))
1 [ A(8)]aesins(z +2 —7r.) + aysins(z — 7.
o e e
1 [ B(s)[aeccoss(z+2—1.) 4+ aycoss(x —r.)]
ol f S(A2(s) + B2(s)) o

Remark 4.1. Let ¢, and ¢, be considered as functions of r, = fgce(q)dq and

To = fOtco(q)dq’ i'e" @e(x, Te, TO) a‘nd @o(xﬂ“ea?“o)-
(i) Observing that

1—pe(—x—1,—1y,—1¢)

ds

1 1 /°° A(s)[scccoss(—x —1+71,) + (ap + ae + 1) sins(—z — 1+ 1,)]
0

2 x s(A2(s) + B2(s))

1 [ B(s)[—scesins(—x —1471,) — (ap + e+ 1) coss(—z — 1+ 1,)]
=) ST + B(5) “
1 [ A(s)[aosins(—z 4+ re) + aesins(—z — 2+ 1))
=) SCA%(s) + B(5) *
1 [ B(s)[apcoss(—z +1e) + e cos s(—x — 2+ 1) <
-, SCAP(s) + B2(s)) !

= QOO(JJ,’I"E,’I"O),
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and

1—po(—x—1,—74,—T¢)

I /°° A(s)[scocos s(—x +1e) + (o + e + 1) sins(—z + re)]ds
2 7o s(A%(s) + B%(s))

1 /°° B(s)[—scesins(—z +71¢) + (o + e + 1) cos s(—x + 1¢)] d
™ Jo s(42(s) + B(s)) ’
1 [ A(s)[aesins(—x + 1+ 7,) + apsins(—x — 1 +1,)]

= SCA2(3) + B() -

1 /°° B(s)[accoss(—z+1+71,) + a,coss(—z— 1+ ro)]ds
™ Jo

s(A%(s) + B2(s))
= @e(®,7e,70),

we have the symmetry property 1 — @o(—2 — 1, =76, —T¢) = @o(x,7e,70), and 1 —

QOO(_J? -1, —r,, _Te) = 4106('13’ Te, TO)'
(i) Recalling that

1 —ig+00 eiszP(S) 1 —ig+o0 eist(s)
o(z) = — o Vds and g, = s,
we() 27m'/ sR(s) s and po(w) = 2m/ sR(s) s

—ig—00 —ie—00

we can see that as  — —o0, p.(z) — 0 and ¢,(z) — 0. Our symmetry property then
gives us that @.(+00) = 1 and ¢,(+00) = 1. This confirms our choice of boundary
conditions.

Remark 4.2. (i) As discussed before, p(§) = a for only one value of £. Let £ = 0.
This then gives us the following relation between a and (c., ¢,):

a = @ec(re)
11T mseoAls) +[ao + ae + 1B(s)
a3, T Ey
1% A(s) (o — ae) sin(s) cos s(re — 7o) + (a0 + ) cos(s) sin s(re — 7o) .
2 S + B(s) ’
/ B(s)[(ao + ae) cos(s) cos s(re — o) + (e — @) sin(s) sin s(re — ro)]ds
s(A%(s) + B%(s))
(4.11)
and
a=@,(—14r,)
11 % —scA(s) + oo + ae + 1]B(s) <
33, T Ee
1 % A(s)[(ce — o) sin(s) cos s(ro — 1) + (a0 + ) cos(s) sin s(ro — 7e)] .
=, S + B(5) ’
1 [ B(s)[(ao + ae) cos(s) cos s(ro — 1e) + (o — ae) sin(s) sins(ro — 7e)] <
/ S(A%(s) + B() !

(4.12)
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when ¢, ¢, # 0. Adding and subtracting (4.11) and (4.12) we obtain, for ¢, c, # 0,
11
=3t a

7 —slce + o] A(s) + 2[ao{l + cos s(1 +1e — 70)} + ae{l 4 coss(1 4+ ro — re)} + 1]B(s)
25(A2(5) + B2(s))

ds,

(4.13)
subject to the condition that

(4.14) / [s(ce — co) 4+ 2ap8in8(1 4+ 1o —1ry) — 20 sin (1 + 1, — re)]A(s)dS _o.
0 s(A%(s) + B?(s))
(ii) When ¢, = ¢, =0,
1 Fapsins(l+re —71,) —aesins(l+7r,—1re)
<p(0)—a—2and/o SA(S) ds=0

when ¢, = ¢, = 0.

Remark 4.3. (i) The condition (4.14) insures that the detuning parameter a is a
constant value and does not vary with z.

(ii) The justification of the assumption that ¢.(z) and ¢,(z) are increasing in
now follows from the proofs of Corollary 4.5 and Theorem 4.6 in [5].

We now address what we mean by a solution to (4.3) with nonlinearity (1.5). To
solve (4.3), it is sufficient to regard fi(we), fi(®o), (1.5), he(x), and ho(x) as set valued
functions, with f and h singleton sets for ¢, # a and @, # a, and f1(a) = [a—1, a] and
h(0) = [0, 1]. By a solution to (4.3), we mean that ¢., ¢, € C(R) and the differential
inclusions

—Cepr(T) € Qolpo(t) = pe(T)|ac[po(r — 2) — e ()] = Ye(x) + he(z)
_CO(P:)(-I) € Qe[pe(T +2) — @o()] o[ pe(T) — Po(T)] — @o(T) + ho(T)
hold for x € R.

4.2. The a(ce, ¢,) relation. We now analyze the relationship between the wave
speeds ce, ¢, and the detuning parameter a.
For c.,c, #0, let r = r. — 7, and set

I (ce,co) =a— %
et co [T —A(s) + 2[ao{l 4+ coss(L+7)} + ae{l +coss(l — 1)} + 1] (e + o + 1)d
T o A2(s) + B2(s) *
(4.15)
where
A(8) =1 = €e€o8® 4 200a0(1 — cos(25)) + 2(ae + ao),
(4.16) B(s) = (ce + co)s(ae + oo + 1).

Throughout this subsection, c. and ¢, are subject to the constraint

o _ : _ (] —
Flan, 0, 0, corr) = / [s(ce — co) + 20 8in (1 4+ 1) — 20, sin s(1 — 7)] A(s)
0

S(A2(s) + B(s)) ds =0.

(4.17)
Observe that F'(a, a,¢,¢,0) =0 for > 0 and ¢ # 0.
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Let ¢ = (ce +¢,)/2. With the simple change of variable s — s/c, ' can be written
as

I'(c) =T'(ce, co)

1 [~ —A(s/c) 4+ 2[ao{l + cos[(s/c)(1 + )]} + ae{l + cos[(s/c)(1 — )]} + 1](e + o + 1) ds

T /o A2(s/c) + B2(s/c)
(4.18)
for ¢, # 0 and ¢, # 0.
THEOREM 4.1. Let p(€) be a solution to (1.9) with (4.1), (1.5), and (2.4), so that
T(c) is defined by (4.15) with ce,co # 0. Then

1
lim T'(c)] < lim |T(ce,co)| = 3

c—00 Ce;Co—00
Proof. Let c¢,co # 0. Then

1 [ $242d+1 1= 1 1
419) lim  [T(ey, c0)| = = ds—= L [ L gL
(4.19) lim __|T(ee, co)| 77/0 S 12d+Ds2r2dr1” 7r/0 211777

and if either ¢, or ¢, is finite

e 2+ 1 1~ 1 1
lim [T(c)| = = ds< > | —— ds=-
Jim [T(e) 7r/0 (2d +4)s2 +2d + 1 S<7r/0 217

where d = 2(ae + ap)(e + o +1). If ¢ = ¢, = ¢, then lim,. . |I'(c)] = 1/2 by
(4.19). O

5. Numerical results. In this section we focus on several numerical examples
of the spatially varying diffusion coefficient traveling wave system

5.1) —¢;(t) ¢'(&5) — 9" (&)
5.1
= j[d(&ir1 +1) — (&) + ;6§51 — 1) = 6(&5)] — f2(6(&;), a),

where j € Z and fs is given by (1.6). One of the primary difficulties in developing
analytical results, including solutions, to differential-difference models is the unknown
nature of the phenomena they contain. Numerically obtained results have the poten-
tial to point out the path to follow in our analytical investigations. The examples here
were obtained using the algorithms presented in [8] and [9], numerical tools for inves-
tigating a large class of both linear and nonlinear traveling wave differential-difference
equations (see also [1], [2], [3], [6], [7], [13]).

The following numerical examples are presented in two sections. In the first
section we hold time fixed at ¢ = 0 and explore the (g (x), i) solutions. This section
consists of three numerical examples. The first example is a presentation of the
solution and a(c) relation for a reaction-diffusion differential-difference equation with
period two diffusion coefficient. In the second example we apply the period two
diffusion formulation (4.1) through (4.3) to the constant diffusion problem. In this
example we see period two bifurcation in the a(c) relation and solution set. Our
last example demonstrates the period four diffusion coefficient. The second section
of numerical examples is dedicated to the time evolution on our nonlinear period two
problem. In this section we explore the u;(t) solution plots.
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Although the equations in system (1.9) do not include the term ~y¢"(&;), we
include it in the equations of system (5.1) so that we may apply our numerical solvers.
In each example, v is three orders of magnitude smaller than min(c;). We want to find
the solution pairs (¢ (z, a), ¢j(t,a)) to (5.1) with boundary conditions ¢ (—o0,-) =0
and pp(c0,:) =1, k = =N, ..., N,. But, since we are using a numerical solution
method, we truncate the interval for z to [-T + 1, T] and approximate the tails of the
solution with asymptotic boundary conditions. This entails defining the boundary
functions

(5.2) pp(z) = gh(z) for z<-T+1 and or(x) =gp(x) for z>T

for the delay terms, where the function gfc (r) € C' asymptotically approaches zero
as ¢ — —oo and the function g (z) € C' asymptotically approaches one as x — oo,
along with the boundary conditions

(5.3) O (=T + 1) = dgL(—T + 1) /dz and ¢}(T) = dgi(T)/dx

for the differential terms, k = —N;, ..., N,.. In the numerical experiments presented
here, we define

gh(z) = ﬁkebk‘” and gi(z) = (1 — kLeb%®) for bl by, Kk, K € RY, ke {—N;,...,N,}.

The numerical algorithms that we use to solve this problem are iterative solvers.
Letting ¢y, ,, represent the solutions at the previous iteration, we determine bfc, b, /i%c,
and ry, for the current iteration by

G (=T +2) = 0, (=T +2), gi(T — 1) = @, (T — 1),
dgfc(—T +2)/dx = @ﬁg,p(—T +2), and dg,(T —1)/dx = @ﬁw(T —1).

6. Time t = 0. In the analytic sections of this paper we fixed time and solved.
In this section we consider numerical examples where we solve for ¢ for time fixed
at t = 0. Recall that this implies r = foock(s)ds =0,k=-N;,...,N,.

6.1. Example 1: Period two diffusion coefficient. Typically the period
two diffusion coefficient problem will consist of two solution curves, ¢, and ¢,, each
with its own corresponding wave speed. This indicates that we have two possible
trajectories that points in the lattice follow from one phase to the other. Since « is
period two on the lattice, every other lattice point follows the same trajectory.

In terms of the two solution curves, with t = 0, () = ¢(x) and p,(x) = p(z+1),
(4.3), the boundary requirements (5.2) and (5.3) are

61)  pole)=ghz+1) for 2<-T, pua)=gl(x) for z>T,
and
¢o(=T) = dgo(=T + 1) /dz, i (T) = dgy(T + 1) /dx,
¢L(T) = dgi(T)/dzx, ¢,(=T) = dgL(~T)/de.

In this example we are solving, on the truncated domain, (5.1) with v = 1073,
the nonlinearity coefficient d = 15, and o varying with period two. We represent this
problem as the system of two equations

_Ce@/e(x) - 'V‘plel(x) = ao[@o(i) - ‘pe(m)] + 046[4,00(1' - 2) - 906(37)] - f2(@e<x)’ a)?
y 2)—00%(96) =795 () = e[pe(® +2) — 9o(T)] + Ao[pe(T) — @o(T)] — f2(po(T), a)
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0.4 - ~ a(c) curve for Curve 1 —— o
e a(c) curve for Curve 2 --——-
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Fic of diffusion coefficients o = 1.3,1.9.
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0.6 —
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0.2 Curve 1 for a = 0.95 —— —
Curve 2 for a = 0.95 -——-
o L L T
2 4
F1G. 2. Ezample 1: A solution plot for the period two pair of diffusion coefficients o = 1.3,1.9.

with the above boundary requirements. In Figure 1 we present the a(c) curve associ-

ated wit

h this problem with the diffusion coefficients o, = 1.3 and a, = 1.9.

Remark 6.1.

(i)

(i)

(iii)

For each value of a # 1/2, there exist two different values of ¢, both of which
are the same sign. This is in agreement with the analysis for this problem
with v = 0 and nonlinearity f;.

There exists a “jump” in the ¢ values for some a € (0.8466,0.8470) and for
some a € (0.1530,0.1534). When a € (0.1534, 0.8466) we see that one of the
a(c) curves, curve C1, has features (propagation failure) that we have come
to expect for spatially discrete problems. The other a(c) curve, curve C2,
appears very much like an a(c) relation for the spatially continuous version
of our model.

One of the pair of a(c) curves has a large interval for a in which ¢ is small,
lc| < 1075, while the other curve of the pair has no such nontrivial interval.
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or(z)

1 T T
0.8 -
0.6 | -
0.4 -
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0.6 |- -
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0-2r Curve 1 for a = 0.8466 — -
Curve 2 for a = 0.8466 -----
o | X T
-4 _> o > "

F1G. 4. Ezample 1: A solution plot for the period two pair of diffusion coefficients o = 1.3,1.9.

This implies the possibility of propagation failure for every other point in the
lattice for a nontrivial interval of the detuning parameter a.

Figures 2-8 are the corresponding solution plots for selected values of a. Recall
that for this problem the chosen phase conditions are ¢.(0) = a and @,(—1) = a.
Each solution plot consists of two curves, the functions ¢.(§) and ¢, (€ +1). We shift
the function ¢, when plotting to make comparison of the two solution profiles easier.
Starting with a = 0.95, Figure 2, we show how the pairs of solution curves associated
with the a(c) values progress as a decreases to 0.5, Figure 8.

Remark 6.2. There exists a jump in the progression of the solution curves as a
varies from a = 0.8470 to a = 0.8466 (Figures 3 and 4) corresponding to the jump in
the wave speeds (Figure 1).

The solution pairs in Figures 2 and 3, where a > 0.8470, change curvature only
once, i.e., 7 and ¢! equal zero for only one value of £. When a < 0.8466, Figures
4-8, this is no longer true. The multiple changes in curvature is a property that the
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or(7)

1 T T
o.8 | -
0.6 -
o.al -
0.2 a = 0.75 —— —

a = 0.75 -
o . : x

-a -2 o 2 a

F1G. 5. Ezample 1: A solution plot for the period two pair of diffusion coefficients o = 1.3,1.9.

o L ===
-a -2 o 2 a

8

Fic. 6. Example 1: A solution plot for the period two pair of diffusion coefficients o = 1.3,1.9.

spatially continuous version of our reaction-diffusion models do not exhibit. These
curves also reaffirm the fact that for values of a for which we would expect large wave
speeds, spatially continuous and spatially discrete models are more similar than for
small wave speeds.

6.2. Example 2: Constant diffusion, variable wave speed, and period
two bifurcation. Suppose we set a; to some positive fixed value for all j € Z but
we still treat the problem as if a; varied with period two. Then (5.1) becomes

_Cez‘Piz(x) - ’790/5/(33) = O‘[‘F’o(x) = 20p.() + ‘PO(I - 2)] - fg((pe(l‘),a),

—CoPo() = V2o () = afpe(x +2) = 200(7) + Pe(x)] = fa(po(x), a),

a constant coefficient problem where the wave speed is allowed to vary with period
two. If we set pe(z + 1) = po(z) and c. = ¢,, then we have the constant coefficient
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Pr(z)
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F1G. 7. Example 1: A solution plot for the period two pair of diffusion coefficients o = 1.3,1.9.

or(z)

1 T T
0.8 -
0.6 -
0.4 —
0.2 = 0.5 —— —

=05
o . . .
_a _2 o 2 a

F1G. 8. Ezample 1: A solution plot for the period two pair of diffusion coefficients o = 1.3,1.9.

equation we solved for in [8]. In this example v = 1073, d = 15, and a = 1.6. We
begin with Figure 9, where we have plotted the a(c) curve for the period two wave
speed case (the curves labeled ¢2), along with the a(c) curve (the curve labeled c1)
for the case where c is assumed constant. The two a(c) curves (¢l and ¢2) coincide
except for two regions, one for ¢ > 0 and one for ¢ < 0.

Remark 6.3. The regions where the a(c) curves do not coincide are bounded
by four bifurcation points, two for each region. These are the points where the a(c)
curves split. Letting ¢ = (¢, o) and ¢ = (ce, ¢,), these points indicate the values of
a for which the fixed point of (5.1), (¢, ¢), bifurcates. We will refer to these regions
where the a(c) curves cl and ¢2 are distinct as the bifurcation regions or the regions
of period two bifurcation.

Figures 10 and 13 are plots of solutions of the period two wave speed problem,
outside the bifurcation regions. Figure 10 contains two pairs of solutions and Figure
13 contains three pairs of solutions. The solution pairs in these two plots correspond
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F1G. 10. Ezample 2: Constant diffusion coefficients. No period splitting.

1
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.1 - —
o ! !
2 a

to values of a where ¢, = ¢,. Figures 10 and 13 show us that for these values of a,
ve(x +1) = po(x) and c. = ¢,, that the shape of the waves are identical.

As we decrease a from a = 0.78 into the region of bifurcation, (@, c) goes through
a period two bifurcation and we begin to obtain a pair of distinct solution trajectories
and wave speeds for each a (Figure 11, a = 0.77 and a = 0.73), one solution and wave
speed similar to the solution and wave speed for a = 0.78 (curve 2) and the other
solution (curve 1) and wave speed moving towards the solution and wave speed for

a = 0.63.
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.2 Curve 1 for a = 0.77 —
Curve 2 for a = 0.77 --——-—-
Curve 1 for a = 0.73 ------
.1 - Curve 2 for a = 0.73 —
o L L
-4 4
p(x)
1 T T
.9 —
.8 —
.7+ —
.6 —
.5 —
.4+ —
.3 —
.2 - Curve 1 r a = 0.70 —
Curve 2 for a = 0.70 ---—-—-
Curve 1 for a = 0.65 ------
R Curve 2 for a = 0.65 —
o L L L
-4 2 a

F1G. 12. Ezample 2: Constant diffusion coefficients. Period splitting.

Continuing to decrease a, once the solution represented by curve 1 has reached a
neighborhood of the solution for a = 0.63, curve 2 begins to approach this solution as
well (Figure 12, a = 0.70 and a = 0.65).

As a decreases further towards a = 0.63, (i, ¢) goes through another period two
bifurcation, and we once again have only one solution trajectory and one wave speed
(Figure 13).

In the previous example (Example 1) we point out that we could classify the
solution curves into two types, one where the solution curves change curvature only
once and one where the solution curves change curvature more than once. In this
example we can carry that classification one step farther. For a > 0.78, ¢, and ¢,
change curvature only once. As a crosses the bifurcation point near 0.78 into the region
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o(x)
1 T T
.9 —
.8 —
A —
.6 —
.5 —
.4 - B
.3 B
.2+ = 0.63 —— -
= 0.54 -
= 0.50 -
I —
o . .
-4 a

Fic. 13. Ezample 2: Constant diffusion coefficients. No period splitting.

of bifurcation, one of the solution curves gains additional curvature changes while the
other curve of the pair has only one change in curvature. This is true throughout
the bifurcation region. As a decreases from the region of bifurcation towards 0.50
and crosses the bifurcation point, both solution curves in the pair have more than
one change in curvature. Through these plots, we can see that the bifurcation points
separate the solutions type into distinct types.

6.3. Collection of a(c) curves. Figure 14 consists of a set of various a(c)
curve pairs of (5.1) with v = 1073 and d = 15 for several sets of period two diffusion
coefficients. The average of each pair of diffusion coefficients is 1.6.

Remark 6.4.

(i) Starting with the a(c) curves for o = (1.6,1.6), we see in Figure 14 that as
the distance between the two diffusion coefficient values increases, so does the
distance between the two wave speeds.

(ii) There appears to be a vertical boundary, at ¢ = 0, and two horizontal bound-
aries, at a ~ 0.1532 and a = 0.8468, which restrict the a(c) curve pairs. This
may imply a restriction on the magnitude of the difference in the two diffusion
coefficient values.

The a(c) plots of Figure 14 were found by applying our Newton technique to
finding the solution pair (g, ¢) for various values of a.

6.4. Example 3: Period four diffusion coefficient. This last example illus-
trates the solution set to (5.1) with v = 2 x 1073, d = 15, and o varies with period
four over the values 1.4, 1.5, 1.6, and 1.7. In this example we do not shift the solution
plots when plotting. In Figures 15-18, each figure contains one set of solution curves.
Table 1 contains the corresponding wave speeds. All four curves in Figures 15-17
contain multiple changes in curvature. The four curves in Figure 18 contain only one
change in curvature. We have not included any figures for a in the range where the
set of curves would include both multiple and single changes of curvature because of
the lack of stability of the iterative method applied to the system for such a’s.
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di ffusion coeff. 1.3 and 1.9 —
di ffusion coeff. 1.3 and 1.9 -
di ffusion coeff. 1.5 and 1.7 -----
di ffusion coeff. 1.5 and 1.7
di ffusion coeff. 1.6 and 1.6 ——-
di ffusion coeff. 1.6 and 1.6 ---
di ffusion coeff. 1.6 o
1 1 1 C
2 4 6 8

F1G. 14. A plot of a(c) curves for various choices of period 2 diffusion coefficients. The average

TABLE 1

of each pair of coefficients is 1.6. The a(c) curves appear in pairs.

Wave speed ¢ values for Figures 15, 16, 17, and 18.

Figure 15 a = 0.50 Curve C1 Curve C2 Curve C3 Curve C4
Wave Speed ¢ 10— 10—4 10—4 10—4
Figure 16 a = 0.55 Curve C1 Curve C2 Curve C3 Curve C4
Wave Speed ¢ 3.70167 x 1072 | 5.01973 x 10~2 | 1.26761 x 10! | 4.39932 x 10~1
Figure 17 a = 0.60 Curve C1 Curve C2 Curve C3 Curve C4
Wave Speed ¢ 2.34119 x 101 | 5.98346 x 10~! | 3.92691 x 10~! | 8.40303 x 10!
Figure 18 a = 0.90 Curve C1 Curve C2 Curve C3 Curve C4
Wave Speed ¢ 2.06623 2.62750 2.75114 2.76231
o(z)
Peri od 4
1 T T
0.9 —
0.8 -
0.7 —
0.6 cl1 — -
I —
= —
0.5 ca —
0.4 —
0.3 —
0.2 -
0.1 —
o b L —— €T
-a -2
Fic. 15. Example 3: A solution plot for the period four diffusion coefficients a« = 1.4,1.5,1.6,1.7.
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Period 4 Diffusion Coefficient,
T =

Period 4 Diffusion Cefficient,

a=0. 60

8

T

Period 4 Diffusion Coefficient,

a=0. 90

8

a=14,1.516,1.7.

T

=

. Ezample 3: A solution plot for the period four diffusion coefficients

8

a=14,1.516,1.7.
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7. u; varies in t. In this section we reconstruct the solution w;(t) and study
the dependence of the wave forms and speeds on time. We specifically investigate the
period two system (6.2) with diffusion values o, = 1.5 and a, = 1.7. The a versus
Ce, Co plot for this problem when ¢ = 0 and r = 0 appears in Figure 14.

7.1. c(r) maps. We begin our study of the time evolution of u; with a set of
phase portraits. Recall r, = fotce(s)ds, To = fgco(s)ds, Ce = Ce(t), and ¢, = ¢o(t),
where ¢, = dr./dt and ¢, = dr,/dt. Let ¢ = c. — ¢, be the difference in wave
speeds. Recalling the phase conditions ¢¢(r.) = a and ¢,(—1+ r,) = a, the quantity
r =7re —T, is a measure of the time dependent phase shift between ¢, and ¢,. This
means that ¢ = dr/dt, i.e., that the time dependent difference in wave speed is the
derivative of the phase shift.

Figures 19(i)-19(v) are phase portraits, ¢ versus r, for various a. Figure 19(i)
shows us, that for a = 0.6,0.625, the difference in wave speeds ¢ — 0 as t goes from
zero to co. The same is true for ¢ = 0.775 and ¢ = 0.8, Figure 19(v). As time
increases from zero, the phase shift increases until the wave speeds match. The values
of a represented in Figures 19(i) and 19(v) have solution pairs ., ¢, which possess
either both one change in curvature, Figure 19(v), or both more than one change in
curvature, Figure 19(i).

In Figures 19(ii), 19(iii), and 19(iv), for @ = 0.65,0.7, and 0.75, respectively, we
see something quite different. In each case the phase map has an hysteresis loop. As
time increases from zero, instead of ¢ — 0, the value of ¢ and the shift r get caught in
a loop and will continue to travel around that loop as ¢t — oco. The figures with the
hysteresis loops represent values of a for which one of the solution pair ., ¢, changes
curvature once while the other solution changes curvature more than once. The jumps
in the loop are formed when the value of |c| decreases and the two solutions switch
their curvature type.

As we have seen in Figure 9, there exist four values of a, two less that 1/2, two
greater that 1/2, at which there is a bifurcation in the behavior of c., ¢, and p., @,.
Here we have quantified it in terms of whether the c(r) curve has a hysteresis loop
or not. The value a = 0.775 is close to a bifurcation point; note the extremely large
slope in its ¢(r) curve, Figure 19(v).

7.2. u;(t) plots. We now present the solution plots for system (6.2) with o, =
1.7 and «, = 1.5 along with the ¢.(t), ¢,(t) curves. Figure 20 shows r. versus r, for
a =0.6,0.7, and 0.8. For a = 0.6 and 0.8, r, and r, become linearly related as t — oo.

The solution plots for a = 0.6 appear in Figures 21 and 22 and the c.,c, plot
appears in Figure 23. In Figure 21 we plotted the value of u; at the transition zone
for several values of time t allowing us to observe how the wave flows along the lattice.
The time trajectories for several u; appear in Figure 22. The points on this figure
correspond with the points of Figure 21. In Figure 23 we see that although the values
of ¢.(0) # ¢,(0), ce(t) and c,(t) approach each other asymptotically in time. These
three plots for a = 0.6 are representative of the solutions, (p.,c.) and (p,, ¢,), which
possess multiple changes of curvature, where the values of a are nearest 1/2.

Solution plots for a = 0.8 appear in Figures 24 and 25 and the c., ¢, plot appears
in Figure 26. In Figure 26 we see that although the values of ¢.(0) # ¢,(0), ¢.(t) and
¢o(t) approach each other asymptotically in time. In the time trajectory plot, Figure
25, we see how the flow of the lattice points from one phase to the other changes (even
reversing directions) as c.(t) and ¢, (t) approach each other. Figure 24 shows the flow
of the wave along the lattice in time. The solutions for a = 0.8 are representative of
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c c
3F T T T T ] 3F T T T T ]
a=.600 — a=.650 —
a=.625 -
2+ R 2+ R
TE T R 1+ R
0 > 0
1F 1 1F \ J
_2 1 1 1 1 1 r _2 1 1 1 1 1 r
0 002 004 006 008 01 0 002 004 006 008 01
() (if)
c c C
3F T T T T ] 3F T T T T ] 3R T T T T ]
a=.700 — a=.750 — a=.7715 —
a=.800 ---
2r E 2r E 2k E
1t . it . 1 N .
0 0 0 e
1t . ENs : 1t ~
2 1 1 1\1 1 r 2 1 1 1 1 1 r 2 I I \\‘1 I I r
0 002 004 006 008 01 0 002 004 006 008 01 0 002 004 006 008 01
(iii) (iv) (v)

F1c. 19. Phase portrait: c(t) = ce(t) —co(t), the difference in wave speed, versus r(t) = re—ro =
fotc(s)ds, the phase shift.

Te Te Te

az=06 — a=07 — a=08 —

To - To . To

FiG. 20. Phase portraits of re = fotce(s)ds VETrsus To = fotco(s)ds showing the flow with respect
to time.

the solutions that both have single curvature changes in the solution profile.
Consider either the a = 0.6 or the a = 0.8 example, as the system proceeds in
time, the initial phase conditions, solution profiles, and wave speeds are changing into
a solution set that maps back into u as a traveling wave moving through the lattice.
Traveling wave solutions for both of these values of a are stable, attracting solutions
and phase conditions initially defined as if the lattice were uniformly spaced. The
changing phase conditions imply that the variation in the diffusion coefficient « over
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FiG. 22. The u; versus t plot for a = 0.6.
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FI1G. 23. The ce(t), co(t) plot for a = 0.6.
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F1G. 24. The uj versus j plot for a = 0.8.

the lattice represents a variation in the lattice spacing. This seems to be an inherent
property of our ansatz and the subsequent definition of the phase conditions. If the
phase conditions were not allowed to change in time and remained uniformly spaced,
then, because each of the two solution profiles in a pair would have different wave
speeds, the solutions we have found do not represent traveling wave solutions in wu.
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FiG. 25. The u; versus t plot for a = 0.8.
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F1G. 26. The ce(t),co(t) plot for a = 0.8.

8. Conclusions. In this paper we study traveling wave solutions to spatially dis-
crete bistable reaction-diffusion equations with spatially periodic variable diffusion.
We provide an analytical solution using the Fourier transform for the case when the
bistable nonlinearity is represented by the piecewise linear function f; (1.5). The
solution for general periodic diffusion is implicit although we provide an explicit solu-
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tion for diffusion of period two. This was accomplished by treating variable diffusion
differential-difference equations as a mixed system of constant coefficient ordinary
differential and differential-difference equations and fixing time. The period two dif-
fusion coefficient case is provided to demonstrate the details of the solution method,
in particular, the inverse transform. Since these solutions are fixed in time we observe
that the wave along the lattice is monotone at any time ¢. The discontinuity in the
nonlinearity f; causes ¢’ to be discontinuous. The period two diffusion coefficient
case also gives us a chance to investigate the a(c) relation for a nonconstant wave
speed c.

We solve (1.9) numerically using the iterative method of [9], which solves without
the use of continuation, with the BVP solvers COLNEW and COLMOD for the
case when the bistable nonlinearity is the cubic polynomial fs (1.6). The numerical
techniques we use to find the traveling wave solutions and wave speeds solve without
information about the analytical solutions. Numerical examples are presented for
fixed time ¢ = 0 and to illustrate how the waves evolve in time.

For fixed time ¢ = 0 we initially considered the case when the diffusion coefficient
varies in space with period two. A pair of (a, ¢) curves is presented (Figure 1) in which
the wave speeds for the even and odd lattice sites act in much different ways with one
of the curves mimicking the curve of the constant diffusion reaction-diffusion PDE
and the other mimicking the curve of a constant diffusion spatially discrete system of
reaction-diffusion equations. In the second example we considered homogeneous dif-
fusion with period two wave speed and discovered a period doubling bifurcation from
which the solutions at even and odd lattice sites move with different wave speeds.
These are traveling solutions which are formed from two different monotone compo-
nents. The third example demonstrates numerical solutions for period four spatially
varying diffusion. The bifurcation regions which appear in the numerical examples
occur for values of a where the solutions profiles are changing from solutions with
multiple changes of curvature to profiles with only one. Looking at the homogeneous
diffusion case and allowing for only one wave speed, we discover that the solution
profile ¢ has a weak dependence on the parameter a in this bifurcation region, i.e.,
dp/0a = 0 for all £ € R. We feel that the bifurcation phenomena are created by a
combination of the spatially discrete Laplacian and the spinodal effects of the non-
linearity fs. In addition, for the period two diffusion problem, there seem to be
limitations on the possible values of the diffusion coefficients, such as the magnitude
of their difference.

Study of the time evolution of period two spatially varying diffusion, section 7,
includes a study of the time dependence of the wave speed and of the phase shifts
between the lattice points and demonstrates bifurcation points that are dependent
on the parameter a. What is observed are two types of solutions, those in which the
even and odd lattice sites evolve asymptotically to the same wave speed and those in
which for all time there is an alternating pulsing behavior between the even and odd
lattice sites (see the hysteresis loops in Figure 19). Using the (a,c) curves for fixed
time (e.g., Figure 14) for initial conditions for the ¢;(¢), our numerical experiments, in
the case of period two, suggest that for a range of the detuning parameter a the even
and odd lattice site wave speeds vary periodically while in a complementary range of
a the even and odd lattice site wave speeds approach a single wave speed as t — oo.

Variations in the diffusion coefficient of the materials model (1.7) and the biolog-
ical model (1.8) may be small compared to what we allowed for in this work. The
phase shift relations that appear in the traveling wave examples have an intuitive
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interpretation in terms of distance (; between lattice planes in (1.7), and the dis-
tance L; between nodes and the node length p; in (1.8). In terms of the model of a
wave traveling through a material lattice, multiple changes in curvature profiles are
solutions which exhibit effects of the underlying lattice. The single change on the
curvature solution profile no longer shows the lattice effects.
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