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Abstract. A discrete sequential predictor-corrector regularization method for the solution of
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1. Introduction. In this work we consider a sequential predictor-corrector reg-
ularization method for the solution of first-kind Volterra equations of the form∫ t

0

k(t− s)u(s) ds = f(t)(1.1)

on [0, 1]. The solution of a Volterra equation at time t depends only on the data f(s)
for s ≤ t. Because of this property numerical approaches to the solution of Volterra
equations are usually sequential, which means that if we consider a finite number
of time-steps t0, . . . , tN , the solution at time ti is constructed from the current data
value f(ti) and (already known) values of the solution at times tj with j < i. In a
somewhat sloppy use of language we call a numerical scheme sequential if the solution
u(ti) depends only on information from the past, i.e., from times tj with j ≤ i.

The compactness of the Volterra operator (1.1) leads to a discontinuous depen-
dence of the solution on the data. Therefore, ad hoc numerical methods (either sequen-
tial or not) produce highly unstable numerical results and some form of regularization
must be introduced to obtain a numerically stable approximation scheme.

In this paper we consider a regularization method for Volterra equations which
uses information also from future data points to obtain stable numerical results. More-
over, the method is sequential and therefore fast and suitable for online, real-time
computations. This structure preserving property of the regularization scheme dis-
tinguishes it from many established regularization methods; for example, Tikhonov
regularization would use information of the data over the whole time-interval [0, 1] to
construct the solution at some intermediate time 0 < t < 1. Moreover, a discretization
of Tikhonov’s method usually gives full matrices which cannot be solved sequentially.

Sequential regularization methods for ill-posed Volterra equations using informa-
tion from the past and from a few future data points (in contrast to using information
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2080 WOLFGANG RING

over the whole time-domain) were introduced and investigated by Beck already in
the early 1960s. A discrete version of the method we are considering can be found in
Beck, Blackwell, and St. Clair [1, p. 131] under the name of “sequential linear function
specification method.”

More recently, Lamm made considerable contributions to the development and
understanding of sequential regularization methods. Specifically with [4], [6], and [5]
it could be shown that Beck’s sequential constant function specification method can
be interpreted as discretization of a properly defined Volterra equation of the second
kind. Furthermore, it can be shown that the second-kind equation is solvable in a
stable way [6]. It has also been shown that, as the data noise goes to zero, solutions
of the approximating second-kind Volterra equations converge to the exact solution
for finitely smoothing kernels under a certain stability condition (see [6]). For 1-

smoothing kernels, a convergence rate of order O(δ
1
2 ) was derived in [5]. Convergence

rates for finitely smoothing kernels were recently proved in [10]. Several generaliza-
tions were considered in [9], [8], and [3]. We also refer to the survey article [7] and the
numerous references cited therein for an overview of the literature on stable numerical
methods for the sequential solution of ill-posed Volterra equations. We should also
mention that the class of regularization methods under consideration here occurs un-
der various names in the literature such as “local regularization,” “predictor-corrector
regularization,” “future-sequential regularization,” “Beck’s method,” or combinations
of these notions.

The idea underlying Beck’s method and its variants in the discrete case is to
choose the value of the solution ui on the time-interval [ti−1, ti] in such a way that a
constant continuation of the solution with this value fits the given data not only for the
current time ti but also, in a least-squares sense, at a few time-steps ti+j , j = 1, . . . , r,
in the future. In this paper we investigate a variant of Beck’s method where we replace
constant continuation by affine continuation. We refer to our approach as a “first-
order sequential regularization method” in contrast to the “zero-order method” based
on constant continuation. In the infinite dimensional limit our method leads to a
Volterra integro-differential equation of the second kind.

A similar generalization is presented in [3], where a polynomial of degree d ≥ 0 is
used for the continuation into the future interval. The structural difference between
this approach and ours is that this polynomial does not connect continuously to the
already determined part of the solution. Numerically our first-order method produces
smoother results that the polynomial method in [3]. (See Figure 5.2 in section 5.)

In section 2 we derive the regularization scheme for the discrete case and general-
ize the discrete approach to find a second-kind Volterra integro-differential equation
representing the regularization method in infinite dimensional space. Section 3 is de-
voted to the convergence analysis of the infinite dimensional regularization method.
We obtain stability estimates and a convergence result in the case of exact data. For
the class of finitely smoothing kernels we can also prove a convergence rate result.
As usual in inverse problems the rate of convergence is determined by smoothness
properties of the exact solution (Theorem 4.2). Here we could avoid imposing strong
smoothness conditions on the exact solution to get convergence, as it is necessary
in the analysis in [6]. The last section contains numerical experiments and compar-
isons with other regularization techniques. Here it is seen that the first-order method
gives smoother solutions than the zero-order method with approximately the same
reconstruction error in the supremum-norm (see Figure 5.2). It is also seen (Fig-
ure 5.3) that our method is less sensitive to over-regularization than the zero-order
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A FIRST-ORDER SEQUENTIAL REGULARIZATION METHOD 2081

method. Moreover, the numerical effects of the violation of the stability condition
(A3) is considered.

2. A first-order sequential regularization method. We consider the linear
Volterra equation of the first kind

V u = f,(2.1)

where

V u(t) =

∫ t

0

k(t− s)u(s) ds for t ∈ [0, 1](2.2)

with k, f ∈ C[0, 1]. It follows from the Arzelà–Ascoli theorem that the integral op-
erator (2.2) is compact on C[0, 1]. Hence, a solution to (2.1), if it exists, does not
depend continuously on the right-hand side f . In the following, we define a family
of approximating well-posed problems which allow us to solve (2.1) in a numerically
stable way.

Let us develop the main idea for a discretized version of (2.1). Let 0 = t0 <
t1 < · · · < tN = 1 with ti =

i
N for i = 0, . . . , N be a uniform partition of the interval

[0, 1]. We set h = 1
N . For 0 ≤ i ≤ N we define the piecewise affine basis functions ϕN

i

by ϕN
i ∈ C[0, 1], where ϕN

i is affine on [tj−1, tj ] for 1 ≤ j ≤ N and ϕN
i (tj) = δi,j for

0 ≤ j ≤ N . Let BN ⊂ C[0, 1] be the space of continuous, piecewise affine functions
with respect to the partition {ti}Ni=0:

BN = {ϕ ∈ C[0, 1] : ϕ|[ti−1,ti] = ai t+ bi; ai, bi ∈ R for i = 1, . . . , N}
= span{ϕN

i : 0 ≤ i ≤ N}.

It is helpful to introduce the restriction operator rN : C[0, 1] → R
N+1 by

[rN (u)]i = u(ti) for 0 ≤ i ≤ N.

In the collocation method an approximation uN ∈ BN to the solution u is obtained
by solving the system of equations

rNV u
N = rNf.(2.3)

We set uN = (uN0 , . . . , u
N
N )t = rNu

N and fN = (fN
0 , . . . , fN

N )t = rNf . It is obvious
from (2.1) that uN0 can be chosen arbitrarily and fN

0 = 0 has to be satisfied. For i ≥ 1
the collocation assumption yields the product integration-type relation

∫ ti

0

k(ti − s)


 i∑

j=0

uNj ϕ
N
j (s)


 ds = fN

i .(2.4)

Equation (2.4) is a linear system for the unknown vector uN . We shall write the
system (2.4) in matrix form:

ANuN = fN .(2.5)

We define

∆i,j =

∫ ti

0

k(ti − s)ϕN
j (s) ds(2.6)
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2082 WOLFGANG RING

for 0 ≤ i, j ≤ N . Obviously, ∆0,0 = 0. Using the change of variables τ = ti − s, in
(2.6) it is easily seen that ∆i,j depends only on m = i− j for i, j ≥ 1. Thus, we can
define

∆m = ∆m,1 for m ≥ 1,(2.7)

and we find ∆m = ∆m+i−1,i for 1 ≤ m ≤ N and 1 ≤ i ≤ N − m + 1. With this
equation, (2.4), and (2.6) we obtain the system matrix

AN =

(
0 0

d ÃN

)
,

where d = (∆1,0, . . . ,∆N,0)
t and ÃN is given by the semicirculant matrix

ÃN =




∆1

∆2 ∆1 0
∆3 ∆2 ∆1

...
. . .

. . .

∆N · · · ∆2 ∆1


 .

Obviously, AN is singular. We have already seen that we have free choice for uN0 . But
once we have chosen uN0 , (2.5) can be solved sequentially for the remaining variables
uN1 , . . . , u

N
N , i.e., we have

uNi =
1

∆1


fN

i −∆i,0 u
N
0 −

i−1∑
j=1

∆i−j+1 u
N
j


 .(2.8)

If we replace the right-hand side in (2.8) by a perturbation fN
i + δfN

i we obtain

δuNi =
δfN

i

∆1

for the error in the solution uNi . Thus, noise in the data is amplified by a factor 1
∆1

in the solution. The condition of the linear system (2.5), therefore, depends crucially
on the magnitude of

∆1 =
1

h

∫ h

0

k(s) (h− s) ds.

We have

∆1 ≈ k(0)
h

2!
+ k′(0)

h2

3!
+ k′′(0)

h3

4!
+ · · · .

Thus, for small h, the magnitude of ∆1 is determined by the first nonvanishing deriva-
tive of k at t = 0. This gives rise to the following definition. We say that the kernel
k is ν-smoothing if

k ∈ C(ν)[0, 1] and k(l)(0) = 0 for l = 0, . . . , ν − 2, and k(ν−1)(0) �= 0,(2.9)

where k(l) denotes the lth derivative of k. We see that (2.5) becomes more and
more ill-conditioned the larger ν is. We assume for the rest of the paper that k is
ν-smoothing with ν ≥ 1.
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A FIRST-ORDER SEQUENTIAL REGULARIZATION METHOD 2083

We pursue the following idea to find an approximating solution to (2.5) which is
stable and sequential. We do not try to match every data point fN

i exactly. Instead,
we choose the solution uN to be an affine function on the interval [ti, ti+1], for which
an (affine) continuation onto the interval [ti, ti+r+1] fits the data (fN

i+1, . . . , f
N
i+r+1) in

a weighted least-squares sense, for some r > 0. Thus, we also take future information
into account to calculate the solution on the current interval. Let us make this idea
precise. We consider uN =

∑N
i=0 u

N
i ϕN

i ∈ BN , and we set

(uNi )′ =
1

h

(
uNi+1 − uNi

)
for 0 ≤ i ≤ N − 1. Moreover, we define the operators qi,N : BN → BN with 0 ≤ i ≤
N − 1 by

qi,Nu
N (t) =

{
uN (t) if t < ti,

uNi + (uNi )′(t− ti) if t ≥ ti.
(2.10)

Assuming that uNj is already determined for all j ≤ i, we determine uNi+1 by minimiz-
ing

r∑
l=0

ωl

∣∣[rNV (qi,Nu
N )]i+l+1 − fN

i+l+1

∣∣2 .(2.11)

Here r ≥ 0 is the number of future time-steps which are considered. For r = 0,
we obtain the collocation scheme (2.3). The numbers ω0, . . . , ωr are given positive
weights. The significance of the weights ωl will become apparent in section 3, where
we shall introduce the stability conditions (A1)–(A3). Using a nonuniform weight will
give us more flexibility to satisfy the mentioned conditions. See also the discussion at
the end of section 5.

In general, (2.11) is solved for (uNi )′ with known (uN0 , . . . , u
N
i ). Setting uNi+1 =

uNi + h(uNi )′, we can proceed to the next step. Only in the first step, i = 0, we have
to solve for two unknowns uN0 and (uN0 )′.

We define

κl =

∫ tl+1

0

k(s) ds,

λl =

∫ tl+1

0

(tl+1 − s) k(s) ds

for l = 0, . . . , r. From (2.10), using a transformation of the domain of integration we
obtain

[rNV (qi,Nu
N )]i+l+1 =

∫ ti

0

k(ti+l+1 − s)uN (s) ds+ κl u
N
i + λl(u

N
i )′,

where 0 ≤ i and 0 ≤ l ≤ r. In the case i = 0 the necessary optimality conditions with
respect to the variables uN0 and (uN0 )′ for problem (2.11) are, therefore, given by

r∑
l=0

ωl κl
(
κl u

N
0 + λl (u

N
0 )′
)
=

r∑
l=0

ωl κl f
N
l+1,(2.12)

r∑
l=0

ωl λl

(
κl u

N
0 + λl (u

N
0 )′
)
=

r∑
l=0

ωl λl f
N
l+1.(2.13)
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2084 WOLFGANG RING

For i ≥ 1, the optimality condition for (2.11) with respect or the single variable (uNi )′

is given by

r∑
l=0

ωl λl

(∫ ti

0

k(ti+l+1 − s)uN (s) ds+ κl u
N
i + λl (u

N
i )′
)

=

r∑
l=0

ωl λl f
N
i+l+1.(2.14)

We can write (2.12), (2.13), and (2.14) in the following more compact form:(
α β
β γ

)(
u0

u′0

)
=

(
ĝ

f̂0

)
,(2.15a)

i∑
j=0

∆̃i,juj + β ui + γ u′i = f̂i for every i ≥ 1,(2.15b)

ui+1 = ui + hu′i for every i ≥ 0.

Here we omitted the discretization index N and we set

α =
r∑

l=0

ωl κ
2
l , β =

r∑
l=0

ωl κl λl, γ =

r∑
l=0

ωl λ
2
l ,

ĝ =

r∑
l=0

ωl fl+1 κl, f̂i =

r∑
l=0

ωl fi+l+1 λl for i ≥ 0,

and

∆̃i,j =

r∑
l=0

ωl λl

∫ ti

0

k(ti+l+1 − s)ϕj(s) ds for 0 ≤ j ≤ i.

If we solve the 2×2-system (2.15a) for the initial values u0 and u′0, and if we
assign u1 = u0 + hu′0, then we can solve (2.15b) sequentially by forward substitution:

u′i =
1

γ


f̂i − β ui −

i∑
j=0

∆̃i,j uj


 ,

ui+1 = ui + hu′i for i ≥ 1.

The system (2.15) can be interpreted as a collocation scheme for a second-kind
Volterra integro-differential equation. This is seen as follows. Suppose that ω is a
positive, regular Borel measure on [0, ρ] for ρ > 0. We set

κ(τ) =

∫ τ

0

k(s) ds,(2.16)

λ(τ) =

∫ τ

0

(τ − s) k(s) ds,(2.17)

a =

∫ ρ

0

κ2(τ) dω(τ), b =

∫ ρ

0

κ(τ)λ(τ) dω(τ), c =

∫ ρ

0

λ2(τ) dω(τ),(2.18)

g̃ =

∫ ρ

0

f(τ)κ(τ) dω(τ),(2.19)

f̃(t) =

∫ ρ

0

λ(τ) f(t+ τ) dω(τ),(2.20)

k̃(t) =

∫ ρ

0

λ(τ) k(t+ τ) dω(τ).(2.21)
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A FIRST-ORDER SEQUENTIAL REGULARIZATION METHOD 2085

Note that the above defined expressions (2.18)–(2.21) depend on ρ, both directly,
since ρ appears in the upper bound of the integrals, and indirectly via ω = ω(ρ).
Obviously, we have κ(tl+1) = κl, and λ(tl+1) = λl, for l = 0, . . . , r. Let δx(τ) denote
the Dirac point measure located at τ = x and let ρ = (r + 1)h. Then, for the special
case where ω is the sum of discrete point measures given by

ω =

r∑
l=0

ωlδtl+1
(τ)(2.22)

we have a = α, b = β, c = γ, g̃ = ĝ, and f̃(ti) = f̂i for i = 0, 1, 2, . . . . Equation (2.15b)
can then be written as

rN Ṽ u+ bu+ cu′ = rN f̃

with

Ṽ u(t) =

∫ t

0

k̃(t− s)u(s) ds.

Thus, (2.15b) is a collocation discretization of the Volterra integro-differential equa-
tion (

a b
b c

)(
u(0)
u′(0)

)
=

(
g̃

f̃(0)

)
,(2.23a)

∫ t

0

k̃(t− s)u(s) ds+ bu(t) + cu′(t) = f̃(t)(2.23b)

for the case that ω is given by (2.22), u = uN ∈ BN , and u′i is interpreted as right-
sided derivative at ti. Note that the second component in (2.23a) is actually (2.23b)
at time t = 0. We prefer, however, the redundant notation (2.23a) since it highlights
the role of the initial values (u(0), u′(0)).

The following section is devoted to the analysis of the Volterra integro-differential
equation (2.23).

3. Stability estimates. We set

kν = k(ν−1)(0) �= 0.

(Recall our assumption that k is ν-smoothing.) We assume in the following without
loss of generality that kν > 0. Note that this assumption implies that k(s) > 0 for
s small enough. Therefore, we usually omit absolute value bars in estimations if we
integrate k over small intervals of the form [0, ρ].

For every ρ ∈ (0, R] let ωρ be a positive, regular Borel measure on [0, ρ]. If we do
not want to stress the dependence of ωρ on ρ, we frequently omit the subscript. Here
and in the following we use standard Landau o-symbols to denote functions vanishing
at zero. Throughout the rest of the paper we use the following assumptions on the
moments of the measures ωρ.

There exists an integer s ≥ 0 and there exist positive numbers Cj independent of
ρ such that ∫ ρ

0

τ j dωρ(τ) = ρs+j(Cj + o(ρ)) for j = 0, . . . , 2ν + 2(A1)
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2086 WOLFGANG RING

with

C2νC2ν+2 − C2
2ν+1 > 0.(A2)

All roots of the polynomial
ν+1∑
l=0

Cν+l+1

l!
xl have negative real parts.(A3)

Remark 1. By assumption (A1) we have

(∫ ρ

0

τ2ν+1 dω

)2

= ρ2s+4ν+2
(
C2

2ν+1 + o(ρ)
)
.

On the other hand, we have(∫ ρ

0

τ2ν+1 dω

)2

=

(∫ ρ

0

τν τν+1 dω

)2

≤
∫ ρ

0

τ2ν dω

∫ ρ

0

τ2ν+2 dω

= ρ2s+4ν+2
(
C2νC2ν+2 + o(ρ)

)
.

Hence, we find that C2νC2ν+2 − C2
2ν+1 ≥ 0 is always satisfied. Condition (A2) is,

therefore, only the requirement that the inequality be strict.
Remark 2. The role of condition (A3) will become apparent throughout the sub-

sequent considerations. It is a stability criterion for (2.23).
Before we investigate solvability and well-posedness of the integro-differential

equation (2.23) we give some asymptotic estimates which we derive from (A1) and
the definitions of the respective terms in section 1. We have

k(l)(s) = sν−l−1

(
kν

(ν − l − 1)!
+ o(s)

)
for l = 0, . . . , ν − 1,(3.1)

κ(τ) = τν
(
kν
ν!

+ o(τ)

)
,(3.2)

λ(τ) = τν+1

(
kν

(ν + 1)!
+ o(τ)

)
,(3.3) ∫ ρ

0

κ(τ) dω(τ) = ρs+ν

(
Cν

kν
ν!

+ o(ρ)

)
,(3.4) ∫ ρ

0

λ(τ) dω(τ) = ρs+ν+1

(
Cν+1

kν
(ν + 1)!

+ o(ρ)

)
,(3.5)

a = ρs+2ν

(
C2ν

k2
ν

(ν!)2
+ o(ρ)

)
,(3.6)

b = ρs+2ν+1

(
C2ν+1

k2
ν

ν!(ν + 1)!
+ o(ρ)

)
,(3.7)

c = ρs+2ν+2

(
C2ν+2

k2
ν

((ν + 1)!)2
+ o(ρ)

)
.(3.8)

From definition (2.21) it follows easily that k̃ ∈ Cν [0, 1]. Using (3.1), (3.3), and (A1),
we obtain

k̃(l)(0) = ρs+2ν−l

(
C2ν−l

k2
ν

(ν + 1)!(ν − l − 1)!
+ o(ρ)

)
for l = 0, . . . , ν − 1.(3.9)
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A FIRST-ORDER SEQUENTIAL REGULARIZATION METHOD 2087

Remark 3. We can use the leading term in (3.5)

q̂ = ρs+ν+1Cν+1
kν

(ν + 1)!

as a normalizing factor for (2.23b). Multiplying (2.23b) by q̂−1 leads to an equation
of the form

V̂ u(t) =

∫ t

0

k̂(t− τ)u(τ) dτ + b̂ u(t) + ĉ u′(t) = f̂(t).(3.10)

Using (A1) and the asymptotic expressions (3.4)–(3.8), it can be shown that f̂(t) →
f(t),

∫ t

0
k̂(t − τ)u(τ) dτ → ∫ t

0
k(t − τ)u(τ) dτ uniformly on [0, 1], b̂ → 0, and ĉ → 0

as ρ → 0. Thus, in the limit ρ → 0, the normalized equation (3.10) converges to the
original equation (1.1) uniformly on [0, 1].

For the purpose of analysis we prefer to work with the integral equation (2.23b)
instead of (3.10), since dividing by q̂ makes many expressions even more cumbersome
to calculate and estimate. From the numerical point of view the normalization (3.10)
is advisable.

We now prove solvability and well-posedness for (2.23) for a general continuous
right-hand side f .

Proposition 3.1. Let f be continuous on [0, 1 + R) for some R > 0, and let k
be ν-smoothing with ν > 0. Let a, b, and c be given by (2.18) and suppose that g̃, f̃
and k̃ are defined by (2.19), (2.20), and (2.21), respectively. Assume, moreover, that
assumptions (A1) and (A2) hold. Then there exists a ρ0 > 0 such that problem (2.23)
has a unique solution u ∈ C1[0, 1] for all ρ ≤ ρ0. Moreover, there exist constants
M,M > 0 independent of ρ such that

‖u‖C[0,1] ≤ M
ρν+1

exp

( M
ρν+1

)
‖f‖C[0,1+ρ](3.11)

and

‖u′‖C[0,1] ≤ M
ρ2ν+2

exp

( M
ρν+1

)
‖f‖C[0,1+ρ].(3.12)

Proof. It is easily seen from the definition (2.20) that f̃ is continuous on [0, 1+R−
ρ), and by (3.7) and (3.8) that b �= 0 and c �= 0 for ρ small enough. Hence, it follows
by standard Picard iteration arguments (see Burton [2, pp. 23–24]) that (2.23b) has
a unique solution u ∈ C1[0, 1] provided that we can solve the linear system (2.23a)
uniquely for u(0). Using (3.6) and (3.8) we find

det

(
a b
b c

)
= ρ2s+4ν+2 k4

ν

(ν!)2((ν + 1)!)2

(
C2νC2ν+2 − C2

2ν+1 + o(ρ)
)
> 0(3.13)

for ρ small enough due to assumption (A2). Thus, the matrix in (2.23a) is invertible,
and solvability for (2.23b) follows.

Note that the mappings f �→ (g̃, f̃(0)), (g̃, f̃(0)) �→ u(0), and f �→ f̃ are all linear.
Therefore, the solution operator f �→ u(f), where u(f) is the solution to (2.23), is
linear.
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2088 WOLFGANG RING

Now we estimate g̃ and f̃(0) in terms of ‖f‖C[0,1+ρ]. With (2.19), (2.20), (3.4),
and (3.5) we have

g̃ ≤ ρs+ν

(
Cν

kν
ν!

+ o(ρ)

)
‖f‖C[0,1+ρ]

and

˜f(0) ≤ ρs+ν+1

(
Cν+1

kν
(ν + 1)!

+ o(ρ)

)
‖f‖C[0,1+ρ].

Thus, using (3.6), (3.7), and (3.8) we find

|u(0)| =
∣∣∣∣∣cg̃ − bf̃(0)

ac− b2

∣∣∣∣∣
≤ 1

ρν

∣∣∣∣ ν!kν
C2ν+2Cν + C2ν+1Cν+1

C2ν+2C2ν − C2
2ν+1

+ o(ρ)

∣∣∣∣ ‖f‖C[0,1+ρ]

≤ 1

ρν
m1 ‖f‖C[0,1+ρ](3.14)

for some constant m1 > 0 independent of ρ. With (3.8) we obtain

|c u(0)| ≤ ρs+ν+2 m2 ‖f‖C[0,1+ρ](3.15)

for some constant m2 > 0 independent of ρ.
From (3.5) and definition (2.20) we derive the following estimate:∣∣∣∣

∫ t

0

f̃(s) ds

∣∣∣∣ ≤ ρs+ν+1

(
Cν+1

kν
(ν + 1)!

+ o(ρ)

)
‖f‖C[0,1+ρ]

≤ ρs+ν+1 m3 ‖f‖C[0,1+ρ](3.16)

for all t ∈ [0, 1] with some constant m3 > 0 independent of ρ. Estimates (3.15)
and (3.16) yield that there exists a constant m4 > 0 independent of ρ such that∣∣∣∣

∫ t

0

f̃(s) ds+ c u(0)

∣∣∣∣ ≤ ρs+ν+1 m4 ‖f‖C[0,1+ρ](3.17)

for all t ∈ [0, 1].
We set

K(t) =

∫ t

0

k̃(s) ds+ b.

Using (3.5) and (3.7) we get

|K(t)| ≤ ρs+ν+1

(
Cν+1

kν
(ν + 1)!

+ o(ρ)

)
‖k‖C[0,1+ρ] + b

≤ ρs+ν+1 m5(3.18)

for all t ∈ [0, 1] with some constant m5 depending on k but not on ρ. Moreover, it is
obvious from (3.8) that there exists a constant m6 > 0 independent of ρ such that

1

c
≤ m6

ρs+2ν+2
(3.19)
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A FIRST-ORDER SEQUENTIAL REGULARIZATION METHOD 2089

for all ρ sufficiently small. We set

M = max(m4 m6,m5 m6).(3.20)

Integrating (2.23b) with respect to t yields∫ t

0

K(t− s)u(s) ds+ c u(t) =

∫ t

0

f̃(s) ds+ c u(0).

Hence, by (3.17), (3.18), (3.19), and (3.20) we obtain

|u(t)| ≤ M
ρν+1

(
‖f‖C[0,1+ρ] +

∫ t

0

|u(s)| ds
)

for all t ∈ [0, 1]. Then Gronwall’s inequality implies

|u(t)| ≤ M
ρν+1

exp

(M t

ρν+1

)
‖f‖C[0,1+ρ].(3.21)

Thus, (3.11) follows. From (2.23b) we conclude

|u′(t)| ≤ 1

c

(
(1 + ‖k̃‖C[0,1]) ‖u‖C[0,1] + ‖f̃‖C[0,1]

)
for all t ∈ [0, 1]. With (3.21), (3.7), (3.8), and (3.5) we find that there exists a constant
M > 0 such that

|u′(t)| ≤ M
ρ2ν+2

exp

( Mt

ρν+1

)
‖f‖C[0,1+ρ](3.22)

for all t ∈ [0, 1]. This completes the proof.
The study of the homogeneous equation

u′(t) = −b

c
u(t)− 1

c

∫ t

0

k̃(t− s)u(s) ds for t ∈ [0, 1](3.23)

will help us to obtain estimates for different corresponding inhomogeneous problems.
We use the transform y(t) = u(ρt) to get the integro-differential equation

y′(t) = −bρ

c
y(t)− ρ2

c

∫ t

0

k̃(ρ(t− s)) y(s) ds for t ∈
[
0,

1

ρ

]
.(3.24)

Let zρ denote the fundamental solution to (3.24), i.e., the solution to (3.24) with
zρ(0) = 1. The following estimates for zρ will be useful in combination with the
variation of constants formula.

Lemma 3.2. Assume that conditions (A1), (A2), and (A3) hold. Then there exist
constants C̃ > 0 (depending on ω) and m > 0 (depending on k and ω) such that

|zρ(t)| ≤ m for all t ∈
[
0,

1

ρ

]
(3.25)

and

‖zρ‖L1(0, 1ρ ) ≤ m(3.26)
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2090 WOLFGANG RING

independently of ρ if

‖k(ν)‖L1(0,1)

kν
< C̃.(3.27)

Proof. Since k̃ is ν times continuously differentiable we can differentiate (3.24)
with respect to t. Setting y = zρ we obtain

z(j+1)
ρ (t) = −bρ

c
z(j)
ρ (t)−

j−1∑
l=0

k̃(l)(0) ρl+2

c
z(j−l−1)
ρ (t)(3.28)

− ρj+2

c

∫ t

0

k̃(j)(ρ(t− s)) zρ(s) ds

for j = 0, . . . , ν. We set

αl = αl(ν) =
Cν+l+1

C2ν+2

(ν + 1)!

l!
for l = 0, . . . , ν.(3.29)

Using (3.7), (3.8), and (3.9) we find for j = ν that

z(ν+1)
ρ (t) = −

ν∑
l=0

(
αν−l + o(ρ)

)
z(ν−l)
ρ (t)− ρν+2

c

∫ t

0

k̃(ν)(ρ(t− s)) zρ(s) ds.(3.30)

We write the (ν+1)-order equation (3.30) as a system of integro-differential equations
in the usual way, setting

zρ = (z(0)
ρ , . . . , z(ν)

ρ )T .

With this we obtain the system

z′ρ(t) = Azρ(t) +Mρzρ(t) +

∫ t

0

Dρ(t− s) zρ(s) ds,(3.31)

where

A =




0 1 0
...

. . .
. . .

0 . . . 0 1
−α0 −α1 . . . −αν


 ,(3.32)

‖Mρ‖ → 0 as ρ → 0,(3.33)

and

Dρ(t) =




0 . . . 0
...

0
...

−ρν+2

c k̃(ν)(ρt) 0 . . . 0


 .(3.34)
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A FIRST-ORDER SEQUENTIAL REGULARIZATION METHOD 2091

Now we consider the relation between the initial conditions zρ(0) = 1 and zρ(0) =

(z
(0)
ρ (0), . . . , z

(ν)
ρ (0))T . Using (3.28) we find

z(j+1)
ρ (0) = −

j∑
l=0

(
αν−l + o(ρ)

)
z(j−l)
ρ (0) for j = 0, . . . , ν.

It is seen by induction that there exists a constant d > 0 independent of ρ such that

|zρ(0)| ≤ d(3.35)

for all ρ sufficiently small.

Now we prove the estimates for |zρ(t)| and ‖zρ‖L1(0, 1ρ ). The eigenvalues of the

matrix A are given by the roots of the polynomial

q(x) = (−1)ν+1

(
ν∑

l=0

αl x
l + xν+1

)
.

Upon multiplying q by C2ν+2

(ν+1)! we see that the roots of q coincide with the roots of the

polynomial

ν+1∑
l=0

Cν+l+1

l!
xl.(3.36)

By assumption (A3), all roots of the polynomial (3.36) have negative real parts. Then,
for sufficiently small ρ, all real parts of eigenvalues of Aρ = A+Mρ are negative and
bounded away from zero. With the notation A0 = A we define

Bρ =

∫ ∞

0

(exp(Aρt))
T exp(Aρt) dt

for ρ ≥ 0 sufficiently small. The matrixBρ is well defined, symmetric, positive definite,
and satisfies

AT
ρ Bρ +BρAρ = −I

(cf. [2, p. 124]). Using Lebesgue’s dominated convergence theorem we find Bρ → B0

as ρ → 0. From this it follows that there exist positive constants L, K, and R such
that

|x| ≥ 2L (xTBρx)
1
2 ,(3.37)

|Bρx| ≤ K (xTBρx)
1
2 ,(3.38)

|x| ≤ R (xTBρx)
1
2 ,(3.39)

for all x ∈ R
ν+1 and ρ sufficiently small. We define the Lyapunov functional

Vρ

(
t,x(·)) = (xTBρx)

1
2 +K

∫ t

0

∫ 1
ρ

t

‖Dρ(ξ − s)‖ dξ |x(s)| ds(3.40)
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2092 WOLFGANG RING

with some K > 0 chosen independently of ρ. Following the calculations in [2, p. 38]
we find for the derivative of Vρ along solutions to (3.31)

d

dt

[
Vρ

(
t, zρ(t)

)] ≤−
(
L−K

∫ 1
ρ

t

‖Dρ(ξ − t)‖ dξ
)

|zρ(t)|(3.41)

− (K −K)

∫ t

0

‖Dρ(t− s)‖ |zρ(s)| ds.

We have ∫ 1
ρ

t

‖Dρ(ξ − t)‖ dξ ≤ ρν+2

c

∫ 1
ρ

t

|k̃(ν)(ρ(ξ − t))| dξ

=
ρν+1

c

∫ 1−ρt

0

|k̃(ν)(s)| d

≤ ρν+1

c

∫ ρ

0

λ(τ)

∫ 1−ρt

0

|k(ν)(s+ τ)| ds dω(τ)

≤ ‖k(ν)‖L1(0,1+ρ)

(
(ν + 1)!

kν

Cν+1

C2ν+2
+ o(ρ)

)
.(3.42)

Here we used (3.5) and (3.8). We want to choose K in such a way that K −K ≥ 0
and there exists L > 0 such that(

L−K

∫ 1
ρ

t

‖Dρ(ξ − t)‖ dξ
)

≥ L(3.43)

for ρ sufficiently small and for all t ∈ [1, 1
ρ ]. Using the estimate (3.42) we see that K

can be chosen satisfying the above inequalities if

K ≤ K ≤ (L− L) kν C2ν+2

(ν + 1)! ‖k(ν)‖L1(0,1+ρ) Cν+1
+ o(ρ).

Now it is easily seen that we can find appropriate L and K if we have

‖k(ν)‖L1(0,1)

kν
<

LC2ν+2

K (ν + 1)!Cν+1
= C̃.(3.44)

This is the constant C̃ referred to in the formulation of the lemma. Note that C̃
depends exclusively on the Cl’s and hence only on the choice of ω. With (3.43) and
K −K ≥ 0 we conclude from (3.41) that

d

dt

[
Vρ

(
t, zρ(t)

)] ≤ −L|zρ(t)|.

Integrating this relation yields

Vρ

(
t, zρ(t)

) ≤ Vρ

(
0, zρ(0)

)− L

∫ t

0

|zρ(s)| ds.

With (3.40), (3.37), and (3.39) we obtain

1

R
|zρ(t)| ≤ 1

2L
|zρ(0)| − L

∫ t

0

|zρ(s)| ds,
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A FIRST-ORDER SEQUENTIAL REGULARIZATION METHOD 2093

and using Gronwall’s inequality we find

|zρ(t)| ≤ R

2L
e−RLt |zρ(0)|

and

‖zρ‖L1(0, 1ρ ) ≤
1

2LL
|zρ(0)|.

Therefore, for the solution zρ of the homogeneous problem (3.24) with initial condition
zρ(0) = 1 we obtain

|zρ(t)| ≤ |zρ(t)| ≤ Rd

2L

and

‖zρ‖L1(0, 1ρ ) ≤ ‖zρ‖L1(0, 1ρ ) ≤
d

2LL

by (3.35) for all ρ sufficiently small. Setting

m = max

(
Rd

2L
,

d

2LL

)

proves the claim.
For the stability estimates in Proposition 3.1 we did not need condition (A3).

With (A3) holding and with Lemma 3.2 we can get a much better estimate for ‖u‖C[0,1].
Theorem 3.3. Let f be continuous on [0, 1 + R) for some R > 0, and let k be

ν-smoothing with ν > 0. Let a, b, and c be given by (2.18), and suppose that g̃, f̃
and k̃ are defined by (2.19), (2.20), and (2.21), respectively. Assume, moreover, that
assumptions (A1), (A2), and (A3) hold. With C̃ denoting the constant in Lemma 3.2
and u denoting the solution to (2.23) we have

|u(t)| ≤ m

ρν
‖f‖C[0,1+ρ] for all t ∈ [0, 1](3.45)

for some constant m > 0 independent of ρ provided that

‖k(ν)‖L1(0,1)

kν
< C̃

holds.
Proof. By setting y(t) = u(ρt) we get

y′(t) = −bρ

c
y(t)− ρ2

c

∫ t

0

k̃
(
ρ(t− s)

)
y(s) ds+G(t)(3.46)

on [0, 1
ρ ] with

G(t) =
ρ

c

∫ ρ

0

λ(τ) f(ρt+ τ) dω(τ).(3.47)
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2094 WOLFGANG RING

Using (3.5) and (3.8) we get the estimate

|G(t)| ≤ 1

ρν

(
(ν + 1)!Cν

C2ν+2 kν
+ o(ρ)

)
‖f‖C[0,1+ρ](3.48)

on [0, 1
ρ ] for ρ sufficiently small.

Now we can use the variation of constant formula (see [2, Thm. 2.3.1, p. 29]) to
express y. We have

y(t) = zρ(t) y(0) +

∫ t

0

zρ(t− s)G(s) ds.

Hence, using Lemma 3.2 together with estimate (3.14) in the proof of Proposition 3.1
and (3.48) (note that y(0) = u(0)) we obtain

|y(t)| ≤ |zρ(t)| |y(0)|+ ‖zρ‖L1(0, 1ρ ) ‖G‖C[0, 1ρ ]

≤ m

ρν

(
ν!

kν

C2ν+2Cν + C2ν+1Cν+1

C2ν+2C2ν − C2
2ν+1

+
(ν + 1)!Cν

C2ν+2 kν
+ o(ρ)

)
‖f‖C[0,1+ρ]

≤ m

ρν
‖f‖C[0,1+ρ]

for some constant m > 0 independent of ρ. Since u(t) = y( t
ρ ), the above estimate

also holds for u.

4. Convergence analysis. Suppose that we are given functions f0 and u0 which
are continuous on [0, 1 +R) and which satisfy∫ t

0

k(t− s)u0(s) ds = f0(t) on [0, 1 +R).(4.1)

We refer to u0 as the exact solution to (4.1) with attainable data f0. Under the
assumption (2.9) that k is ν-smoothing, it is seen that

f
(l)
0 (t) =

∫ t

0

k(l)(t− s)u0(s) ds for l = 0, . . . , ν − 1,

f
(ν)
0 (t) = kν u0(t) +

∫ t

0

k(ν)(t− s)u0(s) ds.

Thus, we have f0 ∈ C(ν)[0, 1+ ρ] for all ρ < R and f
(l)
0 (0) = 0 for l = 0, . . . , ν − 1 and

f
(ν)
0 (0) = kν u0(0).(4.2)

Let g̃0 and f̃0 be constructed from f0 by (2.19) and (2.20), respectively. We can
use (4.2) to derive the asymptotic expansions

f̃0(0) = ρs+2ν+1

(
u0(0)

k2
ν

ν!(ν + 1)!
C2ν+1 + o(ρ)

)
,(4.3)

g̃0 = ρs+2ν

(
u0(0)

k2
ν

((ν + 1)!)2
C2ν + o(ρ)

)
.(4.4)

We have the following convergence result for the approximating regularization
scheme (2.23).
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A FIRST-ORDER SEQUENTIAL REGULARIZATION METHOD 2095

Theorem 4.1. Let u0 and f0 be given satisfying (4.1). We assume additionally
that u0 is continuously differentiable on [0, 1 +R). Let

µ(u0, ρ) = max
s,t∈[0,1+ρ], |s−t|≤ρ

(|u′0(s)− u′0(t)|).

Furthermore, let uρ denote the solution to (2.23) with data given by f̃0 and g̃0, and

assume that conditions (A1), (A2), and (A3) hold. Then there exist constants C̃ > 0
(depending on ω) and M > 0 (depending on k and ω) such that

|uρ(t)− u0(t)| ≤ M µ(u0, ρ) for all t ∈ [0, 1](4.5)

whenever

‖k(ν)‖L1(0,1)

kν
< C̃.(4.6)

Proof. Evaluating (4.1) at the point t + τ , multiplying by λ(τ), and integrating
from 0 to ρ with respect to the measure ω yields∫ ρ

0

λ(τ)

∫ t+τ

0

k(t+ τ − s)u0(s) ds dω(τ) =

∫ ρ

0

λ(τ)f0(t+ τ) dω(τ).

Hence, ∫ t

s=0

(∫ ρ

τ=0

λ(τ) k(t− s+ τ) dω(τ)

)
u0(s) ds(4.7)

+

∫ ρ

τ=0

λ(τ)

(∫ t+τ

s=t

k(t− s+ τ)u0(s) ds

)
dω(τ) = f̃0(t).

Since u0 is continuously differentiable we have

u0(s) = u0(t) + u′0(t)(s− t) +

∫ s

t

(
u′0(ξ)− u′0(t)

)
dξ.

With this we find∫ ρ

0

λ(τ)

(∫ t+τ

s=t

k(t− s+ τ)u0(s) ds

)
dω(τ)

= u0(t)

∫ ρ

0

λ(τ)

(∫ τ

0

k(s) ds

)
dω(τ)

+ u′0(t)
∫ ρ

0

λ(τ)

(∫ τ

0

k(s) (τ − s) ds

)
dω(τ)

+

∫ ρ

0

λ(τ)

(∫ τ

0

k(τ − s)

(∫ t+s

t

(
u′0(ξ)− u′0(t)

)
dξ

)
dz

)
dω(τ).

With (4.7), and the notation in (2.16)–(2.21), we obtain∫ t

0

k̃(t− s)u0(s) ds+ b u0(t) + c u′0(t)(4.8)

= f̃0(t)−
∫ ρ

0

λ(τ)

(∫ τ

0

k(τ − s)

(∫ t+s

t

(
u′0(ξ)− u′0(t)

)
dξ

)
ds

)
dω(τ).
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2096 WOLFGANG RING

We set vρ = uρ−u0. Since uρ is the solution to (2.23b) with the right-hand side given

by f̃0 we obtain∫ t

0

k̃(t− s) vρ(s) ds+ b vρ(t) + c v′ρ(t)(4.9)

=

∫ ρ

0

λ(τ)

(∫ τ

0

k(τ − s)

(∫ t+s

t

(
u′0(ξ)− u′0(t)

)
dξ

)
ds

)
dω(τ).

Before we investigate (4.9) more closely we estimate the initial value vρ(0). Solv-
ing (2.23a) for uρ(0) gives

uρ(0) =
c g̃0 − b f̃0(0)

a c− b2
.

Hence, we have

|uρ(0)− u0(0)| =
∣∣∣∣∣c g̃0 − b f̃0(0)

a c− b2
− a c− b2

a c− b2
u0(0)

∣∣∣∣∣
≤ c

a c− b2
|g̃0 − a u0(0)|+ b

a c− b2
|f̃0(0)− b u0(0)|.

Using (2.19), (2.18), and f0(τ) =
∫ τ

0
k(s)u0(τ − s) ds, we find

|g̃0 − a u0(0)| =
∣∣∣∣
∫ ρ

0

κ(τ)

∫ τ

0

k(s)
(
u0(τ − s)− u0(0)

)
ds dω(τ)

∣∣∣∣
≤ a max

ξ∈[0,ρ]
(|u0(ξ)− u0(0)|) ≤ a ρ ‖u′0‖C[0,1+ρ].

Analogously we obtain

|f̃0(0)− b u0(0)| ≤ b ρ ‖u′0‖C[0,1+ρ].

Thus, we have

|vρ(0)| ≤ a c+ b2

a c− b2
ρ ‖u′0‖C[0,1+ρ].

If we use the asymptotic expressions (3.6)–(3.8) for a, b, and c, respectively, and
assumption (A2) it is easy to see that there exists a constant n1 > 0 independent of
ρ such that

|vρ(0)| ≤ n1 ρ.(4.10)

Now we come back to the analysis of (4.9). With the transformation yρ(t) = vρ(ρt)
we obtain from (4.9)

y′ρ(t) = −bρ

c
yρ(t)− ρ2

c

∫ t

0

k̃(ρ(t− s)) yρ(s) ds+ Fρ(t)(4.11)

for t ∈ [0, 1
ρ ] with

Fρ(t) =
1

c

∫ ρ

0

λ(τ)

(∫ τ

0

k(τ − s)

(∫ ρt+s

ρt

(
u′0(ξ)− u′0(ρt)

)
dξ

)
ds

)
dω(τ).(4.12)
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A FIRST-ORDER SEQUENTIAL REGULARIZATION METHOD 2097

We have the following estimate for Fρ:

|Fρ(t)| ≤ max
ξ∈[ρt,ρt+ρ]

|u′0(ξ)− u′0(ρt)|
1

c

∫ ρ

0

λ(τ)

∫ τ

0

(τ − s) k(s) ds dω(τ)

= max
ξ∈[ρt,ρt+ρ]

|u′0(ξ)− u′0(ρt)| ≤ µ(u0, ρ)(4.13)

for all t ∈ [0, 1
ρ ].

Now we can use the fundamental solution zρ for (3.24) and the variation of con-
stants formula (see [2, Thm. 2.3.1, p. 29]) to obtain an estimate for the solution of
the inhomogeneous problem (4.11). We have

yρ(t) = zρ(t) yρ(0) +

∫ t

0

zρ(t− s)Fρ(s) ds.

Consequently, using the estimates in Lemma 3.2 we find

|yρ(t)| ≤ |zρ(t)| |yρ(0)|+ ‖zρ‖L1(0, 1ρ ) ‖Fρ‖C[0, 1ρ ]

≤ m (|yρ(0)|+ ‖Fρ‖C[0, 1ρ ]).

We can use (4.10), (4.13), and the fact that yρ(0) = vρ(0) to conclude that

|yρ(t)| ≤ m
(
n1 ρ+ µ(u0, ρ)

) ≤ M µ(u0, ρ)

for some constantM > 0 independent of ρ and for all t ∈ [0, 1
ρ ]. With |vρ(t)| = |yρ( t

ρ )|
the proof is complete.

Remark 4. Since u′0 is uniformly continuous on [0, 1+ρ], it is clear that µ(u0, ρ) →
0 as ρ → 0. If the exact solution u0 ∈ C1,α[0, 1 + ρ], that is, the first derivative is
Hölder continuous of order 0 < α ≤ 1, then we have µ(u0, ρ) = O(ρα) and we get the
estimate

|uρ(t)− u0(t)| ≤ mρα.(4.14)

Remark 5. In the above proof we considered stability properties of the homoge-
neous system (3.31) and we used the variation of constants formula to estimate vρ.
In the convergence proof for the corresponding zero-order method in [6] the inhomo-
geneous problem is transformed into a system by differentiation, thus yielding the
requirement that the exact solution u0 must be Cν-smooth. By our method of proof
we could avoid such high regularity assumptions on u0.

In the case of noisy data we have the following convergence result.
Theorem 4.2. Suppose the notation and conditions of Theorems 3.3 and 4.1

hold. Let a family of functions {fδ}δ>0 ⊂ C[0, 1 + ρ0] be given satisfying

|fδ(t)− f0(t)| ≤ δ

for all t ∈ [0, 1 + ρ0] with some ρ0 > 0. Moreover, denote by uδρ the solution to (2.23)

with data f̃δ and g̃δ defined by means of f = fδ. Then there exists ρ = ρ(δ) such that

|uδρ(δ)(t)− u0(t)| → 0 as δ → 0(4.15)

uniformly in t ∈ [0, 1].
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2098 WOLFGANG RING

If additionally u0 ∈ C1,α[0, 1+ρ0] for some 0 < α ≤ 1, then there exists a constant
M > 0 such that for the choice

ρ(δ) = δ
1

α+ν(4.16)

we have

|uδρ(δ)(t)− u0(t)| ≤ M δ
α

α+ν(4.17)

for all t ∈ [0, 1].
Proof. Using Theorem 3.3 and Theorem 4.1 we get

|uδρ(t)− u0(t)| ≤ |uδρ(t)− uρ(t)|+ |uρ(t)− u0(t)|
≤ m

ρν
δ +M µ(u0, ρ).

For the choice ρ(δ) = δ
1
2ν we obtain µ(u0, ρ(δ)) → 0 and ρ(δ)−ν δ → 0 as δ → 0. This

proves the first assertion.
If u′0 is Hölder continuous with exponent α we have µ(u0, ρ) ≤ l ρα with some

constant l > 0. Thus, we have

|uδρ(t)− u0(t)| ≤ m

ρν
δ +M l ρα ≤ M̃

(
δ

ρν
+ ρα

)
,

where M̃ = max(m,Ml). If we set ρ(δ) = δ
1

α+ν we get

|uδρ(δ)(t)− u0(t)| ≤ 2M̃δ
α

α+ν

for all t ∈ [0, 1]. Setting M = 2M̃ completes the proof.

5. Numerical experiments. For all presented numerical examples we use ωl =
1 for l = 0, . . . , r (uniform weights). Experiments which were carried out with nonuni-
form weights gave similar results provided that the stability condition (A3) is satisfied.
The plots in Figure 5.1 show results for the first-order sequential method for different
noise levels in the data. We chose k(t) = t2, i.e., k is 3-smoothing. The data are
given by f0(t) = t3/3 − t5/30. To the data we added artificial 0-1 distributed Gaus-
sian noise scaled with a factor σ‖f‖∞. The plots in Figure 5.1 show the results for
σ = 0, σ = 0.005, σ = 0.01, and σ = 0.02. The lengths of the future intervals are
ρ = 0.05, ρ = 0.4, ρ = 0.5, and ρ = 0.55, respectively. We used N = 600 time-steps
on the time-interval [0, 3]. For all numerical experiments presented in this section, the
number of time-steps N was chosen relatively large. By doing so we can capture the
effects coming from the infinite dimensional regularization strategy (2.23) and keep
the superposed effect of regularization by discretization rather small. The plots show
the exact solution as dashed lines and the reconstructed solutions from noisy data as
solid lines. It is seen that the first-order method gives stable results in the presence
of data noise.

The plots in Figure 5.2 show a comparison between first- and zero-order sequential
regularization, Tikhonov regularization, and the Cinzori–Lamm first-order polynomial
method described in [3]. We used again the kernel k(t) = t2 (ν = 3), but with
different data f0(t) = −1/32 sin 4t − 1/8t for t ∈ [0, 3]. With these data there is
more variation in the exact solution u0 which makes it more difficult to reconstruct.
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Fig. 5.1. Solutions for first-order sequential regularization with different noise levels.

The noise level is 2%. We used N = 600 collocation points and r = 80 future
points which means ρ = 0.4 for the length of the future interval, both for the first-
and for the zero-order method. Both lengths were chosen experimentally to give
optimal L2-errors for the reconstruction. The fact that the optimal regularization
parameter is (approximately) given by ρ = 0.4 in both cases is mere accident. The
same strategy was pursued to find the “optimal” regularization parameter for the
Tikhonov method. It is apparent that the first-order method produces smoother
results than the zero-order method with comparable supremum-norm errors. On
most of the considered time-intervals Tikhonov’s method performs better than the
sequential methods. The poor performance of Tikhonov’s method in the last part
of the time-interval can be attributed to the fact that our implementation of the
Tikhonov functional does not make use of data outside the interval [0, 3], whereas
the sequential methods make use of data up to time t = 3.4. What is seen in the
last part of the interval is, therefore, not a regularization phenomenon but rather
an inherent difficulty of Volterra inverse problems. For the chosen discretization (600
time-steps) computation by the first-order method is faster by a factor 10 (2.3 seconds
versus 21.4 seconds) when compared to Tikhonov’s method. Moreover, if further data
points are added, the already computed first-order solution can be extended with
minimal numerical effort. For Tikhonov regularization the whole system matrix has
to be reassambled and the solution has to be recomputed from the initial time zero
onwards. The last graph in Figure 5.2 shows the results for a first-order Cinzori–
Lamm method (see section 1 or [3] for a brief description). The optimal length for the
future interval is ρ = 0.8 in this case. Therefore, we need twice as much information
from the future than as for the other sequential methods. The L2-norm of the error
is slightly better, but the solution is less smooth than the solution obtained by the
first-order sequential method.
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Fig. 5.2. Comparison between different regularization methods for noisy data.

In Figure 5.3 we compare first- and zero-order sequential regularization for the
case that the future interval is chosen too large. With the same specifications as
in Figure 5.2, but with ρ = 0.9, we see that the zero-order method over-regularizes
strongly, resulting in a strongly damped but still not very smooth solution. On the
other hand, the first-order method produces a solution with a qualitatively correct
amplitude but with a delayed phase.

In Figure 5.4 the stars (∗) and circles (◦) show the locations of the roots of the
polynomial

ν+1∑
l=0

Cν+l+1

l!
xl(5.1)
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Fig. 5.3. Over-regularization for first- and zero-order method.
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Eigenvalues for nu = 3(*) and nu = 4 (o)

Fig. 5.4. Location of roots of the polynomial (5.1) for ν = 3 (∗) and ν = 4 (◦). Solutions for
ν = 4 in case of noise-free data with different values of ρ.

for ν = 3 and ν = 4, respectively, in the complex plane for the uniform weight ω ≡ 1.
It is seen that for ν = 3, all roots have negative real parts. For ν = 4 one pair of roots
has crossed the imaginary axis, implying that assumption (A3) is not satisfied in this
case. The instability effect of condition (A3) not being satisfied is also indicated in
Figure 5.4. Here we chose k(t) = t3 (i.e., ν = 4) with no noise on the data. We used
two different (rather large) values ρ = 0.8 (dash-dotted line) and ρ = 1.6 (dashed line)
for the length of the future interval. The exact solution is given by the solid line. It
is seen that for both values of ρ the solution of the first-order method behaves like an
unstable oscillator. For the larger value of ρ the blow-up of the solution occurs at a
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2102 WOLFGANG RING

later time, but the error in the phase of the oscillation is much larger for the bigger
value of ρ. The instability is actually an inherent property of the sequential method
and not only a result of under-regularization. It occurs for very large future intervals
and for noise-free data.

For n = 4, a sophisticated construction gives a stabilizing weight ω for the zero-
order method (see [6]). It has been recently shown in [10] that a stability condition
corresponding to (A3) for the zero-order sequential method is never satisfied for any
given weight ω if ν ≥ 5. The construction of a stable sequential regularization method
for ν-smoothing kernels with ν ≥ 5 is still an open problem.

6. Conclusions. Starting with Beck’s linear function specification method we
found a family of approximating Volterra integro-differential equations of the second
kind for the stable solution of ill-posed Volterra equations of the first kind. We proved
stability estimates and convergence if the data-noise goes to zero. A convergence rate
depending on smoothness properties of the exact solution was derived. Numerical
experiments showed that the method produces smoother results than the well in-
vestigated sequential predictor-corrector method. The second-kind Volterra integro-
differential equation can be solved sequentially in time, which makes the algorithm
much faster than, for example, Tikhonov regularization.
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