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Abstract. Karger, Motwani, and Sudan [J. ACM, 45 (1998), pp. 246–265] introduced the notion
of a vector coloring of a graph. In particular, they showed that every k-colorable graph is also vector
k-colorable, and that for constant k, graphs that are vector k-colorable can be colored by roughly
∆1−2/k colors. Here ∆ is the maximum degree in the graph and is assumed to be of the order of nδ

for some 0 < δ < 1. Their results play a major role in the best approximation algorithms used for
coloring and for maximum independent sets.

We show that for every positive integer k there are graphs that are vector k-colorable but do
not have independent sets significantly larger than n/∆1−2/k (and hence cannot be colored with
significantly fewer than ∆1−2/k colors). For k = O(logn/ log logn) we show vector k-colorable
graphs that do not have independent sets of size (log n)c, for some constant c. This shows that the
vector chromatic number does not approximate the chromatic number within factors better than
n/polylogn.

As part of our proof, we analyze “property testing” algorithms that distinguish between graphs
that have an independent set of size n/k, and graphs that are “far” from having such an independent
set. Our bounds on the sample size improve previous bounds of Goldreich, Goldwasser, and Ron [J.
ACM, 45 (1998), pp. 653–750] for this problem.
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1. Introduction. An independent set in a graph G is a set of vertices that
induce a subgraph which does not contain any edges. The size of the maximum
independent set in G is denoted by α(G). For an integer k, a k-coloring of G is a
function σ : V → [1 . . . k] which assigns colors to the vertices of G. A valid k-coloring
of G is a coloring in which each color class is an independent set. The chromatic
number χ(G) of G is the smallest k for which there exists a valid k-coloring of G.

Finding α(G) and χ(G) are fundamental NP-hard problems, closely related by
the inequality α(G)χ(G) ≥ n. Given G, the question of estimating the value of
α(G) (χ(G)) or finding large independent sets (small colorings) in G has been studied
extensively. Let G be a graph of size n. Both χ(G) and α(G) can be approximated

within a ratio of O(n(log log n)2

log3 n
) (see [Hal93, Fei02]). It is known that unless NP

= ZPP, neither α(G) nor χ(G) can be approximated within a ratio of n1−ε for any
ε > 0 [H̊as99, FK98]. Under stronger complexity assumptions, there is some 0 < δ < 1

such that neither problem can be approximated within a ratio of n/2logδ n [Kho01].
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The approximation ratios for these problems significantly improve in graphs that
have very large independent sets or very small chromatic numbers. The algorithms
achieving the best ratios in these cases [KMS98, AK98, BK97, HNZ01] are all based
on the idea of vector coloring, introduced by Karger, Motwani, and Sudan [KMS98].

Definition 1.1. A vector k-coloring of a graph is an assignment of unit vectors
to its vertices such that, for every edge, the inner product of the vectors assigned to
its endpoints is at most (in the sense that it can only be more negative) −1/(k − 1).

Every k-colorable graph is also vector k-colorable (by identifying each color class
with one vertex of a perfect (k − 1)-dimensional simplex centered at the origin).
Moreover, unlike the chromatic number, a vector k-coloring (when it exists) can be
found in polynomial time using semidefinite programming (up to arbitrarily small
error in the inner products). Given a vector k-coloring of a graph, Karger, Motwani,
and Sudan show how to color a graph with roughly ∆1−2/k colors, where ∆ is the
maximum degree in the graph. (In comparison, the technique of inductive coloring
might use ∆ + 1 colors.) In fact, they show how to find an independent set of size
roughly n/∆1−2/k. Combined with other ideas, this leads to coloring algorithms and
algorithms for finding independent sets with the best currently known performance
guarantees. For example, there is a polynomial time algorithm that colors 3-colorable
graphs with roughly n3/14 colors [BK97]. For nonconstant values of k, it is known
how to find an independent set of size Ω(logn) in a vector log n-colorable graph.

There have also been negative results regarding vector k-colorable graphs. Ex-
amples appearing in [KMS98] (and improved by Alon and Szegedy) show vector 3-
colorable graphs that do not have independent sets larger than roughly n0.95. The case
of nonconstant k is addressed in [Fei97] (technically, the results there deal with the
Lovász theta function, which is even a stronger notion than vector coloring), where

graphs that are vector 2O(
√

logn)-colorable are shown not to have independent sets
larger than 2O(

√
logn). In all these negative examples, the vertex sets of the graphs

involved can be viewed as a subset of {0, 1}n, with two vertices connected by an edge
if their Hamming distance is larger than some prespecified value.

Our results. In this work we present a different family of graphs with stronger
negative properties. For every constant k > 2 and every ε > 0, we show graphs that
are vector k-colorable, with α(G) ≤ n/∆1− 2

k−ε. This essentially matches the positive
results of [KMS98]. As a function of n rather than ∆, we show vector 3-colorable
graphs with α(G) < n0.843. Moreover, for k = O(log n/ log log n), we show vector
k-colorable graphs with α(G) ≤ (log n)c, for some universal c. This shows that the
vector coloring number by itself does not approximate the chromatic number within
a ratio better than n/polylogn. Another consequence of this (that is touched upon
in Remark 2.1 in section 2) is that certain semidefinite programs do not approximate
the size of the maximum independent set with a ratio better than n/polylogn.

Theorem 1.2.

1. For every constant ε > 0 and constant k > 2, there are infinitely many graphs
G that are vector k-colorable and satisfy α(G) ≤ n/∆1− 2

k−ε, where n is the
number of vertices in G, ∆ is the maximum degree in G, and ∆ > nδ for
some constant δ > 0.

2. For some constant c, there are infinitely many graphs G that are vector
O( logn

log log n )-colorable and satisfy α(G) ≤ (log n)c.
3. There are infinitely many graphs G that are vector 3-colorable and satisfy

α(G) ≤ n0.843.
Observe that if Theorem 1.2(1) is proven for some graph with n vertices and
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maximum degree ∆, then for every positive integer c it also holds for some graph
with c · n vertices and the same maximum degree ∆. (Simply make c disjoint copies
of the original graph.) Hence the theorem becomes stronger as ∆ becomes larger in
comparison to n. We guarantee that ∆ can be taken at least as large as nδ for some
δ that depends on ε and k. For every fixed ε and k, the value of δ can be taken as
a fixed constant bounded away from 0 and independent of n. We have not made an
attempt to find the tightest possible relation between δ and ε and k.

Proof techniques. The graphs that we use are essentially the same graphs that
were used in [FS02] to show integrality gaps for semidefinite programs for Max-Cut.
Namely, they are obtained by placing n points at random on a d-dimensional unit
sphere and connecting two points by an edge if the inner product of their respective
vectors is below −1/(k − 1). Such graphs are necessarily vector k-colorable, as the
embedding on the sphere is a vector k-coloring. So the bulk of the work is in proving
that they have no large independent set. For this we use a two-phase plan. First we
consider a continuous (infinite) graph, where every point on the sphere is a vertex
and two vertices are connected by an edge if the inner product of their respective
vectors is below −1/(k− 1). On this continuous graph we use certain symmetrization
techniques in order to analyze its properties. Specifically, we prove certain inequalities
regarding its expansion. In the second phase, we consider a (finite) random vertex
induced subgraph of the continuous graph. Based on the expansion properties of the
continuous graph, we show that the random sample has no large independent set.

Two remarks are in order here. One is that it is very important for our bounds
that the final random graph does not contain too many vertices compared to the
dimension d. A small number of vertices implies low degree, and allows for a more
favorable relation between the maximum degree and the chromatic number. For this
reason we cannot use the continuous graph (or a finite discrete approximation of the
continuous graph) as is. Its degree is very large compared to its chromatic number. We
thus consider the graph obtained by randomly sampling the vertices of the continuous
graph. In section 7, we follow a suggestion of Luca Trevisan (private communication)
and present an alternative proof of Theorem 1.2(1) by considering the graph obtained
by randomly sampling the edges of the continuous graph. It appears that parts (2)
and (3) of Theorem 1.2 cannot be proven using edge sampling.

The other remark is that we do not get an explicit graph as our example, but
rather a random graph (or a distribution on graphs). This is to some extent unavoid-
able, given that there are no known efficient deterministic constructions of Ramsey
graphs (graphs in which the size of the maximum independent set and maximum
clique are both bounded by some polylog in n). The graphs we construct (when
k = log n/ log log n) are Ramsey graphs, because it can be shown that the maximum
clique size is never larger than the vector coloring number.

Property testing. The following problem in property testing is addressed by Gol-
dreich, Goldwasser, and Ron [GGR98]. For some value of ρ < 1, consider a graph with
the following “promise”: either it has an independent set of size ρn, or it is far from
any such graph, in the sense that any vertex-induced subgraph of ρn vertices induces
at least εn2 edges. One wants an algorithm that samples as few vertices as possible,
looks at the subgraph induced on them, and, based on the size of the maximum inde-
pendent set in that subgraph, decides correctly (with high probability) which of the
two cases above hold. In [GGR98] it is shown that a sample of size proportional to ε−4

suffices. We are in a somewhat similar situation when we move from the continuous
graph to our random sample. The continuous graph is far from having an indepen-
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dent set of measure ρ.1 We want to take a sample as small as possible (its size will
be denoted by s) such that the induced subgraph does not contain an independent
set of size ρs. Luckily in our case, we can use a stronger guarantee on the continuous
graph. We know that even every set of measure ρ/2 induces at least the measure
of ε edges.2 In this case we show that a sample size s proportional to 1/ε suffices.
This dramatic improvement over the [GGR98] bound is crucial to the success of our
analysis. We note that this improvement is not only based on our stronger guarantee
on the continuous graph G. Even in exactly the same setting of [GGR98], we show
that a sample size s proportional to ε−3 suffices. These results are of interest in the
context of property testing regardless of their applications to the vector coloring issue.

Strict vector coloring. One may strengthen the notion of vector k-coloring by
requiring that, for every edge, the inner product of the unit vectors corresponding to
its endpoints be exactly −1/(k− 1), rather than at most −1/(k− 1). This is called a
strict vector coloring. This notion is known to be equivalent to the theta function of
Lovász [Lov79, KMS98]. Every k-colorable graph is also strictly vector k-colorable.
As strict vector coloring is a stronger requirement than vector coloring, then it is
possible that strict vector k-colorable graphs have smaller chromatic numbers than
vector k-colorable graphs. So far, there are not any algorithmic techniques that can
use this observation to further improve the approximation ratios for chromatic number
or for independent set. We remark, however, that the negative results in this work
apply only to vector coloring and not to strict vector coloring. It is an open question
whether similar negative results are true for strict vector coloring, or equivalently,
whether the same gaps (such as n/polylogn) can be shown between the value of the
theta function and the size of the maximum independent set. Note that the weaker
negative results of [Fei97] and some of the negative results in [KMS98] do apply also
to strict vector coloring.

The remainder of this paper is organized as follows. In section 2 we briefly review
the semidefinite programs that compute the vector chromatic number and its variants.
In section 3 we present the continuous graph and analyze its properties. In section 4
we prove Theorem 1.2. Our results on property testing are presented in sections 5
and 6. In section 7 we present an alternative proof of Theorem 1.2(1). In section 8 we
discuss some problems that remain open. Finally, in section 9 we present the proof
of several technical lemmas that appear throughout our work.

2. The vector chromatic number and its variants. There are many equiv-
alent ways to define the vector chromatic number and its variants. We will follow the
definitions suggested in [KMS98, Cha02]. Let G = (V,E) be a graph of size n. For
convenience we will assume that V = [1, . . . , n]. The semidefinite relaxations below
assign unit vectors to every vertex i ∈ V . These unit vectors are to satisfy certain
constraints which will in turn determine the value of the relaxations.
COL1(G) Minimize k

subject to
〈vi, vj〉 ≤ − 1

k−1 ∀(i, j) ∈ E,

〈vi, vi〉 = 1 ∀i ∈ V ;
COL2(G) Minimize k

1As the continuous graph is infinite, terms such as the number of vertices are replaced by the
continuous analog measure. The measure we use on the unit sphere is the natural measure, which
associates with each subset its relative area on the sphere.

2The measure we use on the edge set is the product measure induced by the standard uniform
measure on Sd−1.
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subject to
〈vi, vj〉 = − 1

k−1 ∀(i, j) ∈ E,

〈vi, vi〉 = 1 ∀i ∈ V ;
COL3(G) Minimize k

subject to
〈vi, vj〉 = − 1

k−1 ∀(i, j) ∈ E,

〈vi, vj〉 ≥ − 1
k−1 ∀i, j ∈ V,

〈vi, vi〉 = 1 ∀i ∈ V.
The function COL1(G) is the vector chromatic number of G as defined in [KMS98].

The function COL2(G) is the strict vector chromatic number of G and is equal to
the Lovász θ function on Ḡ [Lov79, KMS98], where Ḡ is the complement graph of
G. Finally, the function COL3(G) will be referred to as the strong vector chromatic
number as defined in [Sze94, Cha02]. Let ω(G) denote the size of the maximum clique
in G; in the following we show that

ω(G) ≤ COL1(G) ≤ COL2(G) ≤ COL3(G) ≤ χ(G).

It is not hard to verify that COL1(G) ≤ COL2(G) ≤ COL3(G). To show the
other inequalities we need the following fact. For every integer k, the k unit vec-
tors {v1, . . . , vk} that minimize the value of maxi �=j∈[1,...,k] 〈vi, vj〉 are the vertices of a

simplex in Rk−1 centered at the origin. For each i, j ∈ [1, . . . , k], these vectors satisfy
〈vi, vj〉 = − 1

k−1 .
Now to prove the inequality COL3(G) ≤ χ(G), consider a k-coloring σ of G. The

coloring σ partitions the vertex set V into k color classes {V1, . . . , Vk}. Assigning each
color class Vi with the corresponding vector vi above, we obtain a valid assignment
for COL3(G). To show that ω(G) ≤ COL1(G), consider a graph G with maximum
clique size ω(G). To obtain a valid assignment of vectors to COL1(G) of value k we
require that all pairs of vectors corresponding to the vertices of the maximum clique
will have inner product of value at most − 1

k−1 . As mentioned above, this can happen
only if ω(G) ≤ k.

Remark 2.1. The results of our work show a large gap between COL1(G) and
χ(G) (Theorem 1.2). Combining these results with certain proof techniques appearing
in [Sze94], a similar gap between ω(G) and COL3(G) can also be obtained. Details
are omitted.

3. The continuous graph. Let d be a large constant, and let Sd−1 = {v ∈
Rd | ‖v‖ = 1} be the d-dimensional unit sphere. Let Gk = (V,E) be the continuous
graph in which (a) the vertex set V consists of all the points on the unit sphere Sd−1,
and (b) the edge set E of Gk consists of all pairs of vertices whose respective vectors
(from the origin) form an angle of at least arccos(−1/(k − 1)). As the size of V and
E is infinite (and uncountable), terms such as the number of vertices in V will be
replaced by the continuous analogue measure.

In this section we analyze various properties of Gk. Specifically, we show that
Gk has certain expansion properties. We then use this fact in section 4 to prove the
main theorem of our work. In our analysis, we will assume that the dimension d is
(at least) a very large constant (our proofs rely on such d). Additional constants that
will be presented in the remainder of this section are to be viewed as independent of
d.

Definition 3.1 (sphere measure). Let µ be the normalized (d− 1)-dimensional
natural measure on Sd−1, and let µ2 be the induced measure on Sd−1×Sd−1. For any
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two (not necessarily disjoint) subsets A and B of V , we define the measure of edges
from A to B as

E(A,B) = µ2 ({(x, y) | x ∈ A, y ∈ B, (x, y) ∈ E}) .

Definition 3.2 (sphere caps). Let a ∈ [0, 1] and x ∈ Sd−1. An a-cap centered
at x is defined to be the set Ca = {u ∈ Sd−1 | 〈u, x〉 ≥ a}. Denote the measure of an
a-cap by ρ(a).

A few remarks are appropriate. Notice that for every x, x′, an a-cap centered at
x has the same measure as an a-cap centered at x′ (sphere symmetry). Furthermore,
notice that large caps have small corresponding values of a and vice versa. The value
of ρ(a) = µ(Ca) is approximately given by the following lemma proven, for example,
in [FS02].

Lemma 3.3. Let Ca be an a-cap centered at some x ∈ Sd−1. There exists a
constant c > 0 (independent of a and d) s.t. (such that)

c√
d

(
1 − a2

) d−1
2 ≤ µ(Ca) = ρ(a) ≤ 1

2

(
1 − a2

) d−1
2 .

Lemma 3.4. Let ρ( 1
k−1 ) be the measure of a 1

(k−1) -cap. Every vertex v in the

graph Gk has degree ρ( 1
k−1 ).

Proof. Each vertex v in Gk is adjacent to every vertex in the 1
(k−1) -cap centered

at −v (here −v is the vertex antipodal to v). Hence, the measure of vertices adjacent
to a given vertex v in Gk is that of a 1

(k−1) -cap.

The main property of Gk of interest to us is the measure of edges between any
two given subsets of V of a specified size. We first prove that the sets in Gk which
share the least amount of edge are caps with the same center.

Theorem 3.5. Let 1 ≥ a > 0, and let A and B be two (not necessarily disjoint)
measurable sets in V of measure ρ(a). Let x be an arbitrary vertex of Sd−1. The
minimum of E(A,B) is obtained when A = B = Ca, where Ca is an a-cap of measure
ρ(a) centered at x.

The proof of Theorem 3.5 is based on symmetrization techniques similar to those
presented in [BT76, FS02]. We prove Theorem 3.5 in section 9. We now turn to
analyzing the measure of edges between caps of measure ρ(a). Namely, we study the
value of E(Ca, Ca). For large values of a, it is not hard to see that Ca will not induce any
edges. This follows from the fact that any two vertices u and v in Ca satisfy 〈u, v〉 ≥
2a2−1. Hence, in the following we consider values of a which satisfy 2a2−1 < − 1

k−1 .

For such values of a we show that E(Ca, Ca) is proportional to µ2(E)ρ(a)2+
2

k−2 (which
we denote by λ(a)). Notice that two random subsets A and B of Gk of measure ρ(a)
are expected to satisfy E(A,B) = µ2(E)ρ(a)2, which is fairly close to λ(a). Actually,

we show that E(Ca, Ca) is in the range [(1− c
√

log(d)/d)
d−1
2 λ(a), λ(a)] for some large

constant c. It is not hard to verify that the term (1 − c
√

log(d)/d)
d−1
2 is negligible

compared to λ(a), once d is taken to be large enough.

Theorem 3.6. Let
√

k−2
2(k−1) > a > 0 and k > 2 be constant. Let x ∈ Sd−1, and

let Ca be an a-cap centered at x. Let ε(a) be the value of E(Ca, Ca). Finally let

λ(a) =

((
1 − 1

(k − 1)2

)(
1 − 2(k − 1)

k − 2
a2

)) d−1
2

.

Then ε(a) ∈ [(1 − c
√

log(d)/d)
d−1
2 λ(a), λ(a)] for some constant c > 0.
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v

C

(a,b)

   a

z

N

C N

Fig. 1. Projecting Sd−1 onto the two-dimensional subspace {(r1, r2, 0, . . . , 0) | r1, r2 ∈ R} of
Rd, we obtain the circle above. C is the projection of an a-cap Ca centered at (1, 0, . . . , 0) (where
a is the distance of the cap from the origin). The vertex v = (a,

√
1 − a2, 0, . . . , 0) ∈ Ca is on the

boundary of Ca. N is the projection on the sphere of the set of points N(v) that are adjacent to
v (i.e., form an angle of at least arccos(−1/(k − 1)) with v). The shaded section is C ∩ N (the
projection of Ca ∩ N(v)). The point (a, b) is the closest point of the projection of Ca ∩ N(v) to the
origin. It is not hard to verify that b2 = (1/(k − 1) + a2)2/(1 − a2). Finally, we denote the value
of

√
a2 + b2 by z. Claim 3.7 addresses the measure of Ca ∩ N(v) and states that it is essentially

the measure of a z-cap. This is done by studying the points in Sd−1 whose projection falls close to
(a, b). Roughly speaking, we first show that such points are in Ca ∩N(v); then, using Claim 9.7, we
show that the measure of these points is essentially the measure of a z-cap.

Proof. Let x ∈ Sd−1. Let Ca be an a-cap centered at x. W.l.o.g. we will assume
that x = (1, 0, . . . , 0). Consider a vertex v ∈ Ca on the boundary of Ca. Let N(v)
be the set of vertices adjacent to v. We start by computing the measure of vertices
that are neighbors of v and are in the cap Ca, i.e., the measure of N(v) ∩ Ca = {u =
(u1, . . . , ud) ∈ Sd−1 | u1 ≥ a and 〈v, u〉 ≤ −1/(k − 1)}.

Claim 3.7. Let a, k be as in Theorem 3.6. Let v = (a,
√

1 − a2, 0, . . . , 0) be
a vertex on the boundary of Ca.Let N(v) be the set of neighbors of v. Let z =√
a2 + (1/(k−1)+a2)2

1−a2 .Finally let δ = c
√

log(d)
d for a sufficiently large constant c. The

measure of vertices in N(v) ∩ Ca satisfies

(1 − δ)
d−1
2

(
1 − z2

) d−1
2 ≤ µ(N(v) ∩ Ca) ≤

(
1 − z2

) d−1
2 .

Claim 3.7 addresses the measure of Ca ∩N(v), and states that it is essentially the

measure of a z-cap
(
where z =

√
a2 + (1/(k−1)+a2)2

1−a2

)
. To prove Claim 3.7 we study

the measure of certain restricted sets in Sd−1. These sets are studied in Claim 9.7 of
section 9. Claims 3.7 and 9.7 are depicted in Figure 1 and proven in section 9.

To complete the proof of Theorem 3.6, let a, z, δ be as in Claim 3.7. For a vertex
v ∈ Ca let N(v) ∩ Ca be the set of vertices adjacent to v in Ca. For the upper bound,
notice that of all vertices in Ca, the vertices v in which µ(N(v) ∩ Ca) is largest are
the vertices on the boundary of Ca. By Claim 3.7, for these vertices µ(N(v) ∩ Ca) is

bounded by (1 − z2)
d−1
2 . We thus conclude that ε(a) is bounded by the measure of
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vertices in Ca times (1 − z2)
d−1
2 . That is,

ε(a) ≤ ρ(a)(1 − z2)
d−1
2 ≤ (1 − a2)

(
1 −

(
a2 +

(1/(k − 1) + a2)2

1 − a2

)) d−1
2

= λ(a).

As for the lower bound, let w = (w1, w2, . . . , wd) be a vertex in Ca with first
coordinate w1 of value a + δ. Consider any vertex v = (v1, v2, . . . , vd) ∈ Ca with first
coordinate v1 of value less than a + δ. It is not hard to verify that the measure of
N(v)∩Ca is greater than the measure of N(w)∩Ca. Using an analysis similar to that
of Claim 3.7, we have that µ(N(w) ∩ Ca) is greater than or equal to

(1 − cδ)
d−1
2

(
1 −

(
a2 +

(1/(k − 1) + a(a + δ))2

1 − (a + δ)2

)) d−1
2

≥ (1 − cδ)
d−1
2

(
1 − z2

) d−1
2

for a sufficiently large constant c (which changes values between both sides of the
second inequality). Furthermore, for our choice of δ, the measure of vertices v =
(v1, v2, . . . , vd) in Ca with v1 ≤ a + δ is at least ρ(a)/2 (Claim 9.3). Hence, we

conclude that E(Ca, Ca) is at least ρ(a)
2 (1− cδ)

d−1
2

(
1 − z2

) d−1
2 . Simplifying the above

expression, we conclude our assertion.
Theorem 3.6 addresses the case in which k is constant and the caps considered

are both of measure ρ(a) for a constant value of a. For the proof of Theorem 1.2(2)
we also need to address nonconstant values of a and k which depend on d.

Theorem 3.8. Let a = (log(d)/d)
1
4 . Let k satisfy 1/(k− 1) = a2. Let x ∈ Sd−1,

and let Ca be an a-cap centered at x. Let ε(a) be the value of E(Ca, Ca). The value of
ε(a) is in the range[

1

poly(d)

(
1 − 2(k − 1)

k − 2
a2

) d−1
2

,

(
1 − 2(k − 1)

k − 2
a2

) d−1
2

]
.

The outline of the proof of Theorem 3.8 is similar to that of Theorem 3.6. A full
proof appears in section 9.

Definition 3.9. Let ρ < 1. A graph G = (V,E) is said to be pairwise 〈ρ, ε〉-
connected iff every two (not necessarily disjoint) subsets A and B of V of measure ρ
satisfy E(A,B) ≥ ε.

Combining Theorems 3.5, 3.6, and 3.8 we obtain the following result.
Corollary 3.10. Let a, k, ε(a) be defined as in Theorem 3.6 or 3.8. The graph

Gk is pairwise 〈ρ(a), ε(a)〉-connected.
Roughly speaking, Corollary 3.10 addresses the expansion properties of the con-

tinuous graph Gk. In section 5, we show that these properties imply certain upper
bounds on the independence number of a small random sample of Gk. Namely, we
prove the following theorem.

Theorem 3.11. Let a, k, ε(a) be defined as in Theorem 3.6 or 3.8. Let H be a
random sample of s vertices of Gk (according to the uniform distribution on Sd−1).

Let c be a sufficiently large constant. If s ≥ cρ(a)
ε(a) log2(1/ρ(a)), then the probability

that α(H) > e2ρ(a)s is at most 1/4.
In the following section, Theorem 3.11 is used to prove the main result of this

work, Theorem 1.2. The proof of Theorem 3.11 will be presented in section 5.2.

4. Proof of Theorem 1.2. Recall that we are looking for a graph H for which
both the vector chromatic number and the size of the maximum independent set are
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small. The graphs H that we present are random subgraphs of the graphs Gk defined
in section 3. The three assertions of Theorem 1.2 are all proven similarly; the main
difference among their proofs is the choice of parameters used. To avoid confusion,
we restate Theorem 1.2 using a slightly different notation then that appearing in the
original presentation.

Theorem 1.2 (restated).
1. For every constant γ > 0 and constant k > 2, there are infinitely many graphs

H that are vector k-colorable and satisfy α(H) ≤ s/∆
1− 2

k−γ

H , where s is the
number of vertices in H, ∆H is the maximum degree in H, and ∆H > sδ for
some constant δ > 0.

2. For some constant c, there are infinitely many graphs H of size s that are
O( log s

log log s ) vector colorable and satisfy α(H) ≤ (log s)c.
3. There are infinitely many graphs H of size s which are vector 3-colorable and

satisfy α(H) ≤ s0.843.
Proof of Theorem 1.2(1). Let k > 2 be constant. Let γ > 0 be an arbitrarily small

constant. Let c be a sufficiently large constant, and let a = γ/c. Let G = Gk = (V,E)
be the continuous graph from section 3. (Here and in the remainder of the proof, we
assume that the dimension d of the graph Gk is taken to be significantly larger than
1/γ.) Finally, let ∆ = ρ( 1

k−1 ) be the measure of vertices adjacent to any given vertex
of G.

Recall (from Corollary 3.10) that G is pairwise 〈ρ(a), ε(a)〉-connected. Let ρ =
ρ(a) and ε = ε(a). This implies (Theorem 3.11) that with probability ≥ 3/4 a
random subset H of G of size s ≥ cρε log2(1/ρ) satisfies α(H) ≤ e2ρs. (Recall that c
is a sufficiently large constant.) We start by simplifying the expression bounding s.

Claim 4.1. A random subset H of G of size s = 1/(∆ρ
k

k−2+γ) satisfies α(H) ≤
e2ρs = e2/(∆ρ

2
k−2+γ) with probability ≥ 3/4.

Proof. It suffices to prove that s = 1/(∆ρ
k

k−2+γ) ≥ cρε log2(1/ρ). The claim

follows (by basic calculations) from the fact that ε can be bounded by ∆ρ
2(k−1)
k−2 +γ .

By Theorem 3.6, we have that

ε(a) =

[(
1 − c

(√
log(d)

d

))(
1 − 1

(k − 1)2

)(
1 − 2(k − 1)

k − 2
a2

)] d−1
2

.

It is not hard to verify that (1−c(
√

log(d)/d))
d−1
2 > ργ/2. Furthermore, by Lemma 3.3

we have that (1 − 1
(k−1)2 )

d−1
2 > ∆. Hence, ε(a) ≥ ργ/2(1 − 2(k−1)

k−2 a2)
d−1
2 ∆. Recall

that a was defined as γ/c for a sufficiently large constant c. This implies that

γ ≥ 2
a2

(
2(k−1)
k−2

)2

1 − a2 2(k−1)
k−2

(k > 2 is constant). This expression is designed to fit the requirement appearing

in Claim 9.1 (of section 9). Now by Claim 9.1, it holds that (1 − 2(k−1)
k−2 a2)

d−1
2 ≥

ρ
2(k−1)
k−2 + γ

2 . We conclude that ε(a) ≥ ∆ρ
2(k−1)
k−2 +γ .

Let H be a random subgraph of G of size s = 1/(∆ρ
k

k−2+γ). We will show that
H satisfies the asserted conditions with probability greater than 1/2. First notice
that any subgraph of G is vector k-colorable, including the subgraph H. Second, by
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Claim 4.1, α(H) ≤ e2/(∆ρ
2

k−2+γ) with probability ≥ 3/4. It is left to analyze the
maximum degree of H.

Claim 4.2. With probability greater than 3/4, the maximum degree ∆H of the
subgraph H is in the range [ 12∆s, 2∆s].

Proof. Consider a vertex h ∈ H. Let dh be the degree of h. As every vertex in G
is of degree ∆, the expected value of dh is ∆(s−1). Thus (using standard bounds) the
probability that dh deviates from its expectation by more than a constant fraction of
its expectation is at most 2−Ω(∆s). The probability that some vertex in H has degree
�∈ [ 12∆s, 2∆s] is thus at most 2log(s)−Ω(∆s) ≤ 3/4 for our choice of s.

The first assertion of Theorem 1.2 now follows using basic calculations.
Proof of Theorem 1.2(2). Let d be a large constant. Let k − 1 =

√
d/ log(d). Let

a2 = 1
k−1 . Let G = Gk = (V,E) be the continuous graph from section 3.

Recall (Corollary 3.10) that G is pairwise 〈ρ(a), ε(a)〉-connected. Let ρ = ρ(a)
and ε = ε(a). This implies (Theorem 3.11) that with probability ≥ 3/4 a random
subset H of size s ≥ cρε log2(1/ρ) satisfies α(H) ≤ e2ρs (here c is a sufficiently large
constant). As before we start by simplifying the expression bounding s.

Claim 4.3. There exists a constant γ s.t. with probability at least 3/4 a random
set H of G of size s = dγ

ρ log2(1/ρ) satisfies α(H) ≤ e2ρs with probability ≥ 3/4.

Proof. Recall that k − 1 =
√
d/ log(d), a2 = 1

k−1 . As before, it suffices to bound
ε = ε(a). By Theorem 3.8, we have

ε ≥ 1

poly(d)

(
1 − a2 2(k − 1)

k − 2

) d−1
2

.

Furthermore, using Claims 9.1 and 9.2 (of section 9), we obtain

(
1 − a2 2(k − 1)

k − 2

) d−1
2

=

(
1 − a2

(
2 +

2

k − 2

)) d−1
2

≥ 1

poly(d)

(
1 − a2

)d−1 ≥ ρ2

poly(d)
.

We conclude that there exists a constant γ such that ε ≥ ρ2

dγ .

Let H be a random subset of vertices of G of size s = dγ

ρ log2(1/ρ). Notice that

log(s) = θ(
√
d log d) and s ≤ θ(d

γ+2

ρ ). By definition, G is k vector colorable. This

implies that any subgraph of G (including that induced by H) is k = O
( log(s)

log(log(s))

)
vector colorable, which completes the proof of the first part of our assertion. For the
second part of our assertion, by Claim 4.3 the subset H does not have an independent
set of size e2ρs ≤ logγ(s) with probability at least 3/4 (for some different constant
γ).

Proof of Theorem 1.2(3). The proof follows the line of proof appearing above.
In general, we use the graph G = G3, but this time the value of a is set to be
a = 0.36. Again, G is pairwise 〈ρ(a), ε(a)〉-connected, where ε(a) can be bounded

by approximately (3
4 (1 − 4a2))

d−1
2 . Let ρ = ρ(a) and ε = ε(a). By Theorem 3.11,

a random subset H of size s ≥ cρε log2(1/ρ) does not have an independent set of
size e2ρs (with probability ≥ 3/4). Computing the value of logs ρs, we obtain our
assertion. We would like to note that results of a similar nature can be obtained using
the above techniques for any value of k.

5. Random sampling. We now turn to proving Theorem 3.11 stated in sec-
tion 3. This is done in two steps. In section 5.1 we prove results analogous to those
presented in Theorem 3.11 when the graphs considered are finite. In section 5.2 we
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show that our analysis extends to the continuous case (of section 3) as well. Finally, in
section 5.3, we continue the study of finite graphs, and obtain results of independent
interest in the context of property testing.

Let G be a graph of size n which does not have an independent set of size ρn
(i.e., α(G) < ρn). Let H be a random subgraph of G of size s (i.e., H is the subgraph
induced by a random subset of vertices in G of size s). In this section we study the
minimal value of s for which α(H) ≤ ρs with high probability.

In general, if our only assumption on G is that α(G) < ρn, we cannot hope to
set s to be smaller than n. Hence, we strengthen our assumption on G, to graphs G
which not only satisfy α(G) ≤ ρn but are also far from having an independent set of
size ρn. (We defer defining the exact notion of “far” until later in this discussion.)
That is, given a graph G which is far from having an independent set of size ρn, we
ask for the minimal value of s for which (with high probability) a random subgraph
of size s does not have an independent set of size ρs. This question (and many other
closely related ones) have been studied in [GGR98] under the title of property testing.

In [GGR98], a graph G of size n is said to be ε-far from having an independent
set of size ρn if any set of size ρn in G has at least εn2 induced edges. It was shown in
[GGR98] that if G is ε-far from having an independent set of size ρn, then with high

probability a random subgraph of size s = c log (1/ε)ρ
ε4 , for a sufficiently large constant

c, does not have an independent set of size ρs.
The results of [GGR98] do not suffice for the proof (as we present it) of The-

orem 1.2. We thus turn to strengthening their results. To do so, we introduce a
stronger notion of being “ε-far.” Roughly speaking, we prove that, under our new
notion of distance, choosing s to be of size ρ

ε suffices. Furthermore, by applying our
proof techniques on the original notion of distance presented in [GGR98], we improve
the result of [GGR98] stated above and obtain a sample size proportional to 1/ε3. In
section 6 we continue to study the original notion of ε-far from [GGR98] and present
a lower bound on the sample size which is proportional to 1/ε2. The proof techniques
used in this section are based on the techniques appearing in [GGR98] and [AK02].
(In the latter, property testing of the chromatic number is considered.) We start with
the following definitions (which are finite versions of those given in section 3.)

Definition 5.1. Let A and B be (not necessarily disjoint) subsets of G. For
each vertex v ∈ A let dv(B) be the number of neighbors v has in B. Let E(A,B) =∑

v∈A dv(B).
Definition 5.2. Let ρ < 1. A graph G = (V,E) is said to be 〈ρ, ε〉-connected iff

every subset A of V of size ρn satisfies E(A,A) ≥ εn2 (i.e., the number of edges in
the subgraph induced by A is greater than ε

2n
2).

Notice that ε ≤ ρ2. Furthermore, notice that a graph G is 〈ρ, ε〉-connected iff G
is ε/2-far (by the definitions presented in [GGR98]) from having an independent set
of size ρn.

Definition 5.3. Let ρ < 1. A graph G = (V,E) is said to be pairwise 〈ρ, ε〉-
connected iff every two (not necessarily disjoint) subsets A and B of V of size ρn
satisfy E(A,B) ≥ εn2.

As mentioned above, for 〈ρ, ε〉-connected and pairwise 〈ρ, ε〉-connected graphs G,
we study the minimal value of s for which a random subgraph H of G of size s satisfies
α(H) ≤ ρs with high probability. Namely, we analyze the probability that a random
subset H of G satisfies α(H) ≤ ρs (as a function of ρ, ε, and the sample size s). The
main idea behind our proof is as follows. Given a sample size s, we start by bounding
the probability that a random subset R of G of size k > ρs is an independent set.
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Then, using the standard union bound on all subsets R of H of size greater than ρs,
we bound the probability that α(H) > ρs.

Throughout this section we analyze the properties of random subsets H which
are assumed to be small. Namely, we assume that the value of s and the parameters
ρ, ε, and n satisfy (a) s < c

√
n and (b) s < cρn for a sufficiently small constant c. In

our applications (and also in standard ones) these assumptions hold.
In section 5.1 we analyze the above proof strategy and show that it suffices to

bound a condition slightly weaker than the condition α(H) > ρs. Namely, using this
scheme, we are able to bound the probability for which α(H) > δρs for sufficiently
large constants δ. This result is used to prove Theorem 3.11 of section 3. In section 5.3
we refine our scheme and obtain the main result of this section.

Theorem 5.4. Let G be a 〈ρ, ε〉-connected graph. Let H be a random sample of
G of size s. For any constant c1 > 0 there exists a constant c2 > 0 (depending on c1
alone) s.t.

1. if s ≥ c2
ρ4

ε3 log
(
ρ
ε

)
, then the probability that H has an independent set of size

> ρs is at most e−c1
ρ
ε ;

2. if G is pairwise 〈ρ, ε〉-connected, and s ≥ c2
ρ5

ε3 log
(
ρ
ε

)
log( 1

ρ ), then the proba-

bility that H has an independent set of size > ρs is at most e−c1
ρ2 log(1/ρ)

ε .

5.1. The naive scheme. Let G = (V,E) be a 〈ρ, ε〉-connected graph (pairwise
or not). In this section we study the probability that a random subset R of V of
size k is an independent set. We then use this result to bound the probability that a
random subset H of G of size s has a large independent set.

We would like to bound (from above) the probability that R induces an indepen-
dent set. Let {r1, . . . , rk} be the vertices of R. Consider choosing the vertices of R
one by one such that at each step the random subset chosen so far is Ri = {r1, . . . , ri}.
Assume that at some stage Ri is an independent set. We would like to show (with
high probability) that after adding the remaining vertices of {ri+1, . . . , rk} to Ri, the
final set R will not be an independent set.

Let I(Ri) (for independent) be the set of vertices in V which are not adjacent to
any vertices in Ri, and let N(Ri) be the set of vertices that are adjacent to a vertex
in Ri. Consider the next random vertex ri+1 ∈ R. If ri+1 is chosen from N(Ri),
then Ri+1 is no longer an independent set (implying that neither is R), and we view
this round as a success. Otherwise, ri+1 happens to be in I(Ri), and Ri+1 is still
an independent set. But if ri+1 also happens to have many neighbors in I(Ri), then
adding it to Ri will substantially reduce the size of I(Ri+1), which works in our favor.
This later case is also viewed as a successful round regarding Ri.

Motivated by the discussion above, we continue with the following definitions.
As before, let G = (V,E) be a 〈ρ, ε〉-connected graph (pairwise or not), let R =
{r1, . . . , rk} be a set of vertices in V , and let Ri = {r1, . . . , ri}. Each subset Ri of V
defines the following partition (LIi, HIi, Ni) of V :

• Let Ii be the vertices that are not adjacent to any vertex in Ri (notice that
it may be the case that Ri ∩ Ii �= φ). Ii is now partitioned into two parts:
vertices in Ii which have low degree, denoted as the set LIi, and vertices of
high degree, denoted as HIi. Namely, LIi is defined to be the ρn vertices of
Ii with minimal degree (in the subgraph induced by Ii), and HIi is defined
to be the remaining vertices of Ii. Ties are broken arbitrarily or in favor of
vertices in Ri (namely, vertices in Ri are placed in Ii before other vertices of
identical degree). If it is the case that |Ii| ≤ ρn, then LIi is defined to be Ii,
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and HIi is defined to be empty.
• Ni is defined to be the remaining vertices of V (namely, the vertices that

share an edge with some vertex in Ri).
We define the partition corresponding to R0 = φ as (LI0, HI0, NI0), where LI0 are
ρn vertices of G of minimal degree, HI0 are the remaining vertices of G, and N0 = φ.

Notice, using this notation, that the subset Ri is an independent set iff Ri∩Ni =
φ, or equivalently, Ri ⊆ Ii. Moreover, in this case Ri ⊆ LIi. (All vertices of Ri

have degree 0 in the subgraph induced by Ii.) Furthermore, each vertex ri in an
independent set R = Rk = {r1, . . . , rk} satisfies ri ∈ Ii−1.

We are now ready to bound the probability that a random subset R = {r1, . . . , rk}
of G is independent. Let Ri = {r1, . . . , ri}, and let (LIi, HIi, Ni) be the corresponding
partitions of V defined by Ri. Consider the case in which R is an independent set. As
mentioned above, this happens iff for every i the vertex ri is chosen to be independent
from the subset Ri−1, or in other words, ri ∈ Ii−1 = LIi−1 ∪HIi−1. We would like
to show that this happens with small probability (if k is large enough).

Initially, the subset I0 is large (the entire vertex set V ), and it gets smaller and
smaller as we proceed in the choice of vertices in R. Each vertex in ri ∈ HIi−1 reduces
the size of Ii−1 substantially, while each vertex in LIi−1 may only slightly change the
size of Ii−1. In the following, we show that there cannot be many vertices ri ∈ R that
happen to fall into HIi−1 (as each such vertex reduces the size of Ii−1 substantially).
We thus turn to considering vertices ri that fall in LIi−1. (There are almost k such
vertices.) The size of LIi is bounded by ρn. Hence, the probability that ri ∈ LIi
is bounded by ρ (by our definitions Ri−1 ⊆ LIi−1 and the vertex ri is random in
V \ Ri−1). This implies that the probability that R is an independent set is roughly
bounded by ρk. Details follow.

Lemma 5.5. Let G be a 〈ρ, ε〉-connected graph. Let R = {r1, . . . , rk} be a set
in G. The number of vertices ri that satisfy ri ∈ HIi−1 is bounded by t = ρ

ε . If G
is pairwise 〈ρ, ε〉-connected, then the number of vertices ri that satisfy ri ∈ HIi−1 is

bounded by t = 2ρ2�log (1/ρ)�
ε .

Proof. We start with the following claim.
Claim 5.6. Let Ri be as defined above, and let (LIi, HIi, Ni) be its corresponding

partition. Let Ii = LIi ∪HIi. If G is 〈ρ, ε〉-connected, then every vertex in HIi has
degree at least ε

ρn (in the subgraph induced by Ii). If G is pairwise 〈ρ, ε〉-connected,

then every vertex in HIi has degree at least ε
2ρ2 |Ii| (in the subgraph induced by Ii).

Proof. Assume that |Ii| = αρn for some α ≥ 1 (otherwise the set HIi is empty,
and the claim holds). Notice that this implies |LIi| = ρn. For the first part of
our claim, recall by the definition of 〈ρ, ε〉-connected graphs that E(LIi, LIi) ≥ εn2.
Hence, we conclude that there exists a vertex in LIi of degree at least ε

ρn (in the

subgraph induced by LIi). The set LIi ⊆ Ii, and thus also, in the subgraph induced
by Ii, there exists a vertex in LIi of degree at least ε

ρn. As LIi are the vertices of
minimal degree in Ii, we conclude the first part of our assertion.

For the second part, let Ii = X1∪X2∪· · ·∪X�, where {X1, . . . , X�} is a partition
of Ii into 
 sets in which the size of Xj for all j �= 
 is ρn. Notice that 
 = �α� + 1.
For each v ∈ Ii let dv(Ii) be the degree of v in the subgraph induced by Ii.

In this case our graph G is pairwise 〈ρ, ε〉-connected. This implies that the value
of E(LIi, Xj) for each j (except j = 
) is at least εn2. Hence,

∑
v∈LIi

dv(Ii) is at

least �α�εn2 ≥ α
2 εn

2. This implies that LIi must include a vertex v with degree
dv(Ii) ≥ α ε

2ρn. As LIi are the vertices of minimal degree in Ii, we conclude our
assertion.
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Now to prove our lemma, consider the subsets Ri = {r1, . . . , ri} and their cor-
responding partitions (LIi, HIi, Ni). Let Ii = LIi ∪ HIi. Let N(ri) be the vertices
adjacent to ri in Ii−1. We would like to bound the number of vertices ri that are in
HIi−1. We start with the case in which G is 〈ρ, ε〉-connected. Consider a vertex ri
in HIi. By Claim 5.6, its degree in Ii−1 is |N(ri)| ≥ ε

ρn. Each vertex ri ∈ HIi−1

increases the size of Ni−1 by at least |N(ri)|. Initially, N0 is empty, and after rk is
chosen, |Nk| ≤ n. We conclude that there are at most ρ

ε vertices ri in R which are
in HIi−1. This bound can be further improved by a factor of approximately ρ to
2ρ2�log (1/ρ)�

ε using tighter analysis when G is also pairwise 〈ρ, ε〉-connected; details
follow.

Let x ≥ 0 be an integer, and let Sx = {i | ri ∈ HIi−1 and |Ii−1| ∈ [ n
2x+1 ,

n
2x )}.

We would like to bound the size of Sx for all possible values of x. We start by
considering values of x between 0 and �log(1/ρ)� − 1. Consider a vertex ri in which
i ∈ Sx. That is, ri ∈ HIi−1 and n

2x ≥ |Ii−1| > n
2x+1 . By Claim 5.6, the degree of ri

in Ii−1 is |N(ri)| ≥ ε
2ρ2 |Ii−1| ≥ ε

2ρ2
n

2x+1 . Each vertex ri in which i ∈ Sx increases the

size of Ni−1 by at least |N(ri)|. For such vertices, Ni−1 is of size at least n− n
2x and

at most n− n
2x+1 . We conclude that |Sx| is of size at most 2ρ2

ε .
For x ≥ �log(1/ρ)�, the set Sx is a subset of {i | ri ∈ HIi−1 and |Ii−1| ≤ ρn}.

Recall that HIi−1 = φ whenever |Ii−1| ≤ ρn. This implies that Sx = φ in these cases.

In sum, we conclude that
∑

x |Sx| ≤ 2ρ2�log (1/ρ)�
ε , which concludes our proof.

Theorem 5.7. Let G be a 〈ρ, ε〉-connected graph (pairwise or not). Let t be as
in Lemma 5.5. Let k ≥ 2t. The probability that k random vertices of G induce an
independent set is at most

ρk
(
ek

tρ

)t

.

Proof. Let R = {r1, . . . , rk} be a set of k random vertices. As mentioned previ-
ously, the probability that ri ∈ LIi−1 is at most ρ. This follows from the fact that
(1) the size of LIi−1 is at most ρn, (2) Ri−1 ⊆ LIi−1 (by our definitions), and (3) the
vertex ri is random in V \Ri−1.

Now in order for R to be an independent set, every vertex ri of R must be in the
set Ii−1. Furthermore, by Lemma 5.5 all but t vertices ri of R must satisfy ri ∈ LIi−1.
Hence, the probability that R is an independent set is at most(

k

t

)
ρk−t ≤

(
ke

t

)t

ρk−t = ρk
(
ek

tρ

)t

.

Let δ be a large constant. We now use Theorem 5.7 to bound the probability that
a random subset H of G of size s has an independent set of size > δρs. The result is
the following Corollary 5.8, which will be used in section 5.2 to prove Theorem 3.11.
In section 5.3 we refine our proof techniques and get rid of the parameter δ. That is,
we bound the probability that a random subset H of G of size s has an independent
set of size > ρs.

Corollary 5.8. Let G be a 〈ρ, ε〉-connected graph (pairwise or not). Let t be
as in Lemma 5.5. Let H be a random sample of G of size s. Let δ > e, and let c be

a sufficiently large constant. If s ≥ ct log(1/ρ)
ρ , then the probability that α(H) > δρs is

at most
(
e
δ

)Ω(δρs)
.

Proof. Let k = δρs. Using Theorem 5.7 and the fact that a subset R of H is
random in G, the probability that there is an independent set R in H of size k is at
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most (
s

k

)
ρk

(
ek

tρ

)t

≤
[(e

δ

) k
t ek

tρ

]t
≤

(e
δ

)Ω(k)

.

In the last inequality we have used the fact that k
t is greater than c log(1/ρ) for a

sufficiently large constant c.

5.2. Proof of Theorem 3.11. We would now like to show that the analysis
presented in section 5.1 also holds for our continuous graph Gk of section 3. Namely,
we would like to prove the following analogue of Corollary 5.8.

Theorem 3.11 (restated). Let a, k, ε(a) be defined as in Theorem 3.6 or 3.8.
Let H be a random sample of s vertices of Gk (according to the uniform distribution

on Sd−1). Let c be a sufficiently large constant. If s ≥ cρ(a)
ε(a) log2(1/ρ(a)), then the

probability that α(H) > e2ρ(a)s is at most 1/4.
Proof. Let H = {h1, . . . , hs} be s random points of the unit sphere (that is, H is

a random subset of Gk of size s). Let Rk = {r1, . . . , rk} be a subset of H of size k.
Finally, for i ∈ {1, . . . , k} let Ri = {r1, . . . , ri} and (LIi, HIi, Ni) be its corresponding
partition (as defined in section 5.1). For each i the subsets LIi, HIi, and Ni are
measurable (this follows from the fact that the neighborhood of each vertex is a cap
of Sd−1). Hence, the proofs of Lemma 5.5 and Theorem 5.7 hold under Definitions 3.1,
3.2, and 3.9 of section 3. This suffices to conclude our assertion.

5.3. An enhanced analysis. Let G = (V,E) be a 〈ρ, ε〉-connected graph (pair-
wise or not), and let H = {h1, . . . , hs} be a set of random vertices of size s in V . In
the previous section we presented a bound on the probability that α(H) > δρs for
large constant values of δ. In this section we enhance our analysis and bound the
probability that α(H) > ρs (namely, we get rid of the additional parameter δ).

Recall our proof technique from section 5.1. We started by analyzing the proba-
bility that a subset R of H of size k is an independent set. Afterwards we bounded
the probability that α(H) > δρn by using the standard union bound on all subsets
R of H of size greater than k = δρn. In this section we enhance the first part of this
scheme by analyzing the probability that a subset R of H of size k is a maximum
independent set in H (rather than just an independent set of H). Then, as before,
using the standard union bound on all large subsets R of H, we bound the probability
that α(H) > ρs. We show that taking the maximality property of R into account will
suffice to prove Theorem 5.4.

Let H = {h1, . . . , hs} be s random vertices in G. We would like to analyze
the probability that a given subset R of H of size k is a maximum independent set.
Recall (section 5.1) that the probability that R is an independent set is bounded by
approximately ρk. An independent set R is a maximum independent set in H only if
adding any other vertex in H to R will yield a set which is no longer independent. Let
R = Rk be an independent set, and let (LIk, HIk, Nk) be the partition (as defined
in section 5.1) corresponding to R. Consider an additional random vertex h from H.
The probability that R ∪ h is no longer an independent set is approximately |Nk|/n
(here we assume that |R| is small compared to n). The probability that for every

h ∈ H \R the subset R∪{h} is no longer independent is thus � (|Nk|/n)
s−k

. Hence,
the probability that a given subset R of H of size k is a maximum independent set is
bounded by approximately ρk (|Nk|/n)

s−k
. This value is substantially smaller than

ρk iff |Nk| is substantially smaller than n. We conclude that it is in our favor to
somehow ensure that |Nk| is not too large. We do this in an artificial manner.
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Let R = {r1, . . . , rk} be an independent set, let Ri = {r1, . . . , ri}, and let
(LIi, HIi, Ni) be the partition (as defined in section 5.1) corresponding to Ri. Roughly
speaking, in section 5.1, every time a vertex ri was chosen, the subset Ni was updated.
If ri was chosen in HIi−1, then Ni−1 grew substantially, and if ri was chosen in LIi−1,
the subset Ni−1 was only slightly changed. We would like to change the definition
of the partition (LIi, HIi, Ni) corresponding to Ri to ensure that Ni is always sub-
stantially smaller than n. This cannot be done unless we relax the definition of Ni.
In our new definition, Ni will no longer represent the entire set of vertices adja-
cent to Ri; rather, Ni will include only a subset of vertices adjacent to Ri (a subset
which is substantially smaller than n). Namely, in our new definition of the partition
(LIi, HIi, Ni) the set Ni−1 is changed only if ri was chosen in HIi−1. In the case
in which ri ∈ LIi−1 ∪ Ni−1, we do not change Ni−1 at all. As we will see, such a
definition will imply that |Ni| ≤ (1 − ρ)s, which will now suffice for our proof.

A new partition. Let H = {h1, . . . , hs} be a subset of V . Let Ri = {r1, . . . , ri}
be a subset of H of size i. Each such subset Ri defines a partition (LIi, HIi, Ni) of
V . As before, let Ii = LIi ∪HIi.

1. Initially R0 = φ, LI0 is the ρn vertices in V of minimal degree (in V ),
HI0 = V \ LI0, and N0 = φ. In the above, ties are broken by an assumed
ordering on the vertices in V .

2. Let (LIi, HIi, Ni) be the partition corresponding to Ri, and let ri+1 be a
new random vertex. Let Ri+1 = Ri ∪ {ri+1}; then we define the partition
(LIi+1, HIi+1, Ni+1). Let N(ri+1) be the neighbors of ri+1 in Ii. We consider
the following cases:

• If ri+1 ∈ LIi, then the partition corresponding to Ri+1 will be exactly
the partition corresponding to Ri, namely, LIi+1 = LIi, HIi+1 = HIi,
and Ni+1 = Ni. Notice that this implies that Ni+1 no longer represents
all neighbors of Ri+1. There may be vertices adjacent to Ri+1 which are
in Ii+1.

• If ri+1 ∈ HIi, then we consider two subcases:
– If |Ni∪N(ri+1)| ≤ (1−ρ)n, then LIi+1, HIi+1, and Ni+1 are defined

as in section 5.1. Namely, Ni+1 = Ni ∪N(ri+1). Ii+1 is defined to
be V \ Ni+1. LIi+1 is defined to be the ρn vertices of Ii+1 with
minimal degree (in the subgraph induced by Ii+1), and HIi+1 is
defined to be the remaining vertices of Ii+1. Ties are broken by the
assumed ordering on V .

– If |Ni∪N(ri+1)| > (1−ρ)n, then let N̂(ri+1) be the first (according
to the assumed ordering on V ) (1 − ρ)n− |Ni| vertices in N(ri+1),
and set Ni+1 = Ni ∪ N̂(ri+1). Furthermore, set LIi+1 to be the
remaining ρn vertices of G, and HIi to be empty. Notice that in
this case, |Ni+1| is of size exactly (1 − ρ)n.

• If ri+1,∈ Ni then, once again, the partition corresponding to Ri+1 will
be exactly the partition corresponding to Ri.

A few remarks are in order. First, it is not hard to verify that the definition above
implies the following claim.

Claim 5.9. Let i ∈ {1, . . . , k}. The partitions (LIi, HIi, Ni) corresponding to
Ri as defined above satisfy (a) Ii ⊆ Ii−1, (b) Ni−1 ⊆ Ni, (c) |Ni| ≤ (1 − ρ)n, (d)
|LIi| = ρn, (e) that the set LIi is the ρn vertices of minimal degree in Ii.

Second, due to the iterative definition of our new partition, the partitions (LIi,
HIi, Ni) corresponding to the subsets Ri depend strongly on the specific ordering of
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the vertices in Ri. Namely, in contrast to the partitions used in section 5.1, a single
subset R with two different orderings may yield two different partitions. For this
reason, in the remainder of this section we will assume that the vertices of H are
chosen one by one. This will imply an ordering on H and on any subset R of H. The
partitions we will study will correspond to these orderings only.

Finally, in section 5.1, an (ordered) subset R = {r1, . . . , rk} was independent iff
for all i, ri ∈ Ii−1 (according to the definition of Ii−1 appearing in section 5.1). In
this section, if R is independent, then it still holds that for all i, ri ∈ Ii−1. However,
it may be the case that for all i, ri ∈ Ii−1, but R is not an independent set. In the
remainder of this section, we call ordered subsets R for which for all i, ri ∈ Ii−1, free
sets. We analyze the probability that a random ordered subset H of V of size s does
not have any free sets of size larger then ρs. This implies that H does not include
any independent sets of size ρs.

Definition 5.10. An ordered subset Ri = {r1, . . . , ri} is said to be free if it is
the case that rj ∈ Ij−1 for all j ≤ i.

Claim 5.11. Let H = {h1, . . . , hs} be an ordered set of vertices in a (pairwise)
〈ρ, ε〉-connected graph G. If α(H) > ρs, then the maximum free set in H (w.r.t. the
ordering implied by H) is of size > ρs.

Proof. Let I be an independent set of size > ρs in H. It is not hard to verify that
I (under the ordering implied by H) is a free set. We conclude that the maximum
free set R in H (ordered by the ordering implied by H) is of size > ρs.

Claim 5.11 implies that to prove Theorem 5.4 it suffices to analyze the maximum
free set R ⊆ H. Moreover, the only ordered subsets R that we need to consider are
those ordered by the ordering implied by H. We now turn to proving Theorem 5.4.
Roughly speaking, we start by analyzing the probability that a random subset R is a
free set. We then analyze the probability that a given subset R in H is a maximum
free set. Finally, we use the union bound on all subsets R of H of size > ρs to obtain
our results.

In the remainder of this section, we will assume that the subset H is chosen from
G randomly with repetitions. That is, H is a random multiset of size s. Our results
(with minor modifications) apply also to the case in which H is a random subset of G
(and not a multiset) if the size of H is not very large (here we assume that |H| �

√
n).

As in such cases, a set H of size s which is randomly chosen from V with repetitions
will not include the same vertex twice (with high probability).

We start by stating the following lemmas, which are analogous to Lemma 5.5 and
Theorem 5.7 from section 5.1. The main difference between the lemmas below (and
their proofs) and those of the previous section is in the definition of the partition
(LIi, HIi, Ni) and in the fact that they address free sets instead of independent sets.
Proof of the lemmas is omitted.

Lemma 5.12. Let G be a 〈ρ, ε〉-connected graph. Let R = {r1, . . . , rk} be an
ordered set in G of size k. The number of vertices ri which satisfy ri ∈ HIi−1 is
bounded by t = ρ

ε . If G is pairwise 〈ρ, ε〉-connected, then the number of vertices ri

which satisfy ri ∈ HIi−1 is bounded by t = 2ρ2�log (1/ρ)�
ε .

Lemma 5.13. Let G be a 〈ρ, ε〉-connected graph (pairwise or not). Let t be as
in Lemma 5.12. Let k ≥ 2t. Let R = {r1, . . . , rk} be k random vertices of G. The
probability that R induces a free set is at most

ρk
(
ek

tρ

)t

.
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We now address the probability that a random subset R of H is a maximum free
set. We will then use the union bound on all subsets R of H of size > ρs to obtain
our results.

Lemma 5.14. Let G be a 〈ρ, ε〉-connected graph (pairwise or not). Let t be as in
Lemma 5.12. Let k ≥ 2t. Let H be an ordered random sample of G of size s ≥ k.
The probability that a given subset R of H is a maximum free set is at most

ρk
(
ek

tρ

)t

(1 − ρ)s−k.

Proof. Let R = {r1, . . . , rk} (ordered by the ordering induced by H). The set R
is a maximum free set in H only if (a) R is free and (b) for each vertex h ∈ H which
is not in R, the ordered set R+ = {r1, . . . , rj , h, rj+1, . . . , rk} is not free. Here the
index j is such that rj appears before h in the ordering of H, and rj+1 appears after
h (i.e., R+ is ordered according to the ordering of H).

The probability that R is free has been analyzed in Lemma 5.13. It is left to
analyze the probability that R+ is not free for every vertex h �∈ R, given that R is free.
Consider a vertex h ∈ H which is not in R, and let R+ = {r1, . . . , rj , h, rj+1, . . . , rk}.

Claim 5.15. Let R = {r1, . . . , rk} be a free set and R+ = {r1, . . . , rj , h, rj+1, . . . , rk}.
Let the partition corresponding to Rj = {r1, . . . , rj} be (LIj , HIj , Nj). If h ∈ LIj ,
then R+ is also a free set.

Proof. We will use the following notation. Let Ri = {r1, . . . , ri} denote the
first i vertices of R, and let (LIi, HIi, Ni) be its corresponding partition. For i > j,
let R+

i = {r1, . . . , rj , h, rj+1, . . . , ri} denote the first i + 1 vertices of R+, and let
(LI+

i , HI+
i , N+

i ) be its corresponding partition. Finally, let R+
h denote the subset

{r1, . . . , rj , h} and (LI+
h , HI+

h , N+
h ) be its corresponding partition.

We would like to prove that R+ is free. That is, we would like to show (a) that
ri ∈ Ii−1 for each i ≤ j, (b) that h ∈ Ij , (c) that rj+1 ∈ I+

h , and (d) that ri ∈ I+
i−1

for i ≥ j + 2. Recall that R is free, and thus ri ∈ Ii−1 for all i ∈ {1, . . . , k}.
The first assertion follows from the fact that the first j vertices of R and R+ are

identical. The second follows from the assumption that h ∈ LIj . For the third as-
sumption, notice (as h ∈ LIj) that the partition corresponding to R+

h = {r1, . . . , rj , h}
is equal to the partition corresponding to Rj = {r1, . . . , rj}. This follows from our
definition of the partition (LI+

h , HI+
h , N+

h ). As rj+1 ∈ Ij , we conclude that rj+1 ∈ I+
h .

For the final assertion, observe that for any i ≥ j+1, the partition corresponding
to R+

i is equal to the partition corresponding to Ri. This can be seen by induction
(on i). We start with the partitions corresponding to Rj+1 and R+

j+1. The partition
(LIj+1, HIj+1, Nj+1) is defined uniquely by the partition corresponding to Rj and the
vertex rj+1. Similarly, the partition (LI+

j+1, HI+
j+1, N

+
j+1) is defined uniquely by the

partition corresponding to R+
h and the vertex rj+1. As the partition corresponding

to R+
h is equal to the partition corresponding to Rj , we conclude that the same

hold for the partitions corresponding to Rj+1 and R+
j+1. The inductive step is done

similarly. The partition corresponding to Ri (R+
i ) is defined uniquely by the partition

corresponding to Ri−1 (R+
i−1) and the vertex ri. As the partition corresponding to

Ri−1 equals that corresponding to R+
i−1, we conclude our claim. As R is free, ri ∈ Ii−1

for every i ≥ j + 2. This implies also that ri ∈ I+
i−1, which proves the final asser-

tion.
Claim 5.15 implies that the probability that R+ = {r1, . . . , rj , h, rj+1, . . . , rk} is

not free, given that R is free, is at most (1 − ρ) (recall that the set LIj is of size
exactly ρn). This holds independently for every vertex h in H \R. We conclude that
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the probability that R is a maximum free subset of H is at most the probability that
R is free times (1 − ρ)s−k.

We now turn to analyzing the probability that a random ordered subset H of G
of size s has a free set of size larger than ρs. We follow the line of analysis given in
section 5.1 and analyze the probability that H has a free set of size larger than δρs
for any δ > 1. We then get rid of the factor δ to obtain our main theorem of this
section.

Corollary 5.16. Let G be a 〈ρ, ε〉-connected graph (pairwise or not). Let t be
as in Lemma 5.12. Let H be a random sample of G of size s. Let δ > 1, and let c be
a sufficiently large constant. Let Γ = ln δ − δ−1

δ . If s ≥ ct
ρΓ (log(1/ρ) + log(1 + 1/Γ)) ,

then the probability that H has a free set of size > δρs is at most

s

(
1

eΓ

)Ω(δρs)

.

Proof. Let k = δρs, let δ′ > δ, and let k′ = δ′ρs > k. Using Lemma 5.14, the
probability that there is a maximum free set R in H of size k′ is at most

∑
k′>k

(
s

k′

)
ρk

′
(
ek′

tρ

)t

(1 − ρ)s−k′ ≤
∑
k′>k

(
ek′

tρ

)t
ss(1 − ρ)s−k′

k′k
′
(s− k′)s−k′ ρ

k′

≤
∑
k′>k

(
ek′

tρ

)t
ek

′ δ′−1
δ′

δ′k
′

=
∑
k′>k

⎡
⎣ek′

tρ

(
1

eln δ′− δ′−1
δ′

) k′
t

⎤
⎦
t

≤
∑
k′>k

⎡
⎣ek′

tρ

(
1

eΓ

) k′
t

⎤
⎦
t

≤
∑
k′>k

(
1

eΓ

)Ω(k′)

≤ s

(
1

eΓ

)Ω(k)

.

We use the facts that k′

t is greater than both c 1
Γ log(1 + 1/Γ) and c 1

Γ log(1/ρ) for a
sufficiently large constant c, and that Γ is an increasing function of δ (for δ >
1).

It remains to get rid of the additional parameter δ of Corollary 5.16 (namely, to
analyze the probability that α(H) > ρs).

Lemma 5.17. If a given graph G is (pairwise) 〈ρ, ε〉-connected, then G is also
(pairwise) 〈ρ(1 − ε

4ρ2 ), ε
2 〉-connected.

Proof. We present proof for the case in which G is 〈ρ, ε〉-connected; a similar
proof holds for the case in which G is pairwise 〈ρ, ε〉-connected. Let A be some subset
of G of size ρ(1− ε

4ρ2 )n. Let Ac be any set in V \A of size ε
4ρn. It is known that the

number of edges induced by the set A∪Ac is at least ε
2n

2 (notice that |A∪Ac| = ρn
and E(A ∪Ac, A∪Ac) ≥ εn2). The number of edges (in A ∪Ac) adjacent to vertices
in Ac is bounded by ε

4ρρn
2 = ε

4n
2. Hence, the number of edges induced by vertices

in A is at least εn2

4 , implying that E(A,A) ≥ ε
2n

2.
Theorem 5.4 (restated). Let G be a 〈ρ, ε〉-connected graph (pairwise or not).

Let t be as in Lemma 5.12. Let H be a random sample of G of size s. Let c be a
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sufficiently large constant. If s ≥ ctρ
3

ε2 log
(
ρ
ε

)
, then the probability that H has an

independent set of size > ρs is at most e−Ω(t).
Proof. By Lemma 5.17, G is also 〈ρ(1 − ε

4ρ2 ), ε
2 〉-connected (pairwise or not).

Let ρ′ = ρ(1 − ε
4ρ2 ) and ε′ = ε

2 . We would like to bound the probability that H
does not have any independent sets of size greater than ρs. Let δ = 1 + ε

4ρ2 . Notice

that δρ′ ≤ ρ. Hence, it suffices to bound the probability that α(H) > δρ′s. This
probability, in turn, is at most the probability that H has a maximum free set of size
greater than k = δρ′s (Claim 5.11).

Let Γ = ln(δ)− δ−1
δ . It is not hard to verify that Γ = θ((δ − 1)2) = θ( ε2

ρ4 ) for our
value of δ. By our assumption, s is greater than or equal to

ct
ρ3

ε2
log

(ρ
ε

)
≥ c1t

ρ(δ − 1)2

(
log

(
1

ρ′

)
+ log

(
1 +

1

(δ − 1)
2

))

≥ c2t

ρ′Γ

(
log

(
1

ρ′

)
+ log

(
1 +

1

Γ

))
,

where in the above, c1 and c2 are constants closely related to c. Now, by Corol-
lary 5.16, for our choice of s, the probability that H has a maximum free set of size

greater than k = δρ′s is at most s
(

1
eΓ

)Ω(δρ′s) ≤ e−Ω(t).
Roughly speaking, Theorem 5.4 states that, given a 〈ρ, ε〉-connected graph G,

a random sample H of G of size s proportional to ρ4

ε3 (or larger) will not have an
independent set of size ρs (with high probability). This improves upon the bound
of s � ρ

ε4 presented in [GGR98] both in the dependence on ρ (as ρ < 1) and in the

dependence on ε. Moreover, we present a further improvement to s � ρ5

ε3 if our graphs
are considered to be pairwise 〈ρ, ε〉-connected. In section 6 we continue to study the
minimal value of s for which α(H) < ρs with high probability, and present a lower

bound on the size of s which is proportional to ρ3

ε2 .

6. Lower bounds for the testing of α(G). In this section we present graphs
G which are 〈ρ, ε〉-connected, but with some constant probability a random sample R
of G of size s ∼ ρ3/ε2 is likely to have an independent set of size greater than ρs.

Lemma 6.1. Let ρ be a small constant and ε < ρ2 s.t. ρ3/ε2 � n. For n large
enough, there exists a graph G on n vertices for which (a) G is 〈ρ, ε〉connected, and

(b) with constant probability (independent of ρ and ε) a random set R of size s = ρ3

ε2

will have an independent set of size ρs.
Proof. Consider the graph G = (V,E) in which |V | = n, and V consists of two

disjoint sets A and V \ A, where A is an independent set of size (1 − ε
ρ2 )ρn, V \ A

induces a clique, and every vertex in A is adjacent to every vertex in V \ A. On
one hand, every subset of size ρn in G induces a subgraph with at least εn2/2 edges
(implying that G is 〈ρ, ε〉-connected). On the other hand, let R be a random subset of

V obtained by picking each vertex independently with probability ρ3

ε2n . The expected

size of R is s = ρ3

ε2 . In the following we assume that R is exactly of size s; minor
modifications in the proof are needed if this assumption is not made. The set R ∩ A
is an independent set in the subgraph induced by R. The expected size of R ∩ A is
(1 − ε

ρ2 )ρs. Let N(0, 1) denote a standard normal variable. It can be seen using the

central limit theorem (for example, [Fel66]) that, for our choice of parameters, the
probability that |R ∩ A| deviates from its expectation by more than a square root of
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its expectation is at least

Pr

[
|R ∩A| >

(
1 − ε

ρ2

)
ρs +

√
ρs

]
> Pr [N(0, 1) > 1] ,

which is some constant probability independent of ε and ρ. In such a case the size of
R ∩ A will be greater than (1 − ε

ρ2 )ρs +
√
ρs = ρs for our value of s, hence implying

assertion (b) of the lemma.

7. An alternative proof of Theorem 1.2(1). In Theorem 1.2(1), we are
interested in presenting a vector k-colorable graph H in which a special relationship
is satisfied between its maximum degree and its maximum independent set. It is not
hard to verify that the graphs Gk presented in section 3 are far from satisfying this
relationship, as the maximum degree ∆ of these graphs is too large. We overcome
this problem in sections 4 and 5 by considering a random (vertex-induced) subgraph
of Gk. We have shown that such a subgraph will suffice for proving the three parts
of Theorem 1.2.

Another method for coping with the large maximum degree ∆ of Gk was suggested
by Luca Trevisan (private communication). Instead of sampling vertices from Gk at
random in order to obtain a sparse graph, consider sampling edges at random. In the
following section we combine the idea of edge sampling with our results from section 3
and prove the first part of Theorem 1.2. The use of edge sampling simplifies the proof
of Theorem 1.2(1) (as the analysis presented in section 5 is no longer needed). It
appears that the remainder of Theorem 1.2 cannot be proven using edge sampling
(as we are interested in graphs in which the maximum independent set is small with
respect to the number of vertices in the graph).

To construct the graph H we will follow a three-phase plan. Our starting point
will be the continuous graph Gk (of section 3), which is vector k-colorable and proven
to be pairwise 〈ρ, ε〉-connected. We then define and analyze a (finite) discrete version
Gd

k of Gk, which will be shown to inherit many of the properties of Gk. Namely, this
discrete graph will be almost vector k-colorable, and will be pairwise 〈ρ, ε〉-connected.
Finally, we will define H to be the graph obtained by randomly removing edges from
the discrete graph Gd

k.
The discrete graph Gd

k. We now define a discrete analogue Gd
k of the continuous

graph Gk from section 3. Recall that the vertex set of Gk is the d-dimensional unit
sphere Sd−1. It is shown in [FS02] that Sd−1 can be partitioned into n = 2θ(d

2) cells
of equal size and of diameter at most 2−d each. Let P = {C1, . . . , Cn} denote the
cells obtained in the above partition. The graph Gd

k will be of size n, in which each
vertex vi ∈ V corresponds to a cell Ci ∈ P. The edge set of Gd

k consists of an edge
(u, v) iff there is a positive measure of edges in Gk between their corresponding cells
Cu, Cv.

Lemma 7.1. Let A and B be subsets of Gd
k, and let Ac and Bc be the corresponding

subsets of Gk. (a) The size of A (B) is ρn iff Ac (Bc) has measure ρ. (b) E(A,B) ≥
E(Ac, Bc)n

2. The definition of E(A,B) is given in Definition 5.1 of section 5.
Proof. For the first part of the lemma, assume that the set A has ρn vertices; thus

the corresponding subset Ac consists of ρn cells each of measure n−1. We conclude
that the subset Ac has measure exactly ρ. On the other hand, if Ac has measure ρ
and consists of the union of k cells of measure n−1, then k must be ρn. For the second
part, assume that E(A,B) = εn2; then, by the fact that each edge between A and B
corresponds to at most the measure of n−2 edges between Ac and Bc, we conclude
that E(Ac, Bc) is at most ε.
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Theorem 7.2. Let a, k, ε(a) be as defined in Theorem 3.6 or 3.8. The graph Gd
k

is pairwise 〈ρ(a), ε(a)〉-connected.
Proof. Let A and B be subsets (in Gd

k) of size ρ(a)n. The corresponding subsets Ac

and Bc of Gk are also of measure ρ(a) (Lemma 7.1). By Corollary 3.10, E(Ac, Bc) ≥
ε(a). We conclude that E(A,B) ≥ E(Ac, Bc)n

2 ≥ ε(a)n2.

Lemma 7.3. The graph Gd
k is vector k

(
1+ ck2

2d

)
-colorable for some constant c > 0.

Proof. Recall that each cell in Gd
k has diameter at most 2−d. Hence, two vertices

in Gd
k are connected only if their inner product is less than −1/(k − 1) + θ(1)2−d ≤

− 1

k(1+ θ(k)

2d
)−1

.

By definition, the continuous graph Gk is vector k-colorable. In Lemma 7.3 we
showed that the finite approximation Gd

k to Gk is almost vector k-colorable. In general,
this does not suffice for the proof of Theorem 1.2, as we are interested in graphs which
are vector k-colorable (rather than “almost vector k-colorable”). This can be fixed
by starting with a continuous graph with vector coloring number slightly less than k

(e.g., k/
(
1 + ck2

2d

)
). In order to simplify our presentation, we ignore this point and

consider the graph Gd
k to be exactly vector k-colorable. This is possible due to the

fact that the properties of Gk are continuous in k. Namely, choosing d large enough,

it can be seen that the multiplicative error of (1 + ck2

2d ) in the value of k does not
affect the analysis appearing throughout this section.

Lemma 7.4. Let ρ( 1
k−1 ) be the measure of a 1

(k−1) -cap. Every vertex v in the

graph Gd
k has degree dv ∈ [ 1

poly(d)ρ(
1

k−1 )n, poly(d)ρ( 1
k−1 )n].

Proof. Consider a vertex v in Gd
k and its corresponding cell Cv. The degree of v

is the number of cells in Gk that share a positive measure of edges with the cell Cv.
The total measure of these cells is at least the measure of a ( 1

k−1 + θ(2−d))-cap and

at most the measure of a ( 1
k−1 − θ(2−d))-cap. Hence, by Lemma 7.1, we conclude our

theorem.
We now prove the first part of Theorem 1.2 by considering the graph H obtained

by randomly sampling the edges of Gd
k.

Theorem 7.5. For every constant γ > 0 and constant k > 2, there are infinitely

many graphs H that are vector k-colorable and satisfy α(H) ≤ n/∆
1− 2

k−γ

H , where n
is the number of vertices in H and ∆H is the maximum degree in H.

Proof. Let k > 2 be constant. Let γ > 0 be an arbitrarily small constant. Let
a = γ/c for a sufficiently large constant c. Let G = Gd

k = (V,E) be the discrete
graph defined above. Let n be the size of the vertex set V of G, and let ∆ be the
maximum degree of G. Recall that n = 2θ(d

2), where d is the dimension in which the
corresponding graph Gk was defined. We will assume that the dimension d is a very
large constant determined after fixing a. Finally, let ρ = ρ(a).

By Lemma 7.4, all vertices in G are of degree in the range [ 1
poly(d)∆,∆], where

∆ ∼ poly(d)ρ( 1
k−1 )n. By Theorem 7.2 and the proof of Claim 4.1, every subset of

vertices U in G of size ρn has at least ∆ρ
2(k−1)
k−2 +γn edges.

Let p = 1/(∆ρ
k

k−2+2γ). Let H be the subgraph of G obtained by deleting each
edge of G independently with probability (1 − p).

Lemma 7.6. With probability ≥ 3/4, all vertices v of H will have degree dv(H)
in the range [

1

poly(d)
ρ−

k
k−2−2γ , 2ρ−

k
k−2−2γ

]
.
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Proof. The expected degree dv(H) of each vertex v in H satisfies

dv(H) ∈
[

1

poly(d)
ρ−

k
k−2−2γ , ρ−

k
k−2−2γ

]
.

It is not hard to verify (using standard bounds) that with probability ≥ 3/4 it is
the case that all vertices v have degree dv(H), which does not deviate from their
expectation by more than a constant fraction of their expectation.

Lemma 7.7. With probability ≥ 3/4 the size of the maximum independent set in
H (α(H)) is at most ρn.

Proof. It suffices to show that every subset U of H of size ρn has at least a single
edge. Using Claim 9.2, it follows that for each subset U of H, the probability that all
its edges were removed is at most

(1 − p)∆ρ
2(k−1)
k−2

+γ
n ≤ e−ρ1−γn.

The number of subsets U of size ρn is(
n

ρn

)
≤ eρn lnn ≤ 1

4
eρ

1−γn.

Applying the union bound on all subsets U of H of size ρn, we conclude our asser-
tion.

Now with probability at least 1/2 both Lemma 7.6 and Lemma 7.7 hold, implying
our theorem.

8. Discussion. In our work we have presented tight bounds on the chromatic
number of vector k-colorable graphs, tight in the sense that they match the upper
bounds presented in [KMS98]. Many questions still remain open.

Stronger coloring relaxations. As mentioned in the introduction and section 2,
there are stronger relaxations for the minimum coloring problem that also have a
geometrical interpretation. For example, one such relaxation is the well known (and
extensively studied) Lovász theta function [Lov79]. It is not hard to verify that these
relaxations can be used as is in the coloring algorithm presented in [KMS98]. One may
speculate that using such stronger relaxations will yield improved coloring results. At
the moment this is not known to be true.

One may consider proving that even the use of such stronger relaxations in the
[KMS98] algorithm cannot yield stronger coloring results. Or in other words, one
may try to extend our negative results to stronger relaxations as well. A few remarks
are in place. It seems as though the techniques we use in this work do not extend
to the stronger coloring relaxations presented in section 2. Our graphs (continuous
and random), or to be precise, their embeddings, are not valid with respect to these
stronger coloring relaxations. Therefore, in order to extend our negative results, one
must change these embeddings appropriately without increasing their vector chro-
matic number. It seems as if changing the embedding of our graphs to satisfy these
stronger coloring relaxations has a large effect on their vector chromatic number. This
implies that such an approach will yield weaker negative results.

Alternatively, one may consider using our proof techniques on graphs other than
the ones presented. One natural candidate is the graph G = (V,E) in which the
vertex set V consists of the set {0, 1}n and two vertices are connected by an edge if
their Hamming distance is equal to some prespecified value. The graph G and certain
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subgraphs of G have been used in the past in the context under discussion (see, e.g.,
[KMS98, Fei97, GK98, Cha02]). Using our proof technique on such graphs involves
the analysis of certain edge isoperimetric inequalities (analogous to those presented
in Theorem 3.5). Unfortunately, little is known regarding the edge isoperimetric
inequalities of the above graphs G. Such inequalities have been studied in the past
[Bez02, KKL88], yielding partial results. However, these results do not suffice to
extend our proof techniques. A better understanding of edge isoperimetric inequalities
of these graphs is of great interest, regardless of their application to the vector coloring
issue.

Property testing. In sections 5 and 6 we study the property testing paradigm
with respect to the independent set problem. We present improved results on the
sample size needed when testing graphs which are far from having large independent
sets. Namely, in Theorem 5.4 we prove that if a graph G of size n is 〈ρ, ε〉-connected,
then with high probability a random induced subgraph of G of size s ∼ 1/ε3 will not
have an independent set of size ρs. (This improves upon the sample size of s ∼ 1/ε4

presented in [GGR98].) Moreover, in Lemma 6.1 we show that the sample size s must
be of size at least ∼ 1/ε2 if we wish the probability of failure to be nonconstant. It
would be interesting if the factor ε gap between the upper and lower bounds presented
above could be settled.

9. Proof of claims.
Claim 9.1. For 1 ≥ p ≥ 0 and y ≥ 1, we have that (1 − p)y ≥ 1 − py ≥

(1 − p)y+ py2

1−py .
Proof. It is well known that ey ≥ 1 + y for any real y. Hence,

1 − py =
1

1 + py + p2y2

1−py

≥ e−p(y+ py2

1−py ) ≥ (1 − p)y+ py2

1−py .

As for the other direction, for every y ≥ 1

d

dp
((1 − p)y − 1 + py) = y(1 − (1 − p)y−1) ≥ 0.

Claim 9.2. For all x > 1(
1 − 1

x

)
1

e
≤

(
1 − 1

x

)x

≤ 1

e
.

Proof. It is known that for all x > 1(
1 − 1

x

)x

≤ 1

e
≤

(
1 − 1

x

)x−1

.

Claim 9.3. Let a > δ > 0 such that aδ ≥ 2 log(d)/d; then

ρ(a) − ρ(a + δ) ≥
(

1 − 1

d

)
ρ(a).

Proof. Recall that c√
d

(
1 − a2

) d−1
2 ≤ ρ(a) ≤

(
1 − a2

) d−1
2 , for some constant c > 0.

Thus,

ρ(a + δ) ≤
(
1 − a2 − δ2 − 2aδ

) d−1
2 ≤

(
(1 − a2)(1 − 2aδ)

) d−1
2

≤
(
1 − a2

) d−1
2

2

d2
≤ ρ(a)

d
.



1362 U. FEIGE, M. LANGBERG, AND G. SCHECHTMAN

Theorem 3.5 (restated). Let 1 ≥ a > 0, and let A and B be two (not necessarily
disjoint) measurable sets in V of measure ρ(a). Let r be an arbitrary vertex of Sd−1.
The minimum of E(A,B) is obtained when A = B = Ca, where Ca is an a-cap of
measure ρ(a) centered at r.

Proof. Our proof is similar to that presented in [FS02]. We start by reviewing
the two-point symmetrization procedure introduced in [BT76]. Let r ∈ Sd−1 and
H be the hyperplane passing through the origin with normal r. The hyperplane H
partitions Sd−1 into three sets: points above, below, and on the hyperplane. Define S0

to be the set {u ∈ Sd−1 | 〈u, r〉 = 0}, S+ to be {u ∈ Sd−1 | 〈u, r〉 > 0}, and S− to be
{u ∈ Sd−1 | 〈u, r〉 < 0}. For any x ∈ Sd−1 denote its reflection with respect to H as
σ(x). Finally, given any (measurable) subset X of Sd−1, we define the symmetrization
X∗ of X w.r.t. H as follows. If x is a point in X ∩ S− such that σ(x) �∈ X, replace x
with σ(x). All other points x ∈ X remain in X∗, and no other new points are added
to X∗. Formally

X∗ = X \ {x | x ∈ X ∩ S−, σ(x) �∈ X} ∪ {σ(x) | x ∈ X ∩ S−, σ(x) �∈ X}.

Notice that the measure of X and X∗ are identical.
Now, let Λ be the set consisting of all pairs of closed subsets in Sd−1. Given two

closed subsets A and B of measure ρ(a), let λ(A,B) = λ ⊂ Λ be the set of pairs
(α, β) ∈ Λ that satisfy the following:

1. µ(A) = µ(α), µ(B) = µ(β);
2. for all ε > 0, µ(Aε) ≥ µ(αε) µ(Bε) ≥ µ(βε);
3. E(A,B) ≥ E(α, β),

where for any set A, the set Aε is defined as {x ∈ Sd−1 | ∃y ∈ A s.t. ‖x− y‖ ≤ ε}.
We start by showing that λ is closed under the two-point symmetrization tech-

nique. Next we prove that λ is a closed subset of Λ (under the Hausdorff topol-
ogy). Afterwards, we show that there exists a cap C of measure ρ(a) such that
(C,C) ∈ λ = λ(A,B), implying that E(A,B) ≥ E(C,C). This concludes our proof
for subsets A and B which are closed. Finally, we turn to the general case.

Lemma 9.4. The set λ is closed under the two-point symmetrization procedure
(w.r.t. any r ∈ Sd−1 and the hyperplane H passing through the origin defined by r).

Proof. Let H be some hyperplane passing through the origin. Let (α, β) be a pair
in λ. Let α∗ and β∗ be the sets obtained after the symmetrization procedure w.r.t.
H applied to the sets α and β. It suffices to show that (α∗, β∗) ∈ λ. In [Ben84] it is
shown that both α∗ and β∗ preserve the first two properties of λ. Hence, we turn to
the third property. We need to show that the subsets α∗ and β∗ obtained after the
symmetrization procedure share fewer edges than the original sets α and β (which in
turn share fewer edges than A and B). Let x+ and y+ be two points in S+, and let x−

and y− be their corresponding mirror images. Let α′ be the restriction of α to these
four points (that is, α′ = α∩{x+, x−, y+, y−}). Define β′, α∗′

, and β∗′
similarly. We

will show that E(α′, β′) ≥ E(α∗′
, β∗′

). It is not hard to verify that this implies our
assertion.

Let E′ be the edge set induced by the vertices {x+, x−, y+, y−}. Recall, by the
definition of our continuous graph Gk, that the edge set E consists of pairs of points
x and y in Sd−1 which satisfy 〈x, y〉 ≤ − 1

k−1 . This implies that E′ is symmetric and
has the following properties:

1. (x+, y+) ∈ E′ ↔ (x−, y−) ∈ E′.
2. (x+, y−) ∈ E′ ↔ (x−, y+) ∈ E′.
3. (x+, y+) ∈ E′ → (x+, y−) ∈ E′.
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-
x

Fig. 2. Three cases of E′, α′, and β′ are presented. The set α′ = α∩{x+, x−, y+, y−} and α∗′

are presented by the letter A. The set β′ = β ∩ {x+, x−, y+, y−} and β∗′ are presented by the letter

B. A point in α′ ∩ β′ (α∗′ ∩ β∗′) is presented by A/B. A point in neither α nor β is represented by
a solid dot. The edge set E′ is depicted by solid lines. Finally, the hyperplane H is represented as a
horizontal line. Each configuration is presented before (above) and after (below) the symmetrization
procedure. In case (a) the set α′ is closed under the symmetrization procedure w.r.t H and −H. In

such cases it holds that E(α′, β′) = E(α∗′ , β∗′ ). In cases (b) and (c) notice that there is a difference

between the value of E(α∗′ , β∗′ ) and the number of undirected edges between the sets α∗′ and β∗′

(for example, in case (b), E(α∗′ , β∗′ ) = {(x+, y+), (y+, x+)} is of size 2).

Consider the case in which E′ consists of the edges (x+, y−) and (x−, y+) only,
the subset α′ is equal to {x+, x−}, and the subset β′ is equal to {y−}. This case in
depicted in Figure 2(a). In this specific case we have that α∗′

= α′ and β∗′
= {y+},

implying that E(α′, β′) = E(α∗′
, β∗′

) = 1. Notice that, as α′ and β′ are finite sets,
we measure the amount of edges between α′ and β′ using the discrete analogue of
E(α′, β′) defined in Definition 5.1 of section 5 (the same goes for α∗′

and β∗′
).

There are, of course, several other cases to consider (12 edge configurations and
256 cases of different subsets α′ and β′). Some of these cases are depicted in Figure 2.
This large case analysis may be significantly reduced using various observations (in-
volving the equivalence of many different cases). We have checked our assertion on
the full case analysis (using a computer program). A similar proof holds when x+ or
y+ are in S0 (details omitted).

Lemma 9.5. λ is closed in Λ.
Proof. Let (αn, βn) be a sequence in λ tending to (α, β) (in the Hausdorff topol-

ogy). We will show that (α, β) ∈ λ. For every ε, δ > 0 we have for large enough values
of n that

αε ⊆ (αn)ε+δ, βε ⊆ (βn)ε+δ; µ((αn)ε+δ) ≤ µ(Aε+δ), µ((βn)ε+δ) ≤ µ(Bε+δ).

Sending δ to zero and using the fact that for all closed sets α, µ(αε) → µ(α), we
conclude the second property of λ, namely that µ(αε) ≤ µ(Aε) and µ(βε) ≤ µ(Bε).

For the first property, sending ε to zero, we have on one hand that µ(α) ≤ µ(A)
and µ(β) ≤ µ(B). For the other direction observe that µ(αε) ≥ µ(αn) = µ(A) and
µ(βε) ≥ µ(βn) = µ(B) for any ε > 0, provided that n is large enough.
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For the final property of λ, let θ(ε) = µ2({(x, y) | x ∈ αε, y ∈ βε, (x, y) ∈ E}).
Notice that E(α, β) ≤ θ(ε). Let n be large enough to ensure that αε ⊆ (αn)2ε, βε ⊆
(βn)2ε. For such n it is the case that θ(ε) ≤ E((αn)2ε, (βn)2ε). Furthermore, as
(αn, βn) ∈ λ for all values of n, we have that µ((αn)2ε \ αn) ≤ µ(A2ε \ A) and
µ((βn)2ε \ βn) ≤ µ(B2ε \ B). Observe that both µ(A2ε \ A) and µ(B2ε \ B) tend to
zero as ε tends to zero. We conclude that E((αn)2ε, (βn)2ε) tends to E(αn, βn) as ε
tends to zero uniformly in n.

Hence, given δ > 0, one can find ε > 0 such that E((αn)2ε, (βn)2ε) ≤ E(αn, βn)+δ
for all values of n. We conclude that for n large enough

E(α, β) ≤ θ(ε) ≤ E((αn)2ε, (βn)2ε) ≤ E(αn, βn) + δ ≤ E(A,B) + δ.

Since this holds for all δ, we conclude our assertion.
Lemma 9.6. There exists a cap C of measure ρ(a) such that (C,C) ∈ λ.
Proof. Fix a point x0 ∈ Sd−1, and let C be the cap centered at x0 of measure ρ(a).

The function f1(α, β) = µ(C∩α) is upper semicontinuous on Λ.3 Λ with the Hausdorff
topology is a compact set, since λ is closed (Lemma 9.5); the function f1 achieves
its maximum over λ on some pair (αmax, βmax) ∈ λ. In [FS02] it is shown (using
Lemma 9.4) that αmax = C. This is done by showing that f1(α

∗
max, β) ≥ f1(αmax, β)

with equality iff αmax = C, where α∗
max is the subset obtained by the symmetrization

procedure with respect to a hyperplane H s.t. x0 �∈ H, and β is arbitrary.
Now consider the function f2(C, β) = µ(C ∩ β) defined on Λ′ = {(C, β) | (C, β) ∈

Λ}. The function f2 is also upper semicontinuous (this time on Λ′). Furthermore,
it is shown in [FS02] that Λ′ with the Hausdorff topology is a compact set and that
λ′ = {(C, β) | (C, β) ∈ λ} is closed in Λ′. Therefore, the function f2 achieves its
maximum over λ′ on some pair (C, βmax). As before, it can be seen that βmax = C.
We conclude that (C,C) ∈ λ.

As mentioned previously, Lemma 9.6 implies our theorem for subsets A and B,
which are closed. The proof for general subsets A and B follows by considering any
series {Ai} and {Bi} of closed sets that satisfy: (a) for all n, An ⊆ A and Bn ⊆ B, (b)
µ(An) → µ(A) and µ(Bn) → µ(B), and (c) for all n, µ(An) = µ(Bn). Now let C, {Ci}
be caps, all centered at the same point x ∈ Sd−1 such that µ(C) = µ(A) = µ(B) and
for all n, µ(Cn) = µ(An) = µ(Bn). It now holds that

E(A,B) ≥ E(An, Bn) ≥ E(Cn, Cn) → E(C,C).

Claim 9.7. Let a, z, δ be as in Claim 3.7. Let b2 = z2 − a2. Let N =
{(u1, . . . , ud) ∈ Sd−1 | u1 = a, u2 = b}. Let Nδ be a δ neighborhood of N (i.e.,
all points in Sd−1 which are of distance less that δ from the set N). The measure of

the set Nδ is at least (1 − z2)
d−1
2 .

Proof. Recall that z =
√
a2 + b2. Let N̂ = {(u1, . . . , ud) ∈ Sd−1 | u1 = z, u2 = 0}

be the set obtained from N by rotating the unit sphere by an angle of arccos a
z . Using

spherical symmetry, we have that the measure of the set Nδ is equal to the measure
of the δ neighborhood of the set N̂ (which will be denoted as N̂δ). Hence, in the
following we will present a lower bound on the measure of N̂δ. We start by computing
the measure of the strip

S =

{
(u1, . . . , ud) ∈ Sd−1 | u1 ∈

[
z − δ2

1000
, z +

δ2

1000

]}
.

3f(α) is upper semicontinuous on Λ if for every sequence αn → α in Λ it is the case that f(α) is
at least lim sup f(αn).
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Using Claims 9.2 and 9.3, we conclude (for sufficiently large d) that

µ(S) = ρ

(
z − δ2

1000

)
− ρ

(
z +

δ2

1000

)
≥ 1

2
ρ

(
z − δ2

1000

)
≥ 1

δ3

(
1 − z2

) d−1
2 .

Let γ be a constant such that
√

1 − z2 ≥ |γ| > δ/10. Consider the set R =
{(u1, . . . , ud) ∈ Sd−1 | u1 = z, u2 = γ}. Denote the δ2/200 neighborhood of R
as Rγ . Using spherical symmetry, one can upper bound the measure of the set Rγ by

the measure of the cap {(u1, . . . , ud) ∈ Sd−1 | u1 >
√
z2 + γ2 − δ2/200}, which is at

most

(
1 −

(√
z2 + γ2 − δ2

200

)2
) d−1

2

≤
(
1 − z2

) d−1
2 ≤ δ3µ(s).

Let R be the union of the sets Rγ for |γ| = δ/10, δ/10+δ2/1000, δ/10+2δ2/1000, . . . ,√
1 − z2. We conclude that the measure of R is at most 1

2µ(S).
Finally, each v = (v1, . . . , vd) ∈ S \R satisfies v1 ∈ [z− δ2/1000, z + δ2/1000] and

v2 ∈ [−δ/10, δ/10] and thus is in N̂δ. Hence S \ R ⊆ N̂δ, implying that the measure

of N̂δ is at least 1
2µ(S) ≥ (1 − z2)

d−1
2 .

Claim 3.7 (restated). Let a, k be as in Theorem 3.6. Let v = (a,
√

1 − a2, 0, . . . , 0)
be a vertex on the boundary of Ca. Let N(v) be the set of neighbors of v. Let z =√
a2 + (1/(k−1)+a2)2

1−a2 . Finally let δ = c
√

log(d)
d for a sufficiently large constant c. The

measure of vertices in N(v) ∩ Ca satisfies

(1 − δ)
d−1
2 (1 − z2)

d−1
2 ≤ µ(N(v) ∩ Ca) ≤ (1 − z2)

d−1
2 .

Proof. The set N(v) ∩ Ca is equal to

{
(u1, . . . , ud) ∈ Sd−1 | u1 ≥ a and u2 ≤ −1/(k − 1) + au1√

1 − a2

}
.

Denote 1/(k−1)+a2

√
1−a2 by f(a). Let z =

√
a2 + f(a)2. By spherical symmetry, it can be

seen that the above set is of measure at most (1 − z2)
d−1
2 , and of measure greater or

equal to the measure of Γ = {(u1, . . . , ud) ∈ Sd−1 | u1 ≥ z and 0 ≤ u2 ≤ c(u1 − z)},
where 1 ≥ c ≥ tan(arccos(a)

2 ) (for any a ∈ [0, 1/2], c is in the range (1/2, 1)). Hence, it
suffices to bound the measure of Γ by below.

Let δ = c
√

log(d)
d for a sufficiently large constant c. The set Γ above is of measure

larger than the measure of the δ neighborhood of

N =

{
(u1, . . . , ud) ∈ Sd−1 | u1 = z + δ

(
1 +

2

c

)
and u2 = δ

}

for c as above. (The δ neighborhood of N is defined as in Claim 9.7.) We denote this

set as Nδ. By Claim 9.7, the measure of Nδ is at least of value (1 − z2 − θ(δ))
d−1
2 .

(Notice that z > 1/k, which in turn is independent of d; thus Claim 9.7 can be applied

in our case.) Hence, the measure of N(v) ∩ Ca is at least (1 − θ(δ))
d−1
2 (1 − z2)

d−1
2 ,

which concludes our proof.
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Theorem 3.8 (restated). Let a = ( log(d)
d )

1
4 . Let k satisfy 1

k−1 = a2. Let r ∈
Sd−1, and let Ca be an a-cap centered at r. Let ε(a) be the value of E(Ca, Ca). The
value of ε(a) is in the range[

1

poly(d)

(
1 − 2(k − 1)

k − 2
a2

) d−1
2

,

(
1 − 2(k − 1)

k − 2
a2

) d−1
2

]
.

Proof. We start by stating the following claim.
Claim 9.8. Let Ca be an a-cap centered at r = (1, 0, . . . , 0). Let v be the vertex

(a,
√

1 − a2, 0, . . . , 0) on the boundary of Ca. Let N(v) be the set of neighbors of v.

Let z =
√
a2 + (1/(k−1)+a2)2

1−a2 . If z4 = O(log(d)/d), then the measure of vertices in
N(v) which are in the cap Ca satisfies

1

poly(d)

(
1 − z2

) d−1
2 ≤ µ(N(v) ∩ Ca) ≤

(
1 − z2

) d−1
2 .

Proof. The set N(v) ∩ Ca is equal to{
(u1, . . . , ud) ∈ Sd−1 | u1 ≥ a and u2 ≤ −1/(k − 1) + au1√

1 − a2

}
.

Denote 1/(k−1)+a2

√
1−a2 by f(a). Let z =

√
a2 + f(a)2. By spherical symmetry, it can be

seen that the above set is of measure at most (1−z2)
d−1
2 , and of measure greater than

or equal to the measure of Γ = {(u1, . . . , ud) ∈ Sd−1 | u1 ≥ z and 0 ≤ u2 ≤ c(u1−z)},
where 1 ≥ c ≥ tan(arccos(a)

2 ). Hence, it suffices to bound the measure of Γ by below.

Let r1, . . . , rd be independent standard normal variables, let s =
√∑d

i=1 r
2
i , and

let s3 =
√∑d

i=3 r
2
i . Let φ(x) be the standard normal density function. The measure

of Γ is given by the probability

µ(Γ) = Pr

[
r1
s

≥ z and 0 ≤ r2
s

≤ c
(r1
s

− z
)]

≥ Pr

⎡
⎣r1 ≥

√
z2(r2

2 + s2
3)

1 − z2
and 0 ≤ r2 ≤ A

⎤
⎦

≥ Pr[s2
3 ≤ d] Pr

⎡
⎣r1 ≥

√
z2(r2

2 + d)

1 − z2
and 0 ≤ r2 ≤ Ad

⎤
⎦

≥ 1

4
Pr

[
r1 ≥

√
z2d

1 − z2
and 0 ≤ r2 ≤ min(Ad, B)

]

≥ 1

4
Pr

[√
z2d

1 − z2
≤ r1 ≤

√
z2(d + 1)

1 − z2
and 0 ≤ r2 ≤ min(Ad, B)

]
,

where A = c
r1−z

√
r2
1(1+c2−c2z2)+s23(1−c2z2)

1−c2z2 , Ad = c
r1−z

√
r2
1(1+c2−c2z2)+d(1−c2z2)

1−c2z2 , and

B is of value

√
r2
1(1−z2)

z2 − d. Notice that we have used the fact that Pr[s2
3 ≤ d] ≥ 1/4.

We proceed by evaluating min(Ad, B). Both Ad and B are functions of r1.

Furthermore, r2
1 is in the range [ z2d

1−z2 ,
z2(d+1)
1−z2 ]. Letting x ∈ [0, 1], we can repre-

sent Ad and B as functions of x by setting r1 to be
√

z2(d+x)
1−z2 . That is, Ad =
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z
√
d+x−

√
d+xz2(1+c2−c2z2)√

1−z2(1−c2z2)
and B =

√
x. It is not hard to verify that for our value of

z it is the case that min(Ad, B) = Ad. Thus

µ(Γ) ≥ 1

4
Pr

[√
z2d

1 − z2
≤ r1 ≤

√
z2(d + 1)

1 − z2
and 0 ≤ r2 ≤ Ad

]

= w

∫
r1∈R1

∫ Ad

r2=0

e−
r21+r22

2 ≥ w

∫
r1∈R1

e−
r21
2

Ad

∫ Ad

r2=0

r2e
− r22

2

= w

∫
r1∈R1

e−
r21
2

Ad
(1 − e−

A2
d
2 ) ≥ w

∫
r1∈R1

Ade
− r21

2

≥ w

∫ 1

x=0

Ade
− z2(d+x)

2(1−z2)
z

2
√

1 − z2
√
d + x

dx

≥ w
z2

d(1 − z2)(1 − c2z2)
e
− dz2

2(1−z2)

∫ 1

x=0

xe
− z2x

2(1−z2)

≥ w
z2

d(1 − z2)(1 − c2z2)
e
− dz2

2(1−z2)

≥ w
z2

d(1 − z2)(1 − c2z2)

(
1 − z2

1 − z2

) d−1
2

≥ w
z2

d(1 − z2)(1 − c2z2)

(
1 − z2

) d−1
2

(
1 − 2z4

) d−1
2 ,

where R1 is the range [
√

z2d
1−z2 ,

√
z2(d+1)
1−z2 ], and w is some constant independent of d

(the value of w may change from line to line). Above we use the fact that ex > 1 + x
and the fact that Ad is bounded by above by a constant independent of d. In the final

inequalities we use a change of variables r1 =
√

z2(d+x)
1−z2 and the fact that 1 + α/3 ≤√

1 + α ≤ 1 + α/2 for α < 3. As µ(Γ) ≥ 1
poly(d) (1 − z2)

d−1
2 for z4 = O(log(d)/d), we

conclude our assertion.

For the proof of Theorem 3.8, let z =
√

a2 + (1/(k−1)+a2)2

1−a2 (as in Claim 9.8); thus
z4 = O(log(d)/d). For the upper bound, use a bound on the measure of Ca and the

upper bound in Claim 9.8. As for the lower bound, let δ = 2( log(d)
d )

3
4 . Such a choice

of δ will satisfy aδ ≥ 2 log(d)
d , and zδ = O(log(d)/d).

Let w = (w1, w2, . . . , wd) ∈ Ca with first coordinate w1 of value a + δ. Consider
a vertex v = (v1, v2, . . . , vd) ∈ Ca with first coordinate v1 of value less than a + δ.
By Claim 9.8, it is not hard to verify that the measure of N(v) ∩ Ca is greater than

the measure of N(w) ∩ Ca, which is greater than 1
poly(d) (1 − czδ)

d−1
2 (1 − z2)

d−1
2 ≥

1
poly(d) (1 − z2)

d−1
2 for some constant c. (We use Claim 9.2 and the fact that zδ =

O(log(d)/d).) As aδ ≥ 2 log(d)/d, we conclude, using Corollary 9.3, that the measure
of edges in E(Ca, Ca) is at least

(ρ(a) − ρ(a + δ))
1

poly(d)

(
1 − z2

) d−1
2 ≥ ρ(a)

poly(d)

(
1 − z2

) d−1
2

≥ 1

poly(d)

(
1 − a2

) d−1
2

(
1 − z2

) d−1
2 .
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Simplifying the above expression with the help of Claim 9.2, we then conclude our
assertion.

Acknowledgment. We would like to thank Luca Trevisan for his suggestion to
analyze edge sampling.
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