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Abstract. We consider a compressed form of the word problem for finitely presented monoids,
where the input consists of two compressed representations of words over the generators of a monoid
M, and we ask whether these two words represent the same monoid element of M. Words are
compressed using straight-line programs, i.e., context-free grammars that generate exactly one word.
For several classes of finitely presented monoids we obtain completeness results for complexity classes
in the range from P to EXPSPACE. As a by-product of our results on compressed word problems we
obtain a fixed deterministic context-free language with a PSPACE-complete compressed membership
problem. The existence of such a language was open so far. Finally, we will investigate the complexity
of the compressed membership problem for various circuit complexity classes.
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1. Introduction. During the last decade, the massive increase in the volume
of data has motivated the investigation of algorithms on compressed data, like for
instance compressed strings, trees, or pictures. The general goal is to develop algo-
rithms that directly work on compressed data without prior decompression. Let us
mention here the work on compressed pattern matching, see, e.g., [19, 23, 49, 60].

In this paper we investigate two classes of computational problems on compressed
data that are of central importance in theoretical computer science since its very
beginning: the word problem and the membership problem.

In its most general form, the word problem asks whether two terms over an alge-
braic structure represent the same element of the structure. Here, we restrict to the
word problem for finitely presented monoids, i.e., monoids that are given by a finite set
of generators and defining relations. In this case the input consists of two finite words
over the set of generators and we ask whether these two words represent the same
monoid element. The undecidability results concerning the word problem for finitely
presented monoids [47, 56] and finitely presented groups [12, 51] are among the first
undecidability results that touched “real mathematics”. Moreover, these negative re-
sults motivated a still ongoing investigation of decidable subclasses of word problems
and their computational complexity. In particular, monoids that can be presented
by terminating and confluent semi-Thue systems (i.e., string rewriting systems where
every word can be rewritten in a finite number of steps to a unique irreducible word),
see [11, 33|, received a lot of attention: these monoids have decidable word prob-
lems, and if the restriction to terminating systems is suitably sharpened, then precise
complexity bounds can be deduced [10, 41, 42]. All relevant definitions concerning
semi-Thue systems and finitely presented monoids are collected in Section 3.3.

In its compressed variant, the input to the word problem for a (finitely pre-
sented) monoid consists of two compressed representations of words over the gener-
ators. Here we choose straight-line programs, or equivalently context-free grammars
that generate exactly one word, for compression — this approach is also known as
grammar-based compression. See Section 3.4 for a formal definition of straight-line
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programs. Recently, straight-line programs turned out to be a very flexible com-
pressed representation of strings. Several other compressed representations, like for
instance Lempel-Ziv factorizations [73], can be efficiently converted into straight-line
programs and vice versa [55], which implies that most of our complexity results will
also hold for Lempel-Ziv factorizations. An algorithmic application of this efficient
transformation to and into straight-line programs is given in [23], where the pattern
matching problem for Lempel-Ziv compressed texts is solved efficiently via reduction
to straight-line programs. Finally, by using straight-line programs for representing
inputs, the compressed word problem becomes equivalent to the well-known circuit
equivalence problem (a generalization of the circuit evaluation problem), where we ask
whether two circuits over a finitely presented monoid M (i.e., acyclic directed graphs
with leafs labeled by generators of M and internal nodes labeled by the monoid op-
eration) evaluate to the same element of M. This problem was mainly investigated
for finite structures (e.g., finite monoids [7]) and integer circuits [48] so far. From
this perspective, the compressed word problem highlights the classical circuit versus
formula evaluation problem in the context of finitely presented monoids.

In Section 4-7 we study the complexity of compressed word problems for several
subclasses of monoids presented by terminating and confluent semi-Thue systems.
For this we will distinguish semi-Thue systems with respect to the syntactical form of
the rewriting rules. In Section 4 and 5 we will consider confluent and 2-homogeneous
semi-Thue systems, which are confluent systems where all rules are of the form w — ¢
with w of length 2. For confluent and 2-homogeneous systems that satisfy a further
syntactical restriction (which we call N-freeness) we prove that the presented monoid
has a polynomial time solvable compressed word problem (Theorem 4.5). For all
other confluent and 2-homogeneous systems, the compressed word problem becomes
coNP-hard (Corollary 5.9) and is contained in PN (Theorem 5.1). In Section 6 we
show that the complexity of the compressed word problem increases to PSPACE-
completeness if we allow also rules of the form u — v, where again u has length
2 but v may have length 0 or 1 (Theorem 6.6) — the resulting semi-Thue systems
are called 2-monadic. The largest class of semi-Thue systems that is considered in
this paper consists of confluent and weight-reducing systems. It is briefly studied in
Section 7, where it is shown that the compressed word problem for a monoid which
is presented by a confluent and weight-reducing semi-Thue system is in EXPSPACE
and is EXPSPACE-hard for some specific system (Theorem 7.1).

As a by-product of our investigation of compressed word problems we obtain sev-
eral new results concerning compressed membership problems. Here, the problem is
to decide for a fixed language L (e.g., a regular or context-free language), whether
a given straight-line compressed word w belongs to L [55]. Using Theorem 6.6 con-
cerning 2-monadic semi-Thue systems, we show that there exists a fixed determinis-
tic context-free (even deterministic linear) language with a PSPACE-complete com-
pressed membership problem (Corollary 6.7), which solves an open problem from
[23, 55]. Corollary 6.7 should be compared with a result from [24], stating that
given a straight-line compressed word w and a nondeterministic hierarchical automa-
ton A (see [24] for a precise definition) it is PSPACE-complete to decide whether
w € L(A). It is straight-forward to transform a hierarchical automaton in logspace
into an equivalent nondeterministic push-down automaton of the same size. Corol-
lary 6.7 improves the result of [24] in two aspects: (i) the context-free language in
Corollary 6.7 is deterministic and (ii) it is fixed, i.e., it does not belong to the input.
Another result related to Corollary 6.7 was recently shown in [50]: it is PSPACE-
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complete to decide for two given non-recursive context-free grammars G; and Gso
whether L(G1)NL(G2) # 0. Non-recursive context-free grammars generate finite lan-
guages, in particular, a straight-line program is a non-recursive context-free grammar.
Thus, in comparison to the result of [50], we sharpen the condition on the grammar
G; (it has to be a straight-line program) but relax the condition on G4 (it generates
an infinite language). One should also note that for the result of [50] it is crucial that
both G1 and G5 are part of the input.

Compressed membership problems for context-free languages are also interesting
in light of recent attempts to use straight-line programs for the compressed repre-
sentation of control flow traces of procedural programming languages [36, 72]. At
a certain level of abstraction, the set of all valid control flow traces of a procedural
programming language is a context-free language.

In Section 8 we will investigate the complexity of the compressed membership
problem for various circuit complexity classes. We show that the levels of the logtime
hierarchy [63] correspond in a compressed setting to the levels of the polynomial time
hierarchy. This is another instance of a general phenomenon that we observe: in the
worst case there is an exponential jump with respect to computational complexity
when moving from the (uncompressed) word/membership problem to its compressed
variant. This exponential jump is well known also from other work on the complex-
ity of succinct problems [21, 66, 68, 69], where Boolean circuits/formulas are used
for the succinct representation of graphs. But whereas for these formalisms general
upgrading theorems can be shown, which roughly state that completeness of prob-
lem for a complexity class C' implies completeness of the compressed variant for the
exponentially harder version of C, such an upgrading theorem fails for straight-line
programs: The compressed membership problem for a language may be of the same
complexity as the language itself (Proposition 8.5). Thus, the relationship between
a computational problem and its straight-line compressed variant is quite loose. A
similar phenomenon was observed in the context of hierarchical graph descriptions
[38], which can be seen as graph generating straight-line programs.

An extended abstract of this paper appeared in [43].

2. Related work. One of the most intensively studied problems on compressed
strings is the pattern matching problem, see e.g. [19, 23, 49, 60]. In these papers,
strings are either compressed using a variant of Lempel-Ziv encoding or straight-line
programs. Compressed membership problems for straight-line compressed words were
investigated for the first time in [23, 55, 59|, see also [62] for a recent survey.

The problem of checking whether for a given input string s and a given integer n
there exists a straight-line program of size at most n that generates s is NP-complete
[37]. A smallest straight-line program generating a given input string is even hard
to approximate up to some constant factor unless P = NP [37]. Practical algorithms
for generating a small straight-line program that produces a given input string were
proposed and analyzed with respect to their approximation ratios in [16, 37, 61].

Algorithmic problems on compressed data were also investigated for more general
structures than only strings. Complexity theoretical investigations of computational
problems on compressed graphs can be found in [13, 20, 21, 38, 44, 53, 66, 67, 68,
69]. In [13, 21, 53, 68, 69] (resp. [66]) Boolean circuits (resp. formulas) are used
for compression, [20, 67] uses OBBDs, and in [38, 44] graphs are represented via
hierarchical graph descriptions. The latter formalism can be seen as an adaptation of
the idea of grammar-based compression to the context of graphs. Recently, grammar-
based compression was also used in the context of XML in order to obtain succinct
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representations of large XML documents [14, 45, 46, 71]. Here, context-free tree
grammars are used as a compact representation of XML-skeletons.

3. Preliminaries.

3.1. General notations. For a binary relation — on some set, we denote by

5 (%) the transitive (reflexive and transitive) closure of —. For sets A, B, and

C, we write A = BWC, if A is the disjoint union of B and C' (B or C may be
empty). Let I be a finite alphabet. The empty word over I' is denoted by e. Let
s = ajaz---a, € I'* be a word over I', where a; € T for 1 < i < n. We define
w' = apan_1---ai. The alphabet of s is alph(s) = {a1,...,a,}. The length of s is
|s| = n. Furthermore for a € T" we define |s|, = [{i | a; = a}|. For 1 < i < n let
slt] = a; and for 1 <14 < j <mnlet s[i,j] = a;a;11---a;. If i > j we set s[¢, j] = €. For
a subalphabet ¥ C I' we define the projection morphism 7y, : I'* — ¥£* by mxn(a) = ¢
ifa g ¥ and mg(a) = a if a € X. For a language L C T'* we define the language
Pref(L) = {w € T'* | w is a prefix of some u € L}. An involution ~ on I is a function
~: I — I such that @ = a for all a € I'. It may have fixed points, i.e., @ = a for
some a € I'. The involution = : I' — I' can be extended to an involution on I'* by
setting @y~ @, = @,---a;. By I = {@ | a € T} we will always denote a disjoint
copy of the alphabet I'. Then we can define an involution ~on A = I' UT by setting
@ = a; this involution will be extended to A* in the above way. A weight-function
is a homomorphism f : I'* — N from the free monoid I'* with concatenation to the
natural numbers with addition such that f(s) = 0 if and only if s = . Given a linear
oder > on the alphabet I', we extend > to a linear order on I'*, called the lexicographic
extension of =, as follows: u > v if either v is a prefix of u or there exist factorizations
u = wau' and v = wbv' with a,b € I and a = b. For two monoids M; and My we
write My = M, if My and M are isomorphic.

3.2. Complexity theory. We assume that the reader is familiar with standard
complexity classes like P, coNP, PSPACE, and EXPSPACE, see, e.g., [52] for more
details. All hardness results in this paper refer to logspace reductions unless some
stronger form of reductions is mentioned explicitly. Several times we will use the
fact that addition and multiplication of integers with n©(®) many bits can be done
in space O(log(n)). In Section 8 we will make use of alternating Turing-machines
with logarithmic running times. An alternating Turing-machine is a nondeterministic
Turing-machine, where the set of states is partitioned into existential and universal
states [15]. A configuration with a universal (resp. existential) state is accepting if
every (resp. some) successor state is accepting. An alternation in a computation of
an alternating Turing-machine is a transition from a universal state to an existential
state or vice versa. Following [15], we add a random access mechanism to the ordinary
Turing-machine model when dealing with sublogarithmic time bounds: There exists
a special address tape that contains a binary coded number p. If the machine enters
a special query state, then it has random access to the p-th symbol of the input. This
mechanism allows a Turing-machine to reach every input position in logarithmic time.
If the address tape contains a position, which is larger than the length of the input,
then querying the input yields some distinguished special symbol. With DLOGTIME
(resp. ALOGTIME) we denote the class of languages that can be recognized on a
deterministic (resp. alternating) Turing-machine in time O(log(n)). It is known that
ALOGTIME is equal to uniform NC* [3], which is the class of all languages that
can be recognized by a uniform family of polynomial-size, logarithmic-depth, fan-in 2
Boolean circuits. Functions computable in uniform NC' are defined analogously by
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allowing circuits with more than one output. For the considerations in this paper,
it is not necessary to go into the quite technical details of the precise definition of
uniformity. We just remark that Ruzzo’s Ug»-uniformity of circuit families [58] would
be suitable for all purposes in this paper. A language L C {0,1}* is NC!'-many-one
reducible to a language K C {0,1}*, briefly L <yc: K, if there exists a function f
which is computable in uniform NC' such that for all 2 € {0,1}*, = € L if and only
if f(z) e K.

3.3. Semi-Thue systems and finitely presented monoids. Presentations
for monoids are the basic concept of this work. In this section we will introduce the
necessary definitions. For more details and references see [11, 33].

Let I be a finite alphabet. A semi-Thue system R over I is a finite subset R C
I'* xT'*, whose elements are called rules. A rule (s,t) € R will be also written as s — .
The pair (I', R) is called a monoid presentation. The sets dom(R) of all left-hand sides
and ran(R) of all right-hand sides are defined by dom(R) = {s | 3t : (s,t) € R} and
ran(R) = {t | 3s : (s,t) € R}, respectively. We define two binary relations —p and
—pr on I'* as follows:

e s —p tif there exist u,v € T'* and (¢,r) € R with s = wlv and t = wrv (the

one-step rewrite relation)

e s—ptif (s—ogtort—pgs)
We also write t pe—s in case s —p t. Let RED(R) = I'* - dom(R) - I'* be the set
of reducible words and IRR(R) = I'*\ RED(R) be the set of irreducible words (with
respect to R). The presentation (I, R) is terminating if there does not exist an
infinite chain $1 —p s3 —g s3 —g -+ in I'". The presentation (T', R) is confluent
if for all s,¢,u € I'* with t g~ s —p u there exists v € I'* with ¢t —p vgeu. It
is well-known that (I, R) is confluent if and only if (T, R) is Church-Rosser, i.e., for
all s,t € T, if s &g t, then s —p upet for some u € ['*. The presentation
(T, R) is locally confluent if for all s,t,u € T* with t p— s — g u there exists v € T"*
with t =g v g u. By Newman’s Lemma, a terminating presentation is confluent if
and only if it is locally confluent. Moreover, if (', R) is terminating and confluent,
then for every s € I'* there exists a unique normal form NFg(s) € IRR(R) such
that s >z NFg(s). It is undecidable whether a given presentation is terminating,
confluent, or locally confluent, respectively. On the other hand, for a terminating
presentation, local confluence (and hence by Newman’s Lemma also confluence) can
be checked using critical pairs, which result from overlapping left-hand sides.

The relation <5 is a congruence relation with respect to the concatenation of
words, it is called the Thue-congruence generated by (T', R). Hence we can define the
quotient monoid T'* /<5 ;, which we denote by M(T', R). It is called a finitely presented
monoid, and we say that M(T', R) is the monoid presented by (', R).

A decision problem that is of fundamental importance in the theory of monoid
presentations is the word problem. Let (', R) be a fixed presentation. The word
problem for (T', R) is the following decision problem:

INPUT: Two words s,t € I'*.
QUESTION: Does s <> t hold, i.e., do s and ¢ represent the same element of the
monoid M(T', R)?

Here, the input size is |s| + |¢].
If (T, R) and (X, S) are presentations such that M(T, R) &£ M = M(X,S), then
for every a € I there exists a word w, € ¥* such that a and w, represent the same
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element of M. If we define the homomorphism » : I'* — ¥* by h(a) = w, then for
all s,t € T* we have s <> t if and only if h(s) <5 h(t). Thus, the word problem for
(T, R) can be reduced to the word problem for (X, 5) and vice versa. Moreover, this
reduction can be realized in deterministic logspace (even in uniform TC® [35]). Thus,
the decidability and complexity of the word problem do not depend on the chosen
presentation. Since we are only interested in decidability and complexity questions
for word problems, we may just speak of the word problem for the monoid M.

It is well-known that in case (', R) is a terminating and confluent presentation,
then the word problem for M(I', R) is decidable: in order to check whether u < g v
it suffices to verify whether NFr(u) = NFg(v). On the other hand, this algorithm
does not yield any upper bound on the computational complexity of the word problem
[5]. Complexity results on word problems for restricted classes of finitely presented
monoids can be found for instance in [10, 41, 42].

3.4. Grammar based compression. Following [55], a straight-line program
(SLP) (over the terminal alphabet T') is a restricted context-free grammar G =
(V,T',S,P) (where V is the set of nonterminals, T' is the set of terminals, S € V
is the initial nonterminal, and P C V' x (V UT)* is the set of productions) such that:

o for every X € V there exists exactly one production of the form (X,a) € P

for o € (VUT)*, and
e there exists a linear order < on the set of nonterminals V' such that X <Y
whenever there exists a production of the form (X, a) € P with Y € alph(«).!
Clearly, the language generated by the SLP G consists of exactly one word that is
denoted by eval(G). More generally, from every nonterminal X € V' we can generate
exactly one word that is denoted by evalg(X) (thus eval(G) = evalg(S)). We omit
the index G if the underlying SLP is clear from the context. We also write P(G) for
the set of productions P. The size of G is |G| = 3_ x ,)cp || Note that every SLP
can be transformed in polynomial time into an equivalent SLP in Chomsky normal
form, i.e., all productions have the form (A, a) with a € T or (A, BC) with B,C € V.

ExXaMPLE 3.1. Consider the straight-line program G- over the terminal alphabet
{a,b} that consists of the following productions:

Xi — Xi_lXi_g for 3 S 1 S 7, XQ — a, X1 — b.

X7 is the start nonterminal. Then eval(G7) = abaababaabaab, which is the T-th
Fibonacci word. The straight-line program Gz is in Chomsky normal form and |G7| =
12.

Sometimes we will also allow exponential expressions of the form A’ for A € V
and ¢ € N in the right-hand sides of productions. Here the number i is coded binary.
Such an expression can be replaced by a sequence of ordinary productions, where the
length of that sequence is bounded polynomially in the length of the binary coding
of i. The following lemma collects several simple algorithmic properties of SLPs that
will be used several times in this paper.

LEMMA 3.2. The following tasks can be easily solved in polynomial time:

1. Given an SLP G, calculate |eval(G)| and alph(eval(G)).

IThe term “straight-line program” is used for such a context-free grammar, because a production
A — «a corresponds to a definition A := «. Thus, the whole context-free grammar can be interpreted
as a linear sequence of instructions, i.e., a straight-line program. Usually one allows in straight-line
programs also instructions, where the defined variable appears on the right-hand side (e.g.,  := z+1).
But instructions of this kind can be easily eliminated by introducing additional variables.
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2. Given an SLP G and a number i € {1,...,|eval(G)|}, calculate eval(G)[i].
8. Given an SLP G over the terminal alphabet T' and a homomorphism p :
I'* — ¥*, calculate an SLP H such that eval(H) = p(eval(G)) (this is in fact
possible in logspace).
The proofs of these statements are straight-forward. The following result from
[30, 54] is much harder to obtain:
LEMMA 3.3 ([30, 54]). For two given SLPs Gy and G, we can decide in polyno-
mial time whether eval(G1) = eval(G2).
It is open, whether this problem is P-complete. In this work, we will consider the
following generalization: Let (', R) be a fixed monoid presentation. The compressed
word problem for the monoid M(I', R) is the following problem:

INPUT: Two SLPs GG; and G5 over the terminal alphabet I'.
QUESTION: Does eval(G) <> eval(G2) hold?

Here, the input size is |G1| 4+ |G2|. Analogously to the uncompressed word prob-
lem, the complexity of the compressed word problem does not depend on the chosen
presentation (for this, Lemma 3.2, statement 3, can be used). For a fixed language
L C T we will also consider the compressed membership problem for the language L,
which is the following problem:

INPUT: An SLP G over the terminal alphabet T'.
QUESTION: Does eval(G) € L hold?

We can view the compressed word problem also from another perspective. A circuit
C over M(T', R) is a finite directed acyclic graph with exactly one node of outdegree
0. The nodes of indegree 0 are labeled with elements from I'. All nodes of indegree
greater than zero are labeled with the multiplication of the monoid M(I', R). Such
a circuit computes in a natural way an element of M(T', R). Then, the compressed
word problem for M(T', R) is equivalent to the question, whether two given circuits
over M(T', R) compute the same monoid element. This question has been considered
in [7] for the case of finite monoids. Clearly, for a finite monoid, the compressed
word problem can be solved in polynomial time. In [7], it was shown that for a finite
non-solvable monoid the compressed word problem is P-complete, whereas for every
finite solvable monoid the compressed word problem belongs to DET (the class of all
problems that are NC'-reducible to the calculation of an integer determinant [17]) and
hence to NC2. Due to the tight correspondence between finite monoids and regular
languages, every compressed word problem for a finite monoid is equivalent to the
compressed membership problem for a specific regular language and vice versa. Thus,
[7] gives a complete classification of the complexity of the compressed membership
problem for regular languages. Our work can be seen as a first step of an extension
of the work from [7] to finitely presented infinite monoids.

Finally, let us remark that most of our complexity results can be transfered to
other compression schemes, like for instance Lempel-Ziv 77, briefly LZ77 [73]. If w is a
string and G is an SLP of size n with eval(G) = w, then LZ(w) (the LZ77-compressed
representation of w) has size O(n) and can be constructed in polynomial time [55, 61].
On the other hand, if n is the size of LZ(w), then we can construct in polynomial
time an SLP of size O(n?-log(n)) that generates w [55]. Thus, if we allow polynomial
time reductions, all our hardness results for complexity classes above P also hold, if
we use LZ77 for compression. Since the transformation from an SLP to the LZ77-
compressed representation might be P-hard, we cannot transfer directly P-hardness
results for straight-line programs to LZ77.



8 M. LOHREY

4. Compressed word problems in P. As already mentioned in the previous
section, for every finite monoid the compressed word problem is solvable in polynomial
time. In this section we will present a class of infinite monoids with polynomial time
solvable compressed word problems. This class contains all free groups. We will also
prove that the compressed word problem for every free group of rank at least 2 is
P-complete.

A presentation (T', R) is called 2-homogeneous if for every (¢,7) € R: |[{| = 2
and r = ¢ [9]. In [42] it was shown that for every 2-homogeneous presentation the
(uncompressed) word problem is in logspace. Moreover, the uniform variant of the
word problem for 2-homogeneous presentations, where the presentation is part of the
input, is complete for symmetric logspace [42].

The following result was shown by Book [9]:

PROPOSITION 4.1 ([9]). For every 2-homogeneous presentation (I', R) there exists
a 2-homogeneous and confluent presentation (X, S) with M(T', R) = M(%,S).

For the further consideration let us fix a 2-homogeneous presentation (I', R). By
Proposition 4.1 we may assume that (T', R) is confluent. The following lemma is easy
to prove.

LEMMA 4.2. Let u,v € IRR(R). Then there exist factorizations u = ujus and
v = vV such that NF g(uv) = ujva, |us| = |v1], and ugvy Sre.

The following lemma was shown in [42].

LEMMA 4.3 ([42]). There exists a partition I’ = 3, 6 X, WA and an involution
T A — Awith{(aa,e) |a € A} C R C {(aa,¢) | a € AtU{(ab,e) | a € Ty, b€ X, }.

We say that (I', R) is N-free, if there do not exist a,b € ¥y and ¢,d € ¥, (where
¥¢ and 3, result from Lemma 4.3) such that ac,ad, bc € dom(R) but bd ¢ dom(R).
N-freeness means that the bipartite graph (3, U X,, {(a,b) € Xy X 3, | (ab,e) € R})
does not contain an N-shaped induced subgraph, i.e., it is a disjoint union of complete
bipartite graphs.

EXAMPLE 4.4. Let T' = {a,@,b,b} and R = {(aa,¢), (@a,¢), (bb, ), (bb,e)}. Then
(T', R) is 2-homogeneous, confluent, and N-free. In fact, we have A =T and ¥, =
¥, = 0. The monoid M(T, R) is the free group of rank 2, see also the paragraph
before Theorem 4.9. If T = {a,b,c,d} and R = {(ac,¢), (ad,€), (be,e)}, then (T, R)
is 2-homogeneous and confluent but not N-free. In fact, (T, R) is contained in every
2-homogeneous and confluent presentation, which is not N -free.

THEOREM 4.5. If (T', R) is 2-homogeneous, confluent, and N -free, then the com-
pressed word problem for M(T, R) is in P.

In the next section we will see that Theorem 4.5 cannot be extended to non-N-free
presentations unless P = NP.

The proof of Theorem 4.5 will be presented after introducing composition sys-
tems [23] — a generalization of straight-line programs. A composition system G =
(V,T, S, P) is defined analogously to an SLP, but in addition to productions of the form
A—a(AeV,ac (VUI)*) it may also contain productions of the form A — B3, j]
for B € V and 4,j € N. For such a production we define evalg(A) = evalg(B)[i, j],
i.e., we select from evalg(B) the subword from position i to position j.2 We also allow
more general rules like for instance A — Bli, j]C[k, {], of course this does not lead to
higher compression rates. As for SLPs we define eval(G) = evalg(S). The following
result from [23] generalizes Lemma 3.3:

2In [23], a slightly more restricted formalism, where only productions of the form A —
Blj,|evalg(B)|]C[1,4i] are allowed, was introduced. But this definition is easily seen to be equiv-
alent to our formalism.
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LEMMA 4.6 ([23]). For two given composition systems G1 and Ga, we can decide
in polynomial time whether eval(G1) = eval(Ga).

The following result was shown in [29, Chap. 8]:

LEMMA 4.7 ([29]). A given composition system can be transformed in polynomial
time into an SLP that generates the same word.

Lemma 4.7 leads to an alternative proof of Lemma 4.6: transform the two given
composition systems in polynomial time into equivalent SLPs and apply Lemma 3.3.
Moreover, Lemma 4.7 implies that all statements from Lemma 3.2 also hold for com-
position systems.

LEMMA 4.8. Assume that (I', R) is 2-homogeneous, confluent, and N-free. Then
the following problem belongs to P:

INPUT: Composition systems G1 and Go with eval(G1), eval(G2) € IRR(R) and
leval(G1)| = |eval(Ga)|.

QUESTION: Does eval(G)eval(Go) g & hold?

Proof. Let I' = X,WX,. WA be the partition resulting from Lemma 4.3 and ~ : A —
A be the corresponding involution on A. Note that eval(G1),eval(G2) € IRR(R) and
eval(G)eval(Ga) > € implies that eval(G;) € (XU A)* and eval(Gy) C (2, U A)*.
Thus, we first check in polynomial time whether this is true; if not we can reject. Next,
from G5 we can easily construct (by reversing productions) a composition system G%
with eval(G%) = eval(G2)™. Since (T', R) is N-free, we can find partitions ¥, =
L—ﬂle Yo, and X, = Lﬂle Y, such that

k
R={(ag,e) | ac A} U | J{(ab,2) | a € Lps,b € 5y}

i=1

Let us take new symbols ay, ..., a; and define homomorphisms p; and py by p1(a) =
p2(a) =a; foralla € £y, UE,;, 1 <i<k pi(a) =aforall a € A and pa(a) =a
for all @ € A. From G; and G} we can construct in polynomial time composition
systems Hy, Hs such that eval(H;) = p;(eval(G1)) and eval(Hz) = pa(eval(Gh)). By
construction, we have eval(Gy)eval(Gs) g ¢ if and only if eval(H;) = eval(Hy). The
latter identity can be verified in polynomial time by Lemma 4.6. O

Proof of Theorem 4.5. Let (I', R) be a fixed 2-homogeneous, confluent, and N-
free presentation. Given SLPs G; and G5 over the terminal alphabet I', we have to
verify in polynomial time, whether NFg(eval(G1)) = NFg(eval(G3)). By Lemma 4.6,
it suffices to prove that given an SLP G in Chomsky normal form over the terminal
alphabet I', we can construct in polynomial time a composition system H such that
eval(H) = NFg(eval(G)). We construct H inductively by adding more and more rules.
Initially, we put into P(H) all productions from P(G) of the form A — a with a € T
Now assume that A — BC belongs to P(G) and that H already contains enough
productions such that evaly (B) = NFg(evalg(B)) and evaly (C) = NFg(evalg(C)).
We first calculate the largest ¢ such that

evalg (B) = ujug, evalg(C) =vive, |ug| = |vi| =4, ugvy Sre. (4.1)

Lemma 4.2 implies that NFg(evalg(A)) = ujve. For a given ¢ € N, we can check
condition (4.1) in polynomial time by Lemma 4.8. Since ¢ is bounded exponentially
in the input size, the largest 7 satisfying (4.1) can be calculated in polynomial time
by doing a binary search. For this largest ¢ we add to the current H the production
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A — BJ1, |evaly (B)|—i]Cli+1, |evalg (C)|]. This concludes the proof of Theorem 4.5.
a
For a finite alphabet T', the free group F(T') generated by T is defined as

F() = M(TUT,{(ct,e) | ce TUT}). (4.2)

Recall from Section 3.1 that we define an involution on T'UT by setting @ = a. Clearly,
F(T) is indeed a group. In case |I'| = n we also write Fj, instead of F(I') and call it
the free group of rank n. It is known that the (uncompressed) word problem for a free
group is in logspace [40]. Moreover, the word problem for F5 hard for uniform NC!
[57]. By Theorem 4.5, the compressed word problem for every free group F,, is in P
(we have ¥y = 3. = () for the presentation in (4.2)). This upper bound is also sharp:

THEOREM 4.9. The compressed word problem for Fy is P-complete.

Proof. Tt suffices to prove P-hardness, which will be done by a reduction from the
monotone circuit value problem, i.e., the problem whether a Boolean circuit consisting
of AND and OR gates evaluates to TRUE [25]. We will use the following result, which
is proved in [57]: Let I' = {a,b} and 2,y € (I’ UT)* such that |z| = |y| = k and
|zle — |z|la = |yla — lyla = 0. Then, if we interpret = and y as elements from F, the
following holds, where 1 denoted the neutral element of Fy:

(z=1)V(y=1) < a*za*ya* z®y=1
r=1)A(y=1 o a*za®tyattraty =1
Y Yy Y

Note that the words on the right of these equivalences have length 16k and that the
number of a’s minus the number a@’s is again 0.

Now let C be a monotone Boolean circuit. W..o.g. we can assume that C' is
layered, i.e., the gates of C' are partitioned into n layers and a gate in layer i > 1
receives its inputs from layer i — 1 see, e.g., [28, Problem A.1.6]. Layer 1 contains the
input gates and layer n contains the unique output gate. We now construct an SLP
G(Q) as follows. For every gate z of C, G contains two nonterminals A, and A;. The
nonterminal A, will evaluate to a string that represents the 1 of Fs if and only if gate
z of the circuit evaluates to TRUE. The nonterminal A; evaluates to the inverse of
evalg(oy(A:) in Fo. Moreover, we will have |evalg(c)(Az)| = |evalgoy(Az)] = 2-16°!
if z is located in the i-th layer of the circuit (1 < i < n).

For every input gate z in layer 1 we introduce the productions

A aa if input gate z is TRUE
T —
b2 if input gate = is FALSE
aa if input gate z is TRUE
Az — < -
b? if input gate = is FALSE

If z is an OR gate in the ith layer (i > 2) with input gates z and y from the (i — 1)-th
layer, then the productions for A, and A; are

A s (—16-16i_2A a6»16i_2A C—L6-16’7—2A7a6-16’?—2A7 and
z x Y T Y
i—2 1—2 1—2 i—2
AE*)AyC—LG-IG Aza6~16 AQC—L6-16 Aia6-16 )

Note that the binary codings of the exponents 6 - 16°~2 have polynomial length and
hence each of the above productions can be replaced by a sequence of ordinary pro-
ductions. Moreover, if |eval(A,)| = 2-16°"2 for u € {x,Z,y,y} (which is true if z and
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y are located in the first layer, i.e., i = 2), then |eval(A,)| = |eval(Az)| = 2-16'"1. If 2
is an AND gate in the ith layer (¢ > 2) with input gates x and y, then the productions
for A, and A; are

qpi—2 pi—2 _a.1@i—2 qpi—2
A, — o167 4 qb16 Ayaﬁ 16772 4 4616 A, and

qpi—2 pi—2 _p.1@i—2 qpi—2
AE_)Ayaﬁlﬁ Asab10 Aga616 Aab16 7

Once again, these productions can be replaced by a sequence of ordinary productions.
Let o be the unique output gate of the circuit C. Then, by the result from [57], the
circuit C' evaluates to TRUE if and only if evalgc)(4,) = 1 in Fp. O

5. Compressed word problems between P and PSPACE. In this section
we will consider 2-homogeneous and confluent presentations that are not necessarily
N-free. Recall that PN is the class of all languages that can be accepted by a
deterministic polynomial time machine that has additional access to an NP-oracle
[64]. PNF is also denoted by AL in the literature; it is contained in the second level
of the polynomial time hierarchy and hence in PSPACE. Several complete problems
for PN? can be found in [34].

THEOREM 5.1. If (T, R) is 2-homogeneous and confluent (but not necessarily
N-free), then the compressed word problem for M(T', R) is in PNF.

Proof. The key observation is that for a 2-homogeneous and confluent (but not
necessarily N-free) presentation (I, R) the problem from Lemma 4.8 is in coNP,
i.e., the complementary condition is in NP: If eval(G;),eval(G3) € IRR(R) and
leval(G1)| = |eval(G2)l, then

eval(Gy)eval(Ga) =g € does not hold
if and only if there exists 1 < i < |eval(G1)| with
eval(G1)[i] eval(Ga)[leval(G2)| — i + 1] & dom(R).

For a given i, the latter condition can be checked in polynomial time. Now the
decision procedure from the proof of Theorem 4.5 in Section 4 gives us a P<NF_ ie.,
PNP_algorithm in the present situation. O

By the next result, coNP-hardness can be obtained for every 2-homogeneous
presentations that is not N-free:

THEOREM 5.2. Let T' = {a,b,c,d} and R = {(ac,¢), (ad,€), (be,e)}. The com-
pressed word problem for M(T, R) is coNP-hard.

Proof. The following problem is the complementary problem to SUBSETSUM
[22, Problem SP13] and hence coNP-complete:

INPUT: Binary coded integers wy,...,w,,t > 0
QUESTION: For all x1,...,2, € {0,1}, >0 | ;- w; # 7

Let us fix binary coded integers wi,...,w,,t > 0. Let Wy = (wi,...,wx), and
W = Wy. Let 1y = (1,...,1) be the k-dimensional vector with all entries equal to 1.
For vectors T = (x1,...,Zm) and § = (Y1, ..., Ym) we define T-§ = 191+ - -+ Ty Ym.-

Finally, let s = 1 - Wy = w1 + -+ +wy, and s = 8, = wy + - - + wy,.
We construct two SLPs G; and G2 over the terminal alphabets {a, b} and {c,d},
respectively, such that eval(Gy)eval(Ga) —g ¢ (i.e., eval(Gy)eval(Gs) <>k € since R
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is confluent and hence Church-Rosser) if and only if Z-w # ¢ for all T € {0,1}™. This
will prove the theorem. First let us construct Gy:
S1 — ba*t1h

Sp41 — Spa® TFTUELG),

Let S,, be the start nonterminal of G.

Claim:? evalg, (Si) = H a®Prba® Tk | a®Fb
ze{0,1}F\{1x}

We prove the claim by induction on k. The case k = 1 is clear, since evalg, (S1) =
ba*Tw1h = ba®a® b = a’ba®%a°'b. For k + 1 < n we obtain the following:

H AT TR ST W1 | gSka1] —

{0,111\ {Tp41}

H AF Tk pas—T Wk H aF TetWht1 g s—T Te—wht1 | qWhtl Sk —
ze{0,1}* ze{0,1}*\ {11}
eval(Sg)a®~ a”*+teval(S)

evalg, (Sk)asiskjLwH'levalgl (Sk) = evalg, (Sk+1)7

which proves the claim.
For k = n we get

eval(Gy) = evalg, (Sp) = [ ™™ ba” ™.
ze{0,1}n

Now let G be an SLP such that eval(Gy) = (¢*~*dc*)?", which is easy to construct.
Let us give an example before we continue with the proof:

EXAMPLE 5.3. Assume that wy = 2, wo = 5, wg = 8, and t = 9. Thus,
s=2+5+8=15 and

eval(G1) = ba*®a?ba'3a’ba'’a"ba®a®ba” a'*ba’ a'*ba*a b
= ba'"ba'*ba' "ba'*ba' "ba'ba' b

eval(Ga) = (dc®)® = Pdc*®dc*®dc*®dc*®dctP det P detPdc?.

For this example, we have eval(G1)eval(Gy) —g €, because while reducing the word
eval(Gy)eval(Gs), in the middle of the current word the factor bd (which cannot be
replaced by ) will never occur.

Note that eval(G1) € {a,b}*, eval(G2) € {c,d}*, and |eval(G;)| = |eval(G2)| =
2™ . (s 4+ 1). Thus, since bd is the only factor from {ac,ad,be,bd} that cannot be
rewritten to &, we have eval(Gy)eval(Gy) — g € if and only if a b does not meet a d in

3The []-expression on the right-hand side of this production denotes the concatenation of the
corresponding words, where the order of concatenation is given by the lexicographic order on the set
of vectors {0, l}k, where the last position has the highest significance.
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the unique R-derivation that starts from eval(G)eval(G2). Hence, by construction of
G; and G4, we have eval(G1)eval(G3) Speifandonly if Z-w# t for all T € {0,1}".
This concludes the proof. O

The precise complexity of the compressed word problem for a 2-homogeneous but
not N-free presentation remains open, it is located somewhere between coNP and
PNP. On the other hand, by the previous proof, it is already coNP-hard to decide
whether eval(G) &g e for a given SLP G, in case R is 2-homogeneous and confluent
but not N-free. For this restricted variant of the compressed word problem we can
also prove an upper bound of coNP.

THEOREM 5.4. For every 2-homogeneous and confluent (but not necessarily N -
free) presentation (T, R), the following problem belongs to coNP:

INPUT: An SLP over the terminal alphabet T

QUESTION: Does eval(G) &g e (i.e., eval(G) g €) hold?

For the proof of Theorem 5.4 we first introduce a few notations.

Let us fix a 2-homogeneous and confluent (but not necessarily N-free) presentation
(T, R) for the rest of this section. Recall that by Lemma 4.3, there exist a partition
I' =%, W3, WA and an involution ~ : A — A such that {(aa@,e) | a € A} C R C
{(aa,e) | a € AYU{(ab,e) | a € Ty, b € X, }. Let S = {(aa,¢) | a € A} C R, which
is also 2-homogeneous and confluent, but in addition N-free. Thus, by Theorem 4.5,
the compressed membership problem for the language {w € A* | w Ss ¢} can be
solved in polynomial time.

Let us take two bracket symbols “(” and “)” and define the morphism p : I'* —
{(;)}* by p(a) = ( for a € 3y, p(b) =) for b € X, and p(c) = ¢ for ¢ € A. Let Dy
be the set of all well-bracketed words over {(,)}, i.e., D; is the Dyck language over
one bracket pair. If P is the semi-Thue system that contains the single rule () — e,
then D; = {w € {(,)}* | w >p €}. Since P is 2-homogeneous, confluent, and N-free,
Theorem 4.5 implies that the compressed membership problem for D can be solved
in polynomial time.

Now assume that w € I'* is a word such that p(w) € D;. We say that two positions
i,j € {1,...,|w|} are corresponding brackets, briefly match(i) = j, if w[i] € X,
wlj] € By, i < 7, p(w[i, j]) € D1, and p(wli, k]) & Dy for all k with i < k < j.

EXAMPLE 5.5. Let T' = {a,b,¢,d,z,y,Z,7} and

R ={(ac,e), (ad,e), (be,e), (2T, €), (T2, €), (yy; €), (W, €) }-

Thus, A = {z,y,Z,75}, ¢ = {a,b} and B, = {c,d}. Consider the word w =
ragycyTbaxTdxcyx. Then p(w) = () (()) € D1 and for instance match(8) =
14.

LEMMA 5.6. The following problem can be solved in polynomial time:

INPUT: An SLP G over the terminal alphabet T' such that p(eval(G)) € Dy and
a position 1 < i < |eval(G)| such that eval(G)[i] € Xy.

OUTPUT: The unique position j = match(i) in eval(G).

Proof. In a first step we will reduce the problem to the alphabet {{,)}. Let
1 < i < |eval(G)| such that eval(G)[i] € £,. First we calculate in polynomial time
the unique number k such that i is the position of the k-th symbol from ¥, U X,
in eval(G). Formally, k = |7s,us, (eval(G)[1,4])| (by Lemma 4.7 we can calculate in
polynomial time an SLP H that generates eval(G)[1, i]; then |7rg,us, (eval(H))| can be
calculated in polynomial time using Lemma 3.2). Now assume for a moment that we
can calculate the position £ of the bracket “)” that corresponds to the bracket “(” at
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AQ B2 ko >m2 <n2

Fia. 5.1.

position k in p(eval(G)) — we call this position also match(k). Then we just calculate
the position j of the ¢-th symbol from ¥, U %, in eval(G) and we have match(i) = j
in eval(@). Formally, j is the unique number with ¢ = |7s,us, (eval(G)[1,j])| and
eval(G)[j] € £, U 3,. In order to calculate j from ¢ in polynomial time, we calculate
bottom-up |7rg,us, (evalg(A))| as well as |evalg(A)| for every nonterminal A of the
SLP G. Then we can walk top-down in G in order to calculate j from .

Thus, we may assume that G is an SLP with eval(G) € Dy and 1 < i < |eval(G)|
is a position with eval(G)[i] = (. We compute in polynomial time the unique matching
position match(z) in eval(G). Consider the language

K = Pref(Dy) \ [(D1 \ {}) - Pref(Dy))],

i.e., K is the set of all prefixes of words from D; that do not contain a non-empty
prefix from D;. Then

match(i) = max{j > i | eval(G)[¢,j] € K} + 1.

Since K is prefix-closed, it suffices to show that the compressed membership problem
for the language K is solvable in polynomial time, because then we can find the largest
j > i with eval(G)[i, j] € K using a binary search.

Thus, let H be an SLP in Chomsky normal form. We want to check, whether
eval(H) € K = Pref(D1) \ [(D1 \ {€}) - Pref(D;)]. Recall that the semi-Thue system
P consists of the single rule () — . Clearly, for a word w € {(,)}*, we have
NFp(w) € y*(*. We represent a word )" (" by the binary coding of n and m. Using this
representation, we can calculate bottom-up in polynomial time for every nonterminal
A of H the normal form NFp(evaly(A)) € )*(*. Clearly, for every word w € {(,)}*,
w € Pref(Dy) if and only if NFp(w) € (*. Using this, we can first check whether
eval(H) = evaly(S) € Pref(D;). If this is not the case, we reject. Thus, assume
that eval(H) € Pref(D;). We have to check in polynomial time whether eval(H) €
(D1 \ {e}) - Pref(D;) or not.

Consider the unique path of nonterminals S = Ag, Ay, ..., A, such that A,, — (
and for all i < 0 < m, A; — A;+1B;4+1 are productions of H. This path is shown
in Figure 5.1 on the left for m = 4. Since every prefix of eval(H) also belongs to
Pref(D;), we have NFp(evalg(4;)) = (¥ for some numbers k; > 0. Assume that
NFp(evaly(B;)) = )™ (" for m;,n; > 0, see the right tree in Figure 5.1. We claim
that eval(H) € (D; \ {e}) - Pref(D;) if and only if there exists 1 < i < m such that
k; < m;, which can be checked in polynomial time. If k; < m; for some 1 < i < m,
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i.e., NFp(evaly(B;)) = Y*)¢(" for some ¢, then there exists a prefix u of evaly(B;)
such that NFp(u) =)" and thus evaly(A;)u € Dy (we may have u = ¢ in case
k; =0, i.e., evaly(A;) € D). The word evaly (A;)u is a nonempty prefix of eval(H)
that belongs to D;. On the other hand, if there exists a nonempty prefix v € D; of
eval(H) then let ¢ be maximal such that v is a prefix of evaly(A;). Clearly, i < m,
since evaly (A,,) = (. Thus, v = evaly (A;+1)u for some prefix u of eval g (B;41). Since
NFp(evalg (A1) = (F+1 and evaly (A 1)u € Dy it follows that NFp(u) = Yri+1.
Since NFp(evaly(Bi+1)) = )™+ ("i+1 and w is a prefix of evaly(B;+1) we obtain
M1 > kiy1. This proves the lemma. 0

Let us take again a word w € I'* such that p(w) € D;. Then we can factorize
w uniquely as w = sow(i1, j1]$1 - W[in, jn)Sn, where n > 0, match(iy) = ji for all
ke{l,...,n}and s, € A* for all k € {0,...,n}. We define F(w) = s¢s1 - - s, € A*.

EXAMPLE 5.7. Take D', R, and the word w € I'* from Example 5.5. Then we have
Flw)=zyTYZ.

LEMMA 5.8. The following problem can be solved in polynomial time:

INPUT: An SLP G over the terminal alphabet T' such that p(eval(G)) € Dy and
two positions i and j such that match(i) = j in eval(G).

OUTPUT: An SLP that generates F(eval(G)[i + 1,7 — 1]).

Proof. Let © = AU{{(,)} and consider the infinite semi-Thue system

T={w)—ec|lweA"}

\E

over the alphabet ©. This system is clearly terminating and confluent (7' has no
overlapping left-hand sides), hence every word w € ©* has a unique normal form
NF7(w). Note that IRR(T) = (A*)A*)*(A*(A*)*. Let p: I' — © be the morphism
with p(a) = ( for all a € &y, p(a) =) for all a € &,, and p(a) = a for all a € A.

In a first step we construct in polynomial time an SLP G’ such that eval(G') =
uleval(G)[i + 1,5 — 1]). Then NFp(eval(G')) = F(eval(G)[¢ + 1,7 — 1]). Hence, it
suffices to calculate a composition system H that generates NFr(eval(G)) for a given
SLP G with eval(G) € ©*; this composition system can be transformed in polynomial
time into an equivalent SLP by Lemma 4.7. We construct H analogously to the proof
of Theorem 4.5. Assume that A — BC is a production from G and assume that
H already contains enough rules such that evaly(X) = NFr(evalg(X)) = wx €
(A*)A*)*(A*(A*)* for X € {B,C}. We then calculate the numbers np = |wp|; and
nc = |wcly, i.e., the number of opening (closing) brackets in wp (wc). Assume that
no > npg, the other case is analogous. Then we calculate the position ¢ g of the np-th
opening bracket ( in wp as well as the position i¢ of the neo-th closing bracket ) in
we. It follows that NFr(evalg(A)) = wp[l,ip — Hwelic + 1, |lwe|]. Thus, we add to
the current H the production A — B[l,ig — 1]C[ic + 1,|w¢]]. O

Proof of Theorem 5.4. We use all notations from the previous discussion. The
following statement was shown in [42]: For w € I'* it holds w <> ¢ if and only if
pw) € Dy, F(w) S5 ¢, and for all i,5 € {1,...,|w|} with match(i) = j it holds
wlilw(j] € dom(R) and F(w[i + 1,7 —1]) S5 .

This leads to the following NP-algorithm for testing eval(G) ¢ e for a given
SLP G, and hence to a coNP-algorithm for testing eval(G) <> g e:

1. produce an SLP G’ such that eval(G') = p(eval(G)) and check whether
eval(G’) € D;. This is possible in polynomial time by Theorem 4.5. If
eval(G’) ¢ D; then accept, otherwise continue.

2. Guess a position 1 < i < |eval(G)| (this is the only nondeterministic step) such
that eval(G)[i] € Xy, calculate in polynomial time (by Lemma 5.6) the unique



16 M. LOHREY

position j = match(z) in eval(G), and check whether eval(G)[i]eval(G)[j] &
dom(R). If this is true, then accept, otherwise continue.

3. Calculate in polynomial time (by Lemma 5.8) an SLP G” that generates
F(eval(G)[i+1,7—1]) and test in polynomial time (by Theorem 4.5) whether
eval(G”) /5 . If this is true, then accept, otherwise reject.

This concludes the proof of Theorem 5.4. 0

From Theorem 4.5, 5.2, and 5.4 we obtain the following corollary:

COROLLARY 5.9. Let (T, R) be a 2-homogeneous and confluent presentation.
Consider the following computational problem:

INPUT: A word s € T'*.
QUESTION: Does w <>p € hold?

If (T, R) is N-free then this problem can be solved in polynomial time, otherwise this
problem is coNP-complete.

6. Compressed word problems in PSPACE. In the previous two sections
we have investigated 2-homogeneous systems, where every rule is of the form ab — €.
In this section we consider a slightly more general class of presentations, where we also
allow rules of the form ab — ¢. We show that this generalization leads to PSPACE-
complete compressed word problems. As a corollary we obtain a fixed deterministic
context-free language with a PSPACE-complete compressed word problem, which
solves an open problem from [23, 55].

Our PSPACE upper bounds rely all on the following simple fact:

PROPOSITION 6.1. If the membership problem for the language L (the word prob-
lem for a finitely presented monoid M) belongs to | J,., NSPACE(log®(n)), then the
compressed membership problem for L (the compressed word problem for M) belongs
to PSPACE.

Proof. Assume that the language L belongs to NSPACE(log®(n)). Let us fix an
SLP G. We decide eval(G) € L by simulating the NSPACE(log®(n)) algorithm for
the membership problem for L on words of length |eval(G)|. Note that a number
less than |eval(G)| can be stored in polynomial space and that for a given position
i € {1,...,|eval(G)|} we can calculate eval(G)[i] in polynomial time. Thus, the
simulation gives us a PSPACE-algorithm for the compressed membership problem
for L. O

A presentation (', R) is weight-reducing if there exists a weight-function f : I'* —
N such that f(s) > f(¢t) for all (s,t) € R. Typical examples of weight-reducing
presentations are length-reducing presentations (i.e., |s| > |t| for all (s,t) € R).

PROPOSITION 6.2. For every weight-reducing and confluent presentation (T, R),
the compressed word problem for M(T', R) is in PSPACE.

Proof. In [41] we have shown that for every fixed weight-reducing and confluent
presentation (I', R), the (uncompressed) word problem for M(T', R) is in LOGCFL,
which is the logspace closure of the class of context-free languages [65]. The class
LOGCFL is known to be contained in NSPACE(log?(n)) [39]. Thus, membership in
PSPACE follows from Proposition 6.1. O

In the rest of this section, we will show that PSPACE-hardness can be shown
already for a quite small subclass of weight-reducing and confluent presentations.

A presentation (T, R) is called monadic if for every (¢,7) € R: |[¢| > |r| and |r| < 1.
A 2-monadic presentation is a monadic presentation (I, R) such that moreover |¢| = 2
for every ¢ € dom(R). In the following, we present a construction that reduces the
reachability problem for directed forests to the (uncompressed) word problem of a
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fixed 2-monadic and confluent presentation (T, R). Later in this section, we will use
this construction in order to prove that the compressed word problem for M(T', R) is
PSPACE-complete.

Let T = {bg, b1, co, 1, C2, #, $,>,0} and let R be the 2-monadic semi-Thue system
consisting of the following rules:

(1) bopxr — ¢ for all z € {8, cp,c1,ca} (2) bicog — ¢

(3) bi$ —r> (4) pe; — > forall i € {0,1,2}
(5) b — $ (6) #3— ¢

(7) b162 — 0

(8) 0x — 0 forallz el (9) 20— 0 forallz el

Only the rules involving the absorbing symbol 0 produce overlappings. In the
resulting critical pairs, both words can be reduced to 0. Thus, R is confluent.

A directed forest is a directed acyclic graph (V, E) (where V is the finite set of
nodes and E C V x V is the edge relation) such that moreover for every u € V,
H{v € V| (u,v) € E}| <1, i.e., every node has at most one outgoing edge. Assume
now that (V, E) is a directed forest, where V' = {v1,...,v,} and (v;,v;) € E implies
1 < j. Let v, € V be a distinguished start node (1 < a« < n) and U C V be a set
of final nodes such that every node in U has outdegree 0 (there may be also nodes in
V\U without outgoing edges). For i < j we define the interval I; ; = {vy | i < k < j}.
Thus, I, = V. If i > j we set I; ; = . We will construct a word w(v,,U) € I'* such
that (ve,v;) € E* for some v; € U (i.e., there is a path from the start node to some
final node) if and only if w(vy, U) <5 0, i.e., w(vy, U) =55 0. For every i € {1,...,n}
define the word §; as follows:

cg_j'HH if (v;,v;) is the unique outgoing edge at node v;
0; =< ¢t if v; € V'\ U and v; has no outgoing edge
c2 if v; € U (and thus has no outgoing edge)

Note that >6; — g > for all 1 < i < n using the rules in (4). For an interval I; ; (i < j)
we define o[I; ;] = 6;$6; 1% 6;$. We set o[)] = e. Note that bo[l; ;] —g $0[l41,]
if i < j using the rules in (4) and (5). Let 8 = |0[I1,4—1]|- Finally, define

w(va, U) = (#07)"bg o[y ).

LEMMA 6.3. We have w(va,U) <g 0 if and only if (va,vi) € E* for some
v, €U.

Before we prove Lemma 6.3 let us first consider an example:

EXAMPLE 6.4. Let (V, E) be the following directed forest. The set U only contains
the node vg. Let o = 2, i.e., vy is the start node.

U1
\
v2/vv5 v

U3
—_ v
’U4 /
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Then w(va, U) = (#b])b3ct$ca$ci$ci$cl$ca$er$. We obtain the following derivation:

(#0]) 705 3550 08ch8ch8ca8er$ S r (rules in (1))
(#0]) 75 ci$ca8e1$ g (rule (2))
(#b7)° #b2$co$co$co$62$cl$ —R (rule (3))
(#bI) #by > C§$CO$CO$CQ$C1$ —R (rules in (4))
(#b7)#b1 > $c33c5Sca8e1$ — (rule (5))
(#b7) %4018 $ch Bea$ei$ —p (rule (3))
(#1)°# > cg8ci8eader$ (rules in (4))
(#0])°# > $c(8c28c18 — g (rule (5))
(#01) #8ci8cae1$ r (rule (6))
(#0])%ci8ca8e1$ Sr (rule (2))
(#01)°#8c28c18 — g (rule (6))
(#D1)°c28¢18 =g (rule (7))
(#0]) #b008¢18 =g (rules in (8) and (9))
0

Indeed, there exists a path from vy to a mode in U. If U would only consist of the
node vy instead of ve, then w(vy,U) = (#b])b3ce$co$cascd$cl$c1$ca$. In this case
we obtain a similar derivation showing w(ve,U) —g (#b])°c1$c¢2$. But the latter
word is irreducible. Since R is confluent, w(va,U) g 0 cannot hold.

Proof of Lemma 6.3. First note that using the rules in (1) we obtain

w(va, U) = (#7)"000 [ a-1]0(Ta,n] =R (#57)"0[Ta,n].
Claim: For every v; € V, if (vy,v;) € E*, then there exists k > n — i + « such that
w(va, U) “R (#bn) olin]-
We prove this claim by induction over the length of the unique path from v, to
v;. The case i = « is clear. Thus, assume that (v,,v;) € E* and (vj,v;) € E. Then
7 < i and by induction we have

w(va,U) Sg (#7) oll;n] = (#07)" #b0cy  $0 1110,
where k >n—j+a,ie, k—1>n—1i+ a. We obtain

(#O) #8011 ) S (rule (2))

(F07)F b~ 1$0[ j+1n] =R (rule (3))

FHOFIHD TT P b o[[10] g (rules in (4) and (5))

(#0080 Lsam] S

€ A
(#b?)k71#$a[lz‘,n] —R (rule (6))
(#b0) o[ ).
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This proves the claim.
Thus, if (ve,v;) € E* for some v; € U, then by the above claim

w(va, U) =g (#b7)*0llin] =
(H#OD) T O brco$0(Lipr ] R (rule (7))
(F#OD)F #0080 L 10] 5RO (rules in (8) and (9))

for some k > 0. On the other hand, if there does not exist v; € U with (v,,v;) € E*,
then there exists v; € V' \ U with outdegree 0 and (vq, v;) € E*. Thus,

U}(Ua, ) (#bl) [ % TL] - (#b?)kclsso-[li-&-lm] € IRR(R)

Since (T, R) is confluent, w(v,,U) =g 0 cannot hold. This proves the Lemma 6.3. O

Lemma 6.3 yields the following result that is of independent interest; see Sec-
tion 3.2 for the definition of NC*-reductions.

THEOREM 6.5. There exists a fixred 2-monadic and confluent presentation (', R)
such that the word problem for M(T', R) is L-hard under NC!-reductions.

Proof. By [18], the reachability problem for directed forests that are ordered (i.e.,
the set of nodes is {1,...,n} for some n and i < j whenever there is an edge from
i to j) is L-complete under NC!-reductions. Moreover, one can assume that 1 is the
initial node. It remains to show that for such a forest G = (V, E) and U C V the
word w(1,U) can be constructed in NC* from G and U. We leave the details to the
reader. O

The existence of a fixed monadic and confluent presentation with an L-hard word
problem was also shown in [6].

Now, let us consider the compressed word problem for 2-monadic and confluent
presentations.

THEOREM 6.6. For every 2-monadic and confluent presentation (T', R), the com-
pressed word problem for M(T', R) is in PSPACE. There exists a fized 2-monadic and
confluent presentation (I', R) such that the compressed word problem for M(T', R) is
PSPACE-complete.

Proof. The upper bound follows from Proposition 6.2. For the lower bound we
will show that the compressed word problem for the 2-monadic presentation (T', R)
from the previous discussion is PSPACE-hard. For this we repeat a construction from
[41]. Let A = (Q, %, 4, qo,qy) be a fixed deterministic linear bounded automaton (@ is
the set of states, X is the tape alphabet, go (resp. ¢y) is the initial (resp. final) state,
and 0 : Q \ {gr} x ¥ — @Q x X x {left, right} is the transition function) such that
the question whether a word w € ¥* is accepted by A is PSPACE-complete. Such
a linear bounded automaton exists, see, e.g., [5]. The one-step transition relation
between configurations of A is denoted by = 4. Let w € ¥* be an input for A with
|w| = N. We may assume that A operates in phases where a single phase consists of a
sequence of 2- N transitions of the form ¢y =4 Y2¢2 =4 q373; where 1, v2,73 € BV
and q1,¢2,q3 € Q. During the transition sequence g171 24 Y2q2 only right-moves
are made, whereas during the sequence y2¢2 = 4 g37y3 only left-moves are made. The
automaton A accepts, if it reaches the final state g¢. Otherwise A does not terminate.
There exists a constant ¢ > 0 such that if w is accepted by A, then A, started on w,
reaches the final state gy after at most 2¢V phases Let S = {ad]aeX}bea dlSJOlnt
copy of ¥ and similarly for Q. Let A=XUSU {<4,0,1, £} and © = QU QU A. We
simulate A by the following semi-Thue system S over the alphabet O:
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0g — q£ forall g e Q\ {qr} qa — bp if 0(q,a) = (p, b, right)
1g— 0g forallge @\ {qs} aq— pb it 6(q,a) = (p,b,left)
g£ — 1q for all g € Q \ {qy} g<— g forall g € Q\ {qr}
(0,95) is length-preserving and if > is any linear order on the alphabet © that
satisfies @ = 1= 0 = 3 = Q, then s = ¢ for every rule (s,t) € S, i.e., S islexicographic
(recall from Section 3.1 that we identify an order > on the alphabet © with its
lexicographic extension to ©*. Let us choose such a linear order on © that moreover
satisfies @ = A > @ In [41] we have argued that w is accepted by A if and only if
1go£°N~1wa S v for some word v with alph(v) N {q7,qr} # 0. We briefly repeat

the arguments: First, note that 1go £V " 1wa =g 1N gow<. From the word 1N gow<
we can simulate 2V phases of A. The crucial point is that the prefix from {0,1}*
acts as a binary counter: for every u € {0,1} (i < ¢- N) and every ¢ € Q we have:
wloeN=lul=1g I g u1geeN-lu=1 g yogLeN-lul=1 L g y01oN—lul=1¢  Thus, if A
accepts w, then we can derive from 1go £ ~1w< a word v with alph(v)N{qy, g} # 0.
On the other hand, if A does not accept w and hence does not terminate, then we can
derive from 1go£¢N~1wa a word of the form g£¢Nu< for some u € XV and g # qs-
Since S is confluent (the left-hand sides of S do not overlap) and g.£¢"u< € IRR(S),
we cannot reach a word v with alph(v) N {gs,qs} # 0 from 1go£¢N 1w«

To simplify the following construction, we will next expand all rules from S in
the following sense: The rule q£ — 1q for instance is replaced by all rules of the form
xqf — xlq for all z € A, whereas the rule 0g — ¢£ is replaced by all rules of the
form 0gz — G£w for all x € A. Let us call the resulting system again S. Then S is
still length-preserving and lexicographic and dom(S) C A(QU Q)A. The new system
S is no longer confluent, but this is not important for the further arguments. It is
only important that

Yo, v1,v9 € A (QU @)A* D (v v —g vg) = vy = V. (6.1)

This is easy to see by inspection of the rules. Moreover, w is accepted by A if and only
if 1g0 £ N ~1wa S g v for some word v with alph(v) N {a7.q¢}. Let m = (c+1)N —1;
thus m + 3 is the length of words in any derivation starting from 1go£¢ N _Alwq.

Let us now define the directed graph (V; E), where V = J/"{" A{(QuUQ)A™—i+2
and E = {(v,v') € V. xV | v —g v'}. This graph is basically the transition graph
of the automaton A on configurations of length N. Since S is lexicographic, (V, E)
is acyclic. Moreover, by (6.1), every node from V has at most one outgoing edge.
Thus, (V,E) is a directed forest. If we order V lexicographically by = and write
V ={v1,...,v,} with v1 > vo > -+ > v,, then (v;,v;) € E implies ¢ < j. Note that
n=|V|=2(m+1)-|Q| |A™"2, which belongs to 2°™. Let U be those words in
V that contain either gy or gy; these words have outdegree 0 in the directed forest
(V,E). Let vy = 1go£¢N~1w<a. Thus, a — 1 is the number of words from V that are
lexicographically larger than 1go£¢~~!w<. The number o can be easily calculated
in logarithmic space from the input word w using simple arithmetic. We now have
available all the data in order to construct the word w(v,,U) € T'* from Lemma 6.3.

The automaton A accepts w if and only if there is a path in (V, E) from v, to a
node in U. By Lemma 6.3 this holds if and only if w(vea,U) <> 0. Thus, it remains
to show that the word w(v,, U) can be generated by a small SLP. Recall the definition
of the words o; and o[I] € T, where 1 < i < n = |V| and I is an interval of (V,>)
that we introduced before Lemma 6.3.

Note that for all 1 <4,j5 <mn, if v; = uilus —g uirus = v; with (¢,7) € S, then
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j — 1 (i.e., the number of words from V' that are lexicographically between v; and v;)
is a number that only depends on the rule (¢,7) (and thus ¢) and |us|. We call this
number A(Z, |uz|); it belongs to 2°(Y) and can be calculated in logarithmic space from
¢ and |ug| using simple arithmetic. We now describe a small SLP that generates the
word o[V] € I'*. For this let us assume that Q@ = {p1,...,pn, } and A ={a1,...,an,}
with p; > pit1, Pi = Di+1, and a; > a;4+1 (note that the order > on the subalphabets
Q, @7 and A, respectively, is arbitrary except that 1 > 0). We introduce the following
productions:*

ng
A, — H Bi,jAH-lBi,j for0<i<m

j=1
na
Am — H By, jBm.;
j=1
ny no v
szHHH ake$)AT  for 0<i<m, 1< <y
k=1¢=1
cg_/\(ajp’“ae’m_i)+1 if a;pra, € dom(R)
Cijke— 1S c if a;prar ¢ dom(R) and py, # qf
c2 if pr = qr
ny no v
Bij = [ [[(Cisuwa$)®™ for0<i<m,1<j<n
k=1¢=1
cg_A(ajpkaé’m_i)+1 if a;pra; € dom(R)
Cijke—1 e if ajpras ¢ dom(R) and pi, # gy
c2 if pr, = qr

The exponents that appear in the right-hand sides of the productions for the nonter-
minal B; ; and B; ;, namely |A|™7", are of size 20(N) and can therefore be replaced by
sequences of ordinary productions. Note that eval(C; ; x¢) = d, for every node v, from
AlajpragA™ whereas eval(@,j7k7g) = §, for every node vy from Ala;pra,A™ Tt
follows that for all 0 < i < m, all u € A%, and all 1 < j < ny we have (note that
ua;QA™ 1 C V is an interval of (V,>))

eval(B; ;) = olua;QA™ 1] and  eval(B; ) = o[ua;QA™ . (6.2)

Claim. Let 0 < i < m and let u € A? be arbitrary. Then for the interval I =

Uj= S uAT(Q U Q)A™ T2 of the linear order (V) we have o[I] = eval(4;).

The claim will be shown by induction on ¢ (for ¢ = m down to 0). For ¢ = m the
claim is true:

eval(A H eval(B, ])eval( ) = (by (6.2))
f[ olua;QAloua;0A] = (Q - Q)
j=1
o[uAQUQ)A]

4The expression H _, w; is an abbreviation for wiws - - - wy.



22 M. LOHREY

Now let i < m and u € A’. The words from the interval U;’;Hl uAI (QUQ)A™—i—i+2
can be partitioned into the following decreasing sequence of consecutive intervals of
(V,>) (recall that Q@ = A > Q and a; > az > -+ > an,):

m—1
uar QAT | ) uai A(QU QAT gy QAT -
j=1
m—1
uaQA™ T U uas A (Q U @)Am_i_ﬂ'l - anQ\A’”_iH —
j=1
m—i
Uy, QA U U, A (Q U @)Am*i*j+1 - uaM@Am*iH.

Jj=1

By induction, we have
ol U ua AV (QUQ)A™ I = =
j=1
o[ | ] uan, A7(QUQ)A™ ] = eval(A;).

Together with (6.2) we obtain

m—i+1 No
ol |J ua(QuU@)A™ 312 = [] eval(Bi j)eval(Asy1 Jeval(B; ;) = eval(A;).
j=1 j=1

This proves the claim. By setting i = 0 we get

m—+1
eval(Ao) = o[ | ] A(QUQ)A™ 2] = 5[V].

Jj=1

Let 8 = |o[I1.0-1]| € 2°Y). Arithmetic on numbers with N°() many bits allows to
compute [ in logspace from the input word w. Using the above productions and the
number §, we can construct an SLP G of size polynomial in the input size N with
eval(G) = (#b?)”bgU[V] = w(va,U). Recall that n is of size 2°(Y). Then our input
word w is accepted by A if and only if eval(G) & 1 0. This proves the theorem. [

The following corollary solves an open problem from [23, 55].

COROLLARY 6.7. There exists a fixed deterministic context-free language L such
that the compressed membership problem for L is PSPACE-complete.

Proof. Since every context-free language is contained in DSPACE(log®(n)), the
PSPACE upper bound can be deduced from Proposition 6.1. For the lower bound,
notice that the language {w € I'* | w > 0} is deterministic context-free for every
monadic and confluent presentation and every 0 € T, see e.g. [11, Theorem 4.2.7]. If
we choose the 2-monadic and confluent presentation from the proof of Theorem 6.5
for (T, R), then the language {w € I'* | w >y 0} is PSPACE-hard by the proof of
Theorem 6.6. O

In [31] a language L is called deterministic linear if it is accepted by a deterministic
1-turn pushdown automaton.
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COROLLARY 6.8. There exists a fized deterministic linear language L such that
the compressed membership problem for L is PSPACE-complete.

Proof. The language {w € T* | w S 0} N (F#b7)7bd ((cf Uer Ueg)$)T is easily
seen to be deterministic linear. Moreover, it contains a word of the form w(v,,U) if
and only if w(ve, U) g 0. O

7. Compressed word problems in EXPSPACE. The largest class of monoid
presentations that we consider in this paper are weight-lexicographic and confluent
presentations: A presentation (T, R) is weight-lexicographic if there exist a linear order
>~ on the alphabet I' and a weight-function f : I'* — N such that for all (s,t) € R
we have either f(s) > f(t) or (f(s) = f(t) and s > t). If the weight-function f is the
length-function, i.e., f(w) = |w|, then (', R) is called length-lexicographic.

THEOREM 7.1. For every weight-lexicographic and confluent presentation (I, R),
the compressed word problem for M(T', R) is in EXPSPACE. Moreover, there exists a
fized length-lezicographic and confluent presentation (I, R) such that the compressed
word problem for M(T', R) is EXPSPACE-complete.

Proof. For the upper bound we can use a result from [41]: for every fixed weight-
lexicographic and confluent presentation (I', R), the word problem for M(T', R) be-
longs to PSPACE. Thus, for two given SLPs G; and G2 we can first generate the
exponentially long words eval(G1) and eval(Gs) and then check in space bounded
polynomially in |eval(G)| + |eval(Gy)| whether eval(G1) < eval(Gs).

For the lower bound, let (0, S) be the presentation from the proof of Theorem 6.6,
where this time, the simulated machine A is a fixed Turing-machine that accepts an
EXPSPACE-complete language. Also for such a machine we may assume that it
operates in alternating phases of left and right sweeps. The presentation (0, S) is
length-lexicographic and confluent. W.l.o.g. the space bound for an input of length n
is 2". The number of phases can be bounded by 2¢2" for some constant ¢ > 0. Add
to © an absorbing symbol 0 and add to S the following rules: g — 0, gy — 0, 20 — 0
for all z € ©, and 0z — 0 for all x € ©. We call the resulting presentation again
(0,9); it is still length-lexicographic and confluent. Moreover, for an input word w
of length n, w is accepted by A if and only if 1go£¢2" ~1wd?" ~1*lq &g 0 (where g is
the initial state of A and O is the blank symbol), see also the proof of Theorem 6 in
[41]. Finally, note that the word 1¢o£¢2" ~1w?"~I*lq can be generated by an SLP
of polynomial size in n. O

The language {w € ©* | w g 0}, where (O, ) is the presentation from the
previous proof is context-sensitive. Thus, we obtain the following result:

COROLLARY 7.2. There exists a fixed context-sensitive language L such that the
compressed membership problem for L is EXPSPACE-complete.

8. Circuit complexity and compression. In this section we will investigate
the compressed membership problem for languages from very low complexity classes.
These classes are usually defined by uniform families of small depth Boolean circuit
families. An equivalent and for our purpose more suitable definition is based on
alternating Turing-machines with logarithmic time bounds, see Section 3.2. Recall
that ALOGTIME denotes the class of all languages that can be recognized on an
alternating Turing-machine in time O(log(n)). Within ALOGTIME, we can define
the logtime hierarchy: For k¥ > 1 we denote by E}fg (resp. H}fg) the class of all
languages that can be decided by an alternating Turing-machine in time O(log(n))
within k£ — 1 alternations (on every computation path) starting in an existential state
(resp. universal state). In [4], 2,8 U T, is proposed as a uniform version of ACY,



24 M. LOHREY

which is the class of all languages that can be recognized by a polynomial size, depth
k family of unbounded fan-in Boolean circuits. The union |J, -, %1% U I8 is also
called the logtime hierarchy LH. By [63], LH is a strict hierarchy.

The well-known polynomial time hierarchy [64] is defined similarly to the logtime
hierarchy: For k > 1 we denote by X% (resp. II}) the class of all languages that can be
decided by an alternating Turing-machine in polynomial time within k—1 alternations
(on every computation path) starting in an existential state (resp. universal state).

For the further investigations we will need the following lemma.

LEMMA 8.1. Incrementing a binary n-bit counter C' (with arbitrary initial value)
m times by 1 takes at total O(n +m) steps on a deterministic Turing machine.

Proof. W.l.o.g. assume that m is a power of 2. We assume that after each
increment, the read-write head moves back to the least significant bit of C. If the
first 7 bits of C' are 1°~10 in that order, then we need 2i steps for the increment. For
¢ > log(m), this will happen only once during the m increments. Thus, it suffices
to show that incrementing a binary log(m)-bit counter m times by 1 takes at total
O(m) steps. There are at most 2'°8(") % = 5 numbers t € {0,...,m} such that the
first ¢ bits of ¢ are 1710 in that order. Incrementing such a number by 1 takes 2i
steps. Thus, incrementing the counter m times by 1 takes at total Ziozgl(m) 257 <
2m Y2 | % = 4m steps. O

Of course, an analogous statement for decrementing a counter is also true.

THEOREM 8.2. For every language L in E}Cog (resp. Hfg) the compressed mem-
bership problem belongs to X} (resp. 11} ). Moreover, there exists a fized language L in
Efg (resp. Hlkog) such that the compressed membership problem for L is ¥} -complete
(resp. 11} -complete).

Proof. Tt suffices to prove the statement for X% and ZLOg , respectively, because
I} and H}fg are the corresponding complementary classes. Let us first show that
the compressed membership problem for L belongs to X} in case L belongs to E}cog .
Assume that L belongs to E}fg. Given a straight-line program G we simulate the
E}fg-algorithm on eval(G). Since |eval(G)| € 20" this simulation takes O(n) steps.
Moreover, the number of alternations during the simulation is k and we start in
an existential state. Finally note that if the Z}fg—machine has written a position
i € {1,...,]eval(G)|} on its address-tape and queries the i-th position of eval(G),
then in the simulation we have to determine the symbol eval(G)[i] which is possible
in polynomial time (with respect to |G|).

Next we will construct a language L in ng such that the compressed membership
problem for L is ¥¥-complete. First assume that k is odd. In this case the following
restricted version of QBF (quantified Boolean satisfiability), called Q3SAT),, is ¥%-
complete [70]:

INPUT: A quantified Boolean formula of the form

O = J7,1VTo - - AT : (a1, ..., Ty).

Here 7; = (x¢,,- -+ ,2¢,,,—1) (where {1 = 1 and {11 = n+1) is a sequence of Boolean
variables and ¢ is a formula in 3-CNF (a conjunction of disjunctions, each containing
exactly three literals) over the variables x1, ..., z,.

QUESTION: Is © a true quantified Boolean formula?

Let us take an instance © of Q3SAT, of the above form. Assume that ¢ = Cq A Ca A
-+ AN Cyy, where every C} is a disjunction of three literals. Note that there are 2™ truth
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input a string w € I'*
t := 2[log(|w|)] (by [3, Lemma 6.1], ¢ can be calculated in DLOGTIME)
s:=|w| — 1 (again, by [3, Lemma 6.1], s can be calculated in DLOGTIME)
p:=0;n:=0;
fori=1to k do
while w[s] = a; and t > 0 do
t:=t—1;s:=s—1;n:=n+1;
Guess existentially (if ¢ is odd) or universally (if ¢ is even) the n-th bit of
the number p.
endwhile
endfor
Copy the n-bit number p to the address tape, initialize a counter ¢ to 0, and
append ¢ to the n bits of the address tape. When querying the input tape
via the address tape, the machine A will interpret the content of the address
tape (i.e., the concatenation of the n bits of p followed by the bits of ¢) as the
number p + 2" - q.
while wp+2"-¢J=1and t >0 do
qg:=q+ 1 t:=t—-1;
endwhile
if w[p 4 2™ - q] = 0 then reject else accept

Fic. 8.1. The alternating Turing-machine A

assignments to the variables x1,...,x, and each of these truth assignments can be
represented by the vector (b1, ...,b,) where b; = 1 if the variable z; evaluates to true,
otherwise b; = 0. We order these vectors lexicographically, where the last position
gets the highest significance, i.e., (0,...,0) < (1,0,...,0) < --- < (1,...,1). Thus,
we can speak of the j-th truth assignment (0 < j < 2™ — 1). For each disjunction C;
define the word ¢; = bgby - - - ban_1, where b; € {0,1} is the truth value of C; under
the j-th truth assignment. In [8] it is shown that the word ¢; can be generated by an
SLP of size O(n). Let d; = €;11 — {;, i.e., d; is the number of variables in the i-th
block Z;. Let I' = {0,1,$,a1,...,a;} Finally, we define the word w(©) € T'* by

w(O) = cicp -+ - $2 /azk . ~a§2a‘111.

Since every ¢; can be generated by an SLP of size O(n), the word w(©) can be
generated by an SLP of polynomial size with respect to the size of the formula ©.
Note that |w(©)] =m-2" +2™ +n. Thus n < log(|w(0)]) and also m < log(|w(O)]).
The only use of the padding-factor $2” is to ensure m < log(|w(©)|). It remains
to construct a E}fg—machine A that accepts a given input word of the form w(©) if
and only if © is true. The behavior of this machine on inputs that are not of the
form w(O) is not important; it is only important that the logarithmic time bound is
respected, independently of the form of the input. This will be ensured by a counter
t. In the following, we write w[i] (z € {0,...,|w| — 1}), where is the current content
of the address tape, for the result of querying the input w via the random access
mechanism. Note that in contrast to the definition in Section 3.1, we number the
first position of w with 0 and the last position with |w| — 1. The alternating Turing-
machine A is described in Figure 8.1. Let us consider an example before we continue
with analyzing the machine A.
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EXAMPLE 8.3. Let © be the quantified Boolean formula
A VaeTws : (21 V2o V nx3) A (- V ag V x3),
which evaluates to true. We have ¢; = 11110111 and co = 10111111 and thus
w(©) = 1111011110111111$*azaza; .

Consider the truth assignment x1 = x9 = 1, 3 = 0. This is the third assignment
in lexicographic order (recall that we start with the 0-th assignment). The fact that
(x1Vx2V-xs) A (—x1 VagVes) is true under this assignment corresponds to the fact
that w(©)[3] = 1 and w(O)[3 4+ 2"] = w(O)[11] = 1. This is verified by the machine
A in the second while-loop, when p = 3 is guessed in the for-loop.

Now let us analyze the behavior of the alternating Turing-machine 4 on an input
w € I'*. All counters (¢, s, n, and ¢) in this algorithm only need log(|w|) bits
and are incremented (or decremented) only O(log(Jw|)) times. Thus, by Lemma 8.1
all increments and decrements for the various counters need O(log(|w|)) total time.
Hence, the counter ¢ enforces a logarithmic time bound of the whole algorithm. Since
the number of alternations is precisely k and A starts in an existential state, the
machine A is indeed a E}fg—machine. We claim that if the input w is of the form
w(O) for an instance © of Q3SAT},, then the counter ¢ does not reach the value 0 if A
is started on w(O). Let us fix an instance © of Q3SAT),, with n variables and m clauses.
Thus, n < log(|w(0)|) and m < log(Jw(O)]). From the construction of w(©) it follows
that A decrements the counter ¢ only n + m < 2[log(|w(©)|)] times when A runs on
the input w(O). Thus, t does not reach the value 0. Using this observation, it is easy
to see that A accepts w(O) if and only if © is true. This finishes the presentation of
a language in Z}:g with a X7-complete compressed membership problem for the case
that k£ is odd. If k is even, one can argue analogously, one only has to replace the
3-CNF formula by a 3-DNF formula. The resulting variant of Q3SAT),, is X¥-complete
[70]. O

Let us remark that the logtime hierarchy LH can be also characterized using
first-order logic (FO) with ordering and the BIT predicate: LH = FO[<, BIT], see,
e.g., [32] for definitions. Since for instance NP can be captured by existential second-
order logic (NP = SO3), it follows from Theorem 8.2 that FO[<, BIT] properties on
strings cannot be translated into SO3 properties on straight-line programs unless the
polynomial time hierarchy collapses. In a setting without the BIT predicate similar
definability issues are investigated in [1].

By Proposition 6.1, for every language in |J,~, NSPACE(log"(n)) the compressed
membership problem belongs to PSPACE. It turns out that we find languages with
a PSPACE-complete compressed membership problem already in ALOGTIME C
DSPACE(log(n)):

THEOREM 8.4. There exists a fized language L in ALOGTIME such that the
compressed membership problem for L is PSPACE-complete.

Proof. We can reuse the construction from the previous proof, except that we
start from an instance of QBF (quantified Boolean satisfiability) which is PSPACE-
complete [52]. O

One should note that it is not the case that for every ALOGTIME-complete
language the compressed membership problem is PSPACE-complete (unless P =
PSPACE): The word problem for the finite group S5 is ALOGTIME-complete [2]
but the compressed word problem for S5 is in P, in fact it is P-complete [7]. An-
other example is the word problem for the free group F3 of rank 2. Its compressed
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membership problem is P-complete by Theorem 4.9, whereas the word problem for
F5 is ALOGTIME-hard [57] but not even known to be in ALOGITME. Thus, in the
framework of straight-line programs, a general upgrading theorem analogously to [68]
does not hold. The next theorem states this fact in a more general context. For this,
we introduce a parallel notion of reducibility that we call LOGDCFL-reducibility.

A deterministic logspace-bounded AuxPDA is a deterministic pushdown automa-
ton that has an auxiliary read-write working tape of length O(log(n)) for an input
of length n [65]. It is known that a language can be recognized by a deterministic
logspace-bounded AuxPDA in polynomial time if and only if it belongs to the class
LOGDCFL, which is the class of all problems that are logspace reducible to a deter-
ministic context-free language [65]. We say that a function f : I'* — X* is computable
in LOGDCFL if there exists a deterministic logspace-bounded AuxPDA with an out-
put tape that computes for an input € I'* the word f(z) on the output tape in
polynomial time. This leads to the notion of LOGDCFL-reductions. LOGDCFL-
reducibility is denoted by <rocpcrL. It is easy to see that a LOGDCFL-computable
function belongs to the functional class L*C““FL of [27], which is the class of all func-
tions that can be computed by a logspace transducer which has additional access to
an oracle from LOGCFL. Since L*9%“FL is contained in functional NC? [27], we see
that LOGDCFL-computable functions also belong to functional NC?.

If R is any notion of reducibility, then we write A =¢ B for A < B <r A.
In the following proposition, we denote for a language K by C(K) the compressed
membership problem for K.

PROPOSITION 8.5. For every language L there exists a language K such that
L =nN(! K =LOGDCFL C(K)

Proof. Let us fix a language L C T'*, let # ¢ I' be a new symbol, and define

2 1
K ={ai#as#as---#" "a, |a1ag---a, € Lyaq,...,a, € T}

Then L =nct K is easy to see.

That K is LOGDCFL-reducible to C(K) is trivial. Thus, it remains to show
C(K) <rocpcrL K. Note that if an SLP G generates a word a;#as#2as -+ #" ta,
(which has length W), then |G| > n. This is true, because if for a nonterminal
A, evalg(A) contains more than one symbols from I', then A can occur only once in
the whole derivation tree generated by G. Now a LOGDCFL-reduction from C(K)
to K can be implemented as follows: For a given SLP G, a deterministic logspace-
bounded AuxPDA generates the word eval(G) on the pushdown in the same way
as context-free languages are recognized on pushdown automata. Moreover, every
time the AuxPDA pushes a terminal on the pushdown, it writes that terminal on the
output tape, increments a counter by 1 and removes the terminal from the pushdown.
If the counter reaches the value W + 1 (which has O(log(|G])) many bits in
its binary representation), then the AuxPDA terminates immediately (this ensures
a polynomial running time) and writes for instance ## on the output in order to
ensure that the generated output does not belong to K. If the counter does not reach
the value w + 1, then the AuxPDA finally has produced the word eval(G) on
the output. We have described a LOGDCFL-reduction from C(K) to K. O

From Proposition 8.5 it follows that if C is a complexity class that is closed
under NC'-reductions and such that C' has complete problems under some notion R
of reducibility that is weaker than LOGDCFL-reducibility (e.g., NC*-reducibility),
then C contains a language L such that both L and C(L) are complete for C' under
R-reducibility.
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We remark that also for hierarchical graph descriptions [38] (which can be viewed
as graph-generating straight-line programs) the correlation between the complexity
of a problem in its compressed and uncompressed variant, respectively, is quite loose.

9. Uniform variants. Many of the decision problems in this paper can be also
investigated in a uniform setting. For a class C of monoid presentations define the
compressed uniform word problem for the class C as the following decision problem:

INPUT: A monoid presentation (I', R) and two SLPs G; and G2 over the terminal
alphabet T'.

QUESTION: Does eval(G) <> eval(G2) hold?

Similarly we can define the compressed uniform membership problem for a class C
of languages. Here, we have to specify the representation of a language from C. For
various representations of regular languages, the complexity of the uniform compressed
membership problem was investigated in [55]. The upper bound in the following result
was also stated in [55].

THEOREM 9.1. The compressed uniform membership problem for the class of all
context-free languages (represented by context-free grammars) is PSPACE-complete.

Proof. The lower bound follows from Corollary 6.7. For the upper bound it was
argued in [55] that one can use a DSPACE(log?(n)) algorithm for parsing context-free
languages, in the same way as in the proof of Corollary 6.7. But here, a problem arises:
The uniform membership problem for context-free languages is P-complete, and thus
probably not contained in (J.,, DSPACE(log®(n)). On the other hand, by [26] the
uniform membership problem for context-free grammars in Chomsky normal form can
be solved in DSPACE(log?(|G| + |wl|)), where |G| is the size of the input grammar
and w is the word that has to be tested for membership. Since every context-free
grammar can be transformed in polynomial time into Chomsky normal form, we can
argue analogously to the proof of Proposition 6.1. O
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