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#### Abstract

We consider the problem of preprocessing an edge-weighted directed graph $G$ to answer queries that ask for the length and first hop of a shortest path from any given vertex $x$ to any given vertex $y$ avoiding any given vertex or edge. As a natural application, this problem models routing in networks subject to node or link failures. We describe a deterministic oracle with constant query time for this problem that uses $O\left(n^{2} \log n\right)$ space, where $n$ is the number of vertices in $G$. The construction time for our oracle is $O\left(m n^{2}+n^{3} \log n\right)$. However, if one is willing to settle for $\Theta\left(n^{2.5}\right)$ space, we can improve the preprocessing time to $O\left(m n^{1.5}+n^{2.5} \log n\right)$ while maintaining the constant query time. Our algorithms can find the shortest path avoiding a failed node or link in time proportional to the length of the path.
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1. Introduction. In the distance sensitivity problem, we wish to construct a data structure (which we call distance sensitivity oracle) for an edge-weighted directed graph $G$ that supports the following queries:
v -dist $(x, y, v)$ : returns the distance from vertex $x$ to vertex $y$ in $G-\{v\}$, i.e., the length (sum of edge weights) of the shortest possible path from $x$ to $y$ in $G$ avoiding vertex $v$, if one exists, and $+\infty$ otherwise.
e-dist $(x, y, u, v)$ : returns the distance from vertex $x$ to vertex $y$ in $G-\{(u, v)\}$, i.e., the length (sum of edge weights) of the shortest possible path from $x$ to $y$ in $G$ avoiding edge $(u, v)$, if one exists, and $+\infty$ otherwise.
We also consider the corresponding path queries, which we denote by v -path $(x, y, v)$ and e-path $(x, y, u, v)$, respectively. In this article, we denote by $n$ the number of vertices and by $m$ the number of edges in $G$. We also assume that edge weights are nonnegative. In our bounds, space is measured as the number of memory words,

[^0]where each word can hold the label of a vertex or edge or the weight of an edge or path.

In our directed case, we note that edge failures subsume vertex failures. The reduction is well known from work on disjoint paths. We split each vertex $v$ into an in-vertex $v_{0}$ and an out-vertex $v_{1}$, with an in-out edge ( $v_{0}, v_{1}$ ). The original incoming edges are moved to $v_{0}$ and the outgoing edges are moved to $v_{1}$. Now losing the edge $\left(v_{0}, v_{1}\right)$ due to a network failure has the same effect as losing vertex $v$ in the original graph.
1.1. Motivation. Our motivating scenario is a network where node/link failures happen quite rarely. As soon as a node or link failure has been noticed, we want to be able to answer distance queries and provide directions for shortest paths in the network without the failed node or link. On the other hand, we assume that we have plenty of time to compute a new data structure in the background. We model a network as a weighted directed graph where vertices correspond to network nodes, and edges correspond to network links. In this scenario, v-dist $(x, y, v)$ yields the distance from node $x$ to node $y$ in the network avoiding failed node $v$, and e-dist $(x, y, u, v)$ yields the distance from node $x$ to node $y$ in the network avoiding failed link $(u, v)$.

We note that the ability to deal with node/link failures enables us to deal with some other related aspects of the network. For example, by dealing with a link failure $(u, v)$, we actually deal with arbitrary changes to its weight. More precisely, we can simply compute the distance from vertex $x$ to vertex $y$ in the graph where $(u, v)$ has its weight changed to $w$ as $\min \left\{\mathrm{e}-\operatorname{dist}(x, y, u, v), d_{x u}+w+d_{v y}\right\}$, where $d_{x u}$ is the distance from vertex $x$ to vertex $u$ and $d_{v y}$ is the distance from vertex $v$ to vertex $y$ in the graph. Here, a weight change could model that traffic is moving slower/faster along a certain link. An interesting application of dealing with single weight changes is a local search like the one in [9]. There, one wants to consider a neighborhood of a given weight setting, where each neighbor is obtained by changing a single weight.

Another motivation for solving the distance sensitivity problem arises from recent interest in Vickrey pricing of networks [11, 19]. We describe this application in more detail in section 1.4.
1.2. Related work. A variant of the distance sensitivity problem, related to reachability in directed acyclic graphs w.r.t. edge failures, was first introduced by King and Sagert in [14], where they consider the problem of supporting sensitivity queries of the kind: "Is there a path from vertex $x$ to vertex $y$ that does not contain edge $(u, v)$ ?" Here, we are concerned with general weighted digraphs and distance queries instead of reachability queries, and we consider both vertex and edge failures.

This problem is similar to the replacement paths problem [11] (see also the erratum for $[11]$ and $[12,18,21]$ ) which, given a pair of vertices $x$ and $y$ in $G$, computes the set of shortest paths from $x$ to $y$ avoiding each of the vertices (or edges) on $\pi_{x y}$ one at a time, where $\pi_{x y}$ is the original shortest path from $x$ to $y$ in $G$. A method for solving this problem on undirected graphs in $O(m+n \log n)$ preprocessing time and $O(n)$ space is given for the vertex removal case in [18] and for the edge removal case in [11]. A method for solving this problem on unweighted directed graphs in $\tilde{O}(m \sqrt{n})$ preprocessing time and $\tilde{O}\left(n^{3 / 2}\right)$ space is given in [21].

However, in this paper we are interested in finding replacement paths for all possible sources and destinations, blowing up each of the above bounds by a factor $n^{2}$. In particular, the space becomes $O\left(n^{3}\right)$. Moreover, we consider the general case of a weighted directed graph.

Of a similar flavor is the most vital node (or arc) problem [1, 2, 4, 18], which is the problem of identifying the vertex (or edge) on a given shortest path, whose removal results in the longest replacement path.

The most natural approach to the distance sensitivity problem would be to use one of the recent dynamic all pairs shortest paths (APSP) algorithms [5, 6, 13, 15] and delete the failed vertex or edge. The best bounds [6, 25] take $\widetilde{O}\left(n^{2}\right)$ amortized time for real weighted directed graphs, but then queries avoiding the failed vertex or edge are answered in constant time. However, our goal here is to answer a query as quickly as possible after a vertex or edge failure, and then it may be faster to compute the answer from scratch at each query using an $O(n \log n+m)$ single-source shortest paths (SSSP) algorithm [10].

Another extreme solution would be to construct a table that for each vertex pair $(x, y)$ and each vertex/edge stores the distance from $x$ to $y$ avoiding that vertex/edge. For vertex failures, such a table of size $O\left(n^{3}\right)$ is trivially computed by $n$ APSP computations in $O\left(m n^{2}+n^{3} \log n\right)$ time. However, for edge failures the size of the trivial table is $\Theta\left(m n^{2}\right)$ and requires $m$ APSP computations. Space can be reduced (at least for the edge failure case) by working from one source $x$ at a time, constructing a shortest paths tree $T(x)$. This tree changes only if we remove any of the $O(n)$ vertices or edges in it. Hence, it is only for these vertices and edges that we need to record new distances from $x$. An implementation of this idea is given in [24]. If $h$ is the maximal hop count of a path in $T(x)$, the construction uses $h$ SSSP computations in $O(h m+h n \log n)$ time and $O(h n)$ space. However, we may have $h=\Omega(n)$, and repeating the construction from all sources, we end up with a construction time of $O\left(m n^{2}+n^{3} \log n\right)$ and a space bound of $O\left(n^{3}\right)$ for our all pairs case. The fundamental question considered here is if the cubic space bound can be improved.

Shortest paths computation. In the above time bounds, we have assumed that SSSP is solved in $O(m+n \log n)$ time using Fibonacci heaps in Dijkstra's SSSP algorithm [10] and that APSP is solved with an SSSP from each vertex in $O(m n+$ $\left.n^{2} \log n\right)$ time. We will make the same assumptions when stating our own results.

We note here that there are alternative faster algorithms in different situations. For example, if the weights are represented as integer or floating point numbers, we can compute SSSP in $O(m+n \log \log n)$ time [26], or even in $O(m)$ time if the graph is undirected [23]. In the case of real weights, we can solve APSP in $O\left(m n+n^{2} \log \log n\right)$ time for sparse graphs [20] and in $O\left(n^{3} \sqrt{\log \log n} / \log n\right)$ time for dense graphs [22, 27].

However, the above improvements are "only" by logarithmic factors, and in our results for distance sensitivity oracles, we are aiming at polynomial improvements in space and construction time. Hence we are satisfied just stating the time bounds assuming Fibonacci heaps in Dijkstra's algorithm.
1.3. Our results. The main result of this article is a deterministic oracle with fast query time for both vertex and edge failures that uses nearly the same space as that required for storing the distance matrix of the input graph. More precisely, we construct an oracle that uses $O\left(n^{2} \log n\right)$ space and answers distance queries subject to a vertex or edge failure in $O(1)$ worst-case time. This result is quite surprising, since the space bound is significantly smaller than $\Theta\left(n^{3}\right)$ and yet our scheme answers queries in $O(1)$ time. We also present an $\Omega(m)$ space lower bound for the single-source version of the problem. Since $m$ can be as high as $\Omega\left(n^{2}\right)$, our oracle is thus almost space-optimal.

The construction time for our oracle is $O\left(m n^{2}+n^{3} \log n\right)$ in the worst case. However, if one is willing to settle for $\Theta\left(n^{2.5}\right)$ space, we can improve the preprocessing

TABLE 1.1
Known results and our contribution.

| References | Context | Graph type | Construction time | Space | Query <br> time |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Nardelli et al. [18] | Most vital node detection [v-dist $(x, y, v)]$ | Undirected | $O\left(m n^{2}+n^{3} \log n\right)$ | $O\left(n^{3}\right)$ | $O(1)$ |
| Hershberger <br> \& Suri [11] | $\begin{aligned} & \text { Vickrey pricing } \\ & \text { in networks } \\ & {[\mathrm{e}-\mathrm{dist}(x, y, u, v)]} \end{aligned}$ | Undirected | $O\left(m n^{2}+n^{3} \log n\right)$ | $O\left(n^{3}\right)$ | $O(1)$ |
| Our contribution | $\begin{aligned} & \text { Vertex/edge failure } \\ & {[\mathrm{v}-\operatorname{dist}(x, y, v)]} \\ & {[\mathrm{e}-\operatorname{dist}(x, y, u, v)]} \end{aligned}$ | Directed (or undirected) | Method 1 |  |  |
|  |  |  | $O\left(m n^{2}+n^{3} \log n\right)$ | $O\left(n^{2} \log n\right)$ | $O(1)$ |
|  |  |  | Metho | d 2 |  |
|  |  |  | $O\left(m n^{1.5}+n^{2.5} \log n\right)$ | $O\left(n^{2.5}\right)$ | $O(1)$ |

time to $O\left(m n^{1.5}+n^{2.5} \log n\right)$, and the query time remains constant. In Table 1.1 we place our bounds in perspective by comparing them to the bounds for related problems obtainable with previous algorithms: in the context of most vital node detection and Vickrey pricing, we are extrapolating the performance of algorithms designed for a single source-destination pair to the all pairs case.

To achieve our bounds, we construct data structures where we store information about APSP excluding only vertices or edges with specific properties, rather than excluding all possible vertices or edges. We also store information about shortest paths where we exclude vertices on entire subpaths, rather than single vertices. We remark that our algorithms are very simple and thus amenable to efficient implementations.

We note that vertex failures in directed graphs trivially subsume vertex failures in undirected graphs, but the same does not hold for link failures as an undirected link failure corresponds to two symmetric directed link failures. However, our solutions happen to work for the undirected case as well.

Part of the results presented in this paper for link failures were presented in two conference papers: one by the first two authors [7] which presented the two algorithms, and the other by the last two authors [3]. The paper [3] improves the query time from [7], but it also has an extra claim on construction time which is incorrect. Additionally, this paper presents results obtained by the last two authors on extending the oracles in $[7,3]$ to efficiently handle node failures in addition to link failures. This paper also presents a lower bound result obtained by the first two authors on the space requirement for the single-source version of the distance oracle problem.
1.4. Vickrey pricing in networks. The Vickrey mechanism is a generalization of the sealed bid second price auction, in which the highest bidder wins the auction but pays a price equal to the second highest bid. This auction protocol motivates a rational bidder to bid truthfully [17]. In a distributed network in which multiple rational selfinterested agents own different parts of the network, Vickrey mechanism is often the best way to determine the utility of various network elements. In order to elicit truthful responses from the agents, each agent is compensated in proportion to the marginal utility he/she brings to the network. Willing manipulations by participating

TABLE 1.2
Complexity of computing Vickrey payments for all vertex pairs.

| Algorithm | Time | Space | Query time |
| :---: | :---: | :---: | :---: |
| Naïve | $O\left(n^{2}(m+n \log n)\right)$ | $O\left(n^{3}\right)$ | $O(1)$ |
| Our 1st result | $O\left(n^{2}(m+n \log n)\right)$ | $O\left(n^{2} \log n\right)$ | $O(1)$ |
| Our 2nd result | $O\left(n^{1.5}(m+n \log n)\right)$ | $O\left(n^{2.5}\right)$ | $O(1)$ |

agents is eliminated by making an agent's payment depend only on the declarations of other agents.

Consider a scenario in which we need to find shortest paths in a network $G$, where links are owned by self-interested agents. Agents are assumed to bid on each link individually. Nisan and Ronen [19] formulated the following expression as the payment $p^{e}(x, y)$ to be made to the owner of a link $e$ for a given vertex pair $(x, y)$ :

$$
p^{e}(x, y)= \begin{cases}d_{x y}\left(\left.G\right|_{w_{e}=\infty}\right)-d_{x y}\left(\left.G\right|_{w_{e}=0}\right) & \text { if } e \in \pi_{x y} \\ 0 & \text { otherwise }\end{cases}
$$

where $\pi_{x y}$ is a shortest path from vertex $x$ to vertex $y$ in $G$, and $d_{x y}\left(\left.G\right|_{w_{e}=k}\right)$ is the distance from vertex $x$ to vertex $y$ in $G$, where the weight of edge $e$ is set to $k$. For any $e \in \pi_{x y}$, the term $d_{x y}\left(\left.G\right|_{w_{e}=0}\right)$ can be simply computed as $d_{x y}\left(\left.G\right|_{w_{e}=0}\right)=d_{x y}-w_{e}$, where $d_{x y}$ is the distance from $x$ to $y$ in $G$. However, computing $d_{x y}\left(\left.G\right|_{w_{e}=\infty}\right)$ naïvely for all $e \in \pi_{x y}$ requires running an $O(m+n \log n)$ time shortest paths algorithm [8, 10] on $G-\{e\}$ for each $e \in \pi_{x y}$. This can be as high as $O\left(m n+n^{2} \log n\right)$ in the worst case. This problem was studied in [11], but no improvement to this trivial bound is known.

The distance sensitivity problem we study in this article is a generalization of the above problem to the situation where one is potentially interested in finding all Vickrey payments for all vertex pairs (instead of a single pair). In this case our first algorithm can carry out the entire computation using significantly less space than that used by the naïve algorithm. On the other hand, our second algorithm reduces both time and space requirements of the computation. The complexities of all three algorithms are compared in Table 1.2. Observe, however, that for very sparse graphs the running time of the naïve algorithm can be improved to $O(m n(m+n \log \log n))$ [20].
1.5. Organization of the article. The remainder of this article is organized as follows. In section 2 we introduce the notation used in the article, and we discuss some simple properties that will be useful in the description of our results. In particular, we define the notion of "path cover," showing how to use information about shortest paths which avoid all vertices on certain paths in the graph to determine a shortest path that avoids a single vertex. In section 3 we show how to efficiently compute shortest paths from any given vertex to all other vertices in a directed graph $G$ with nonnegative real-valued edge weights where we avoid all vertices on certain
types of paths. These tools are used in section 4 to devise an oracle for the distance sensitivity problem that answers v-dist queries in constant worst-case time using nearly the same space required for storing a single distance matrix. This oracle can be constructed in $O\left(m n^{2}+n^{3} \log n\right)$ worst-case time. In section 5 we show that, if one is willing to settle for more space, we can reduce the preprocessing time to $O\left(m n^{1.5}+n^{2.5} \log n\right)$. This second oracle uses $O\left(n^{2.5}\right)$ space while still answering v-dist queries in constant worst-case time. Section 6 shows how to extend the oracles designed for vertex failures to also deal with edge failures, and section 7 addresses the problem of supporting path queries v-path and e-path. A space lower bound for the single-source version of the distance sensitivity problem is discussed in section 8 . Finally, section 9 provides some concluding remarks.
2. Preliminaries. Let $G=(V, E, w)$ be a directed graph with vertex set $V$, edge set $E$, and edge weight function $w$. Throughout the article, we assume that, for each pair of vertices $x$ and $y$ such that $y$ is reachable from $x$, there is a unique shortest path from $x$ to $y$. This is without loss of generality, since ties can be broken arbitrarily (see, e.g., [6]).
2.1. Notation. In this article, a path $p_{x y}$ is a sequence of vertices of the form $p_{x y}=\left\langle v_{0}, v_{1}, v_{2}, \ldots, v_{k-1}, v_{k}\right\rangle$ such that $v_{0}=x, v_{k}=y$, and $\left(v_{i}, v_{i+1}\right) \in E$ for every $i, 0 \leq i<k$. Thus, $G-p_{x y}$ is the subgraph of $G$ induced by the vertex set $V-\left\{x, v_{1}, \ldots, v_{k-1}, y\right\}$. We let $p_{x y} \cdot p_{y z}$ denote the concatenation of path $p_{x y}$ with path $p_{y z}$. We denote by $w_{x y}$ the weight of edge $(x, y)$ in $G$, and we indicate with $w\left(p_{x y}\right)$ the length of $p_{x y}$, i.e., the sum of weights of edges in $p_{x y}$. We also denote by $T(x)$ the single-source shortest path tree of $G$ with source $x$, and we denote by $\pi_{x y}$ the (unique) shortest path from vertex $x$ to vertex $y$ in $G$, if any. Using a geometrical analogy, we sometimes look at shortest paths as "segments," using the notation $[x, y]$ instead of $\pi_{x y}$. Similarly, we sometimes use $] x, y\left[\right.$ to denote $\pi_{x y}-\{x, y\},[x, y[$ to denote $\pi_{x y}-\{y\}$, and $\left.] x, y\right]$ to denote $\pi_{x y}-\{x\}$. We indicate with $d_{x y}$ the length of $\pi_{x y}$ (distance from $x$ to $y$ in $G$ ), and with $h_{x y}$ the number of edges in $\pi_{x y}$ (number of hops). If $y$ is not reachable from $x$, we assume that $d_{x y}=h_{x y}=+\infty$. By $\widehat{G}$ we denote the directed graph obtained from $G$ by reversing the orientation of edges. Thus, $\widehat{\pi}$ and $\widehat{T}$ denote $\pi$ and $T$ in $\widehat{G}$. If $T$ is a rooted tree, we let $B_{T}(i, j)$ denote the set of paths in $T$ that connect vertices at level $i$ with vertices at level $j>i$ in the tree, assuming that the root of $T$ has level 0 . Notice that, if $\pi_{c d} \in B_{T(x)}(i, j)$, then $h_{c d}=j-i$. Let $a$ and $b$ be vertices on $p_{x y}$; we say that $a<b$ if $a$ appears before $b$ on $p_{x y}$, and $a \leq b$ if $a<b$ or $a=b$. Finally, by $\pi_{x y}^{u v}$ we denote a shortest path from vertex $x$ to vertex $y$ in $G-[u, v]$. The path $\pi_{x y}^{u v}$ could be thought of as an optimal "replacement path" from $x$ to $y$ to be used in case all vertices in $[u, v]$ fail. Observe that, for each internal vertex $v$ in $\pi_{x y}, \mathrm{v}$-dist $(x, y, v)=w\left(\pi_{x y}^{v v}\right)$. Indeed, the goal of this article is to provide methods for answering queries about $\pi_{x y}^{v v}$. The notation used in this article is summarized in Table 2.1.
2.2. Structural properties. By our assumption of uniqueness of shortest paths, for any pair of vertices $a, b \in \pi_{x y}$ such that $a \leq b, \pi_{a b}$ is a subpath of $\pi_{x y}$. Moreover, if $\pi_{x y}=\left\{v_{0}, v_{1}, \ldots, v_{k-1}, v_{k}\right\}$, then $\hat{\pi}_{y x}=\left\{v_{k}, v_{k-1}, \ldots, v_{1}, v_{0}\right\}$; i.e., one is the reversal of the other.

We now discuss a simple structural property of $\pi_{x y}^{u v}$. In particular, the following claim shows that, if $y$ is reachable from $x$ in $G-[u, v]$, then $\pi_{x y}^{u v}$ and $\pi_{x y}$ share a common prefix and a common suffix and are vertex-disjoint elsewhere (see Figure 2.1). Intuitively, the internal subpath of $\pi_{x y}^{u v}$ that is vertex-disjoint from $\pi_{x y}$ can be thought

Table 2.1
Notation used in this article.

| Notation | Meaning |
| :---: | :---: |
| $G$ | edge-weighted directed graph $G=(V, E, w)$ |
| $w_{x y}$ | weight of edge ( $x, y$ ) in $G$ |
| $p_{x y}$ | path $\left\langle x, v_{1}, v_{2}, \cdots, v_{k-1}, y\right\rangle$ from vertex $x$ to vertex $y$ in $G$ |
| $p_{x y} \cdot p_{y z}$ | concatenation of path $p_{x y}$ with path $p_{y z}$ |
| $w\left(p_{x y}\right)$ | length of path $p_{x y}$ (sum of weights of edges in $p_{x y}$ ) |
| $\pi_{x y}$ or $[x, y]$ | shortest path from vertex $x$ to vertex $y$ in $G$ (we assume it is unique) |
| ] $x, y[$ | $\pi_{x y}-\{x, y\}$ |
| [ $x, y$ [ | $\pi_{x y}-\{y\}$ |
| ] $x, y$ ] | $\pi_{x y}-\{x\}$ |
| $h_{x y}$ | number of edges in $\pi_{x y}$ |
| $d_{x y}$ | distance from vertex $x$ to vertex $y$ in $G \quad\left(d_{x y}=w\left(\pi_{x y}\right)\right)$ |
| $T(x)$ | shortest path tree rooted at $x$ in $G$ ( $x$ is at level 0 in $T(x)$ ) |
| $\widehat{G}$ | reversed graph $(V, \widehat{E}, \widehat{w})$ s.t. $\widehat{E}=\{(x, y):(y, x) \in E\}$ and $\widehat{w}_{x y}=w_{y x}$ |
| $\widehat{T}(x), \widehat{\pi}_{x y}$ | $T(x)$ and $\pi_{x y}$ in $\widehat{G}$ instead of $G$ |
| $B_{T}(i, j)$ | set of all paths in tree $T$ connecting vertices at level $i$ to vertices at level $j$ |
| $a<b$ in $p_{x y}$ | vertex $a$ precedes vertex $b$ in $p_{x y}$ |
| $\pi_{x y}^{u v}$ | shortest path from $x$ to $y$ in $G-[u, v]$ |
| $d_{x y}\left(l_{1}, l_{2}, r_{1}, r_{2}\right)$ | $\begin{array}{cl} \min & \begin{array}{l} a \in\left[l_{1}, l_{2}[ \right. \\ \left.b \in] r_{1}, r_{2}\right] \end{array} \\ & \left\{d_{x a}+w\left(\pi_{a b}^{l_{2} r_{1}}\right)+d_{b y}\right\} \quad \text { (see Definition 2.1) } \\ \hline \end{array}$ |

of as an "optimal detour" that avoids vertices in $[u, v]$.
Claim 1. Let $G=(V, E, w)$ be an edge-weighted directed graph. For any $x, y \in V$ and for any $u, v \in \pi_{x y}$ with $x<u \leq v<y$, if $\pi_{x y}^{u v} \neq \emptyset$, then there exist two vertices $a, b \in \pi_{x y}$ such that $\pi_{x y}^{u v}=\pi_{x a} \cdot p_{a b} \cdot \pi_{b y}$, where $p_{a b} \cap \pi_{a b}=\{a, b\}$.

Proof. We first notice that $\pi_{x y}$ and $\pi_{x y}^{u v}$ are both paths in $G$, since every path in $G-[u, v]$ is also a path in $G$. Moreover, $\pi_{x y} \neq \pi_{x y}^{u v}$, since $u \in \pi_{x y}$, but $u \notin \pi_{x y}^{u v}$.

Now, let $p_{x a}$ be the longest common prefix of $\pi_{x y}^{u v}$ and $\pi_{x y}$, and let $p_{b y}$ be their longest common suffix. These subpaths are never empty, since $\pi_{x y}^{u v}$ and $\pi_{x y}$ share at least their endpoints. This proves the existence of vertices $a$ and $b$ in our claim.

Since every subpath of $\pi_{x y}$ is a shortest path (by the optimal substructure property of shortest paths) and shortest paths are unique in $G$, then $p_{x a}=\pi_{x a}$ and $p_{b y}=\pi_{b y}$. Furthermore, since $\pi_{x y} \neq \pi_{x y}^{u v}$, then $a \neq b$ and $p_{x a} \cap p_{b y}=\emptyset$. Thus, we can write $\pi_{x y}^{u v}$ as $\pi_{x a} \cdot p_{a b} \cdot \pi_{b y}$ for some $p_{a b}$.

It remains to prove that $p_{a b} \cap \pi_{a b}=\{a, b\}$. Suppose by contradiction that there is a vertex $c \in p_{a b} \cap \pi_{a b}$ such that $a<c<b$. Now, observe that $c \notin[u, v]$, since $p_{a b} \cap[u, v]=\emptyset$, and that $[u, v]$ is a subpath of $\pi_{a b}$, since $\pi_{x a} \cap[u, v]=\emptyset$ and $\pi_{b y} \cap[u, v]=$ $\emptyset$. Assume without loss of generality that $c<u$ in $\pi_{x y}$ (the case $v<c$ is completely analogous). Consider the subpath $\pi_{a c}$ of $\pi_{a b}$, and notice that it is a shortest path in both $G$ and $G-[u, v]$. Now, $p_{a b}$ is a shortest path in $G-[u, v]$, and thus, by the optimal-substructure property, its subpath $p_{a c}$ has to be shortest as well in $G-[u, v]$. Since shortest paths are unique in $G-[u, v]$, then $p_{a c}=\pi_{a c}$, and thus $\pi_{x y}$ and $\pi_{x y}^{u v}$


Fig. 2.1. Structure of a replacement path $\pi_{x y}^{u v}=\pi_{x a} \cdot p_{a b} \cdot \pi_{b y}$.
share the same subpath from $x$ to $c>a$. This means that $a$ cannot be the last vertex of the longest common prefix of $\pi_{x y}^{u v}$ and $\pi_{x y}$, which is clearly a contradiction.
2.3. Path covering. We now discuss the notion of "path covering" that will be crucial to proving the correctness of our query algorithms.

Definition 2.1. Let $x \leq l_{1}<l_{2} \leq r_{1}<r_{2} \leq y$ be vertices on $\pi_{x y}$. We define $d_{x y}\left(l_{1}, l_{2}, r_{1}, r_{2}\right)$ as

$$
d_{x y}\left(l_{1}, l_{2}, r_{1}, r_{2}\right)=\min _{\substack{a \in\left[l_{1}, l_{2}[ \\b \in] r_{1}, r_{2}\right]}}\left\{d_{x a}+w\left(\pi_{a b}^{l_{2} r_{1}}\right)+d_{b y}\right\},
$$

and we say that a value $d$ covers $\left[l_{1}, l_{2}[\times] r_{1}, r_{2}\right]$ w.r.t. $x, y$ if $d \leq d_{x y}\left(l_{1}, l_{2}, r_{1}, r_{2}\right)$. In this case, we also say that $d$ covers all paths of the form $\pi_{x a} \cdot \pi_{a b}^{l_{2} r_{1}} \cdot \pi_{b y}$ for each $a \in\left[l_{1}, l_{2}[\right.$ and for each $\left.b \in] r_{1}, r_{2}\right]$.

Observe that $d_{x y}\left(l_{1}, l_{2}, r_{1}, r_{2}\right)$ is the distance from vertex $x$ to vertex $y$ in $G$ using paths that first follow a shortest path from $x$ to some vertex $a$ in $\left[l_{1}, l_{2}[\right.$, then take an optimal detour that avoids all vertices in $\left[l_{2}, r_{1}\right]$, and finally go through a shortest path from some vertex $b$ in $\left.] r_{1}, r_{2}\right]$ to $y$. The following claim, which easily follows from Definition 2.1 and from Claim 1 , states that, if $l_{1}=x$ and $r_{2}=y$, then $d_{x y}\left(l_{1}, l_{2}, r_{1}, r_{2}\right)$ is equal to the length of the shortest path from $x$ to $y$ avoiding $[u, v]$.

Claim 2. Let $x<u \leq v<y$ be vertices on $\pi_{x y}$. Then $w\left(\pi_{x y}^{u v}\right)=d_{x y}(x, u, v, y)$.
We now show how information about the distance from $x$ to $y$ avoiding $[u, v]$ with detours having constrained positions of their endpoints can be used to compute $w\left(\pi_{x y}^{u v}\right)$. The following claim will be useful to prove the correctness of our query algorithms.

Claim 3. For any $x<\widehat{u} \leq \widetilde{u}<u \leq v<\widetilde{v} \leq \widehat{v}<y$ on $\pi_{x y}$,

$$
d_{x y}(x, u, v, y)=\min \left\{d_{x y}(x, \widetilde{u}, \widetilde{v}, y), d_{x y}(\widehat{u}, u, v, y), d_{x y}(x, u, v, \widehat{v})\right\}
$$

Proof. Let the endpoints of the optimal detour in $\pi_{x y}^{u v}$ be $a$ and $b, a<b$, and consider all possible positions of $a$ in $[x, u[$ :

- $a$ in $\left[x, \widehat{u}\left[: d_{1}=d_{x y}(x, u, v, \widehat{v})\right.\right.$ handles the cases when $b$ lies in $\left.] v, \widehat{v}\right]$; i.e., $d_{1}$ covers $[x, \widehat{u}[\times] v, \widehat{v}]$ w.r.t. $x, y$. Moreover, $d_{2}=d_{x y}(x, \widetilde{u}, \widetilde{v}, y)$ handles the cases when $b$ lies in $] \widehat{v}, y]$; i.e., $d_{2}$ covers $[x, \widehat{u}[\times] \widehat{v}, y]$ w.r.t. $x, y$. Thus, $d_{3}=\min \left\{d_{x y}(x, u, v, \widehat{v}), d_{x y}(x, \widetilde{u}, \widetilde{v}, y)\right\}$ handles all possible positions of $b$ in $] v, y]$; i.e., $d_{3}$ covers $[x, \widehat{u}[\times] v, y]$ w.r.t. $x, y$.
- $a$ in $\left[\widehat{u}, u\left[: d_{4}=d_{x y}(\widehat{u}, u, v, y)\right.\right.$ handles the cases where $b$ lies in $\left.] v, y\right]$; i.e., $d_{4}$ covers $[\widehat{u}, u[\times] v, y]$ w.r.t. $x, y$.
Thus, for each possible position of $a$ in $\left[x, u\left[, d_{5}=\min \left(d_{x y}(x, \widetilde{u}, \widetilde{v}, y), d_{x y}(\widehat{u}, u, v, y)\right.\right.\right.$, $\left.d_{x y}(x, u, v, \widehat{v})\right)$ handles all possible positions of $b$ in $\left.] v, y\right]$; i.e., $d_{5}$ covers $[x, u[\times] v, y]$ w.r.t. $x, y$. Since $d_{5}$ equals the length of some path from $x$ to $y$ in $G-[u, v]$, we can then conclude that $d_{5}=d_{x y}(x, u, v, y)$.

3. Distances under deletion of paths. In this section we provide simple algorithms for computing distances in a directed graph $G$ with nonnegative realvalued edge weights where we avoid all vertices on certain paths. These algorithms will be useful in sections 4 and 5 for constructing distance sensitivity oracles.

Let $x$ be a vertex and let $P$ be a set of shortest paths in $G$. We consider the problem of designing a procedure exclude $(G, x, P)$ that computes for each path $\pi \in P$ the distances from vertex $x$ to all other vertices in $G-\pi$. Throughout this article we assume that the deletion of the vertices on a given path $\pi$ results in the deletion of all its vertices including its endpoints.

We can compute exclude $(G, x, P)$ with a straightforward algorithm that runs in $O(|P|(m+n \log n))$ worst-case time using a Dijkstra computation [10] on the graph $G$ with all vertices in $\pi$ deleted for each $\pi \in P$. In the remainder of this section we show that this computation can be made considerably more efficient if we restrict our attention to $P \subseteq T(x)$ (i.e., every path in $P$ is also a path in $T(x)$ ) and if we assume that paths in $P$ are "independent," a notion we define in Definition 3.1.
3.1. Algorithm fast-exclude. In this section we devise a variant of exclude $(G, x, P)$, which we call fast-exclude $(G, x, P)$, for the case when $P \subseteq T(x)$. As above, our goal is to compute for each path $\pi \in P$ the distances from vertex $x$ to all other vertices in $G-\pi$.

Let $P \subseteq T(x)$, and for any path $\pi \in P$, denote by $T_{x}(\pi)$ the subtree of $T(x)$ rooted at the first vertex of $\pi$, and let $W_{\pi}$ be the set of all vertices in $T_{x}(\pi)$ except the vertices on $\pi$. We observe that only vertices in $W_{\pi}$ may have their distances from $x$ increased if we remove from $G$ the vertices on $\pi$. Now, consider the following directed graph $G_{\pi}=\left(V_{\pi}, E_{\pi}, w_{\pi}\right)$, where the following hold:

- $V_{\pi}=W_{\pi} \cup\{x\}$.
- $E_{\pi}$ contains an edge from $x$ to each vertex in $W_{\pi}$ and the edges in $G$ induced by vertices in $W_{\pi}$.
- $w_{\pi, a b}$ is the weight of edge $(a, b)$ in $G_{\pi}$ defined as

$$
w_{\pi, a b}= \begin{cases}\min _{c \notin T_{x}(\pi)}\left\{d_{x c}+w_{c b}\right\} & \text { if } a=x, \\ w_{a b} & \text { otherwise },\end{cases}
$$

where we assume that $d_{x c}=+\infty$ if $c$ is not reachable from $x$ in $G$ and $w_{c b}=+\infty$ if $(c, b)$ is not an edge of $G$.
It is not difficult to see (see proof of Claim 4) that the shortest path from vertex $x$ to a vertex $v$ in $W_{\pi}$ has the same length in $G-\pi$ as the shortest path from $x$ to $v$ in $G_{\pi}$. Hence, distances in $G-\pi$ from $x$ to all vertices in $W_{\pi}$ can be computed by a Dijkstra computation on $G_{\pi}$ with source $x$. The algorithm fast-exclude $(G, x, P)$ works in the same way as exclude $(G, x, P)$, but it uses $G_{\pi}$ instead of $G$ for each $\pi$ in $P$.

Since the graph $G_{\pi}$ is typically smaller than $G$, fast-exclude can be expected to have better performance than exclude for any collection of paths $P \subseteq T(x)$. We now define the notion of independent shortest paths, and we show that fast-exclude performs significantly better than exclude when $P \subseteq T(x)$ is a collection of independent shortest paths.

Definition 3.1. Let $T$ be a rooted tree and let $\pi_{u v}$ and $\pi_{u^{\prime} v^{\prime}}$ be two paths in $T$. We say that $\pi_{u v}$ and $\pi_{u^{\prime} v^{\prime}}$ are independent in $T$ if the subtree of $T$ rooted at $u$ and the subtree of $T$ rooted at $u^{\prime}$ are disjoint.

Claim 4. If $P \subseteq T(x)$ is a set of pairwise independent shortest paths in $T(x)$, then algorithm fast-exclude $(G, x, P)$ requires $O(m+n \log n)$ time in the worst case
and computes the same output as exclude $(G, x, P)$.
Proof. Using the notation given above, for a given $\pi \in P$, let $\pi^{\prime}{ }_{x y}$ be the shortest path from $x$ to any $y \in W_{\pi}$ avoiding the vertices on $\pi$. Let $b$ be the first vertex on $\pi^{\prime}{ }_{x y}$ such that $b \in W_{\pi}$, and let $c$ be the vertex preceding $b$. Then let us write $\pi^{\prime}{ }_{x y}=p_{x c} \cdot\langle c, b\rangle \cdot \pi^{\prime}{ }_{b y}$, where $\langle c, b\rangle$ is the path from $c$ to $b$ formed by the single edge $(c, b)$. Since for any $z \notin T_{x}(\pi)$, the path $\pi_{x z}$ is composed entirely of the vertices in $T(x)-T_{x}(\pi)$, it follows that $p_{x c}=\pi_{x c}$. Also note that $\pi^{\prime}{ }_{b y}$ cannot contain any vertex $z \notin T_{x}(\pi)$, since if it contains such a vertex $z$, then $\pi_{x z}$ will be a shorter path to $z$, contradicting our choice of $b$. These two observations justify the use of $G_{\pi}$ instead of $G-\pi$ in order to compute the shortest path tree rooted at $x$ avoiding the vertices on $\pi$.

For each $\pi \in P,\left|V_{\pi}\right|$ is never greater than the number of vertices in $T_{x}(\pi)$. Since the paths in $P$ are pairwise independent, any two such subtrees are disjoint for distinct paths in $P$. Since each $E_{\pi}$ contains edges in $G$ induced by vertices in $W_{\pi}$ and edges from $x$ to only the vertices in $W_{\pi}$, it follows that the sum of the cardinalities of all $V_{\pi}$ and $E_{\pi}$ are linear in $n$ and $m$, respectively. Hence, fast-exclude $(G, x, P)$ runs in $O(m+n \log n)$ time when $P \subseteq T(x)$ is a set of independent shortest paths.
4. Oracle with $O(1)$ query time and $O\left(n^{2} \log n\right)$ space. In this section we describe a deterministic oracle for single-vertex failure with constant query time that uses nearly the same space as that required for storing a single distance matrix. In particular, we show how to preprocess a graph with nonnegative real-valued edge weights in $O\left(m n^{2}+n^{3} \log n\right)$ worst-case time, producing a compact oracle that uses $O\left(n^{2} \log n\right)$ space and answers v -dist queries in $O(1)$ worst-case time.
4.1. Data structure. Using $O\left(n^{2} \log n\right)$ space, we maintain each $d_{x y}$ and $h_{x y}$, and we maintain six matrices $d l, d r, s l, s r, v l$, and $v r$ of size $n \times n \times\left\lfloor\log _{2} n\right\rfloor$ defined for every pair of distinct vertices $x$ and $y$ as follows:

- $d l[x, y, i]=$ distance from vertex $x$ to vertex $y$ in $G-\pi$, where $\pi$ is the subpath of $\pi_{x y}$ starting at level $2^{i-1}$ and ending at level $2^{i}-1$ in $T(x)$, and $1 \leq i \leq \log _{2} h_{x y} ;$
- $d r[x, y, i]=$ distance from vertex $y$ to vertex $x$ in $\widehat{G}-\pi$, where $\pi$ is the subpath of $\widehat{\pi}_{y x}$ starting at level $2^{i-1}$ and ending at level $2^{i}-1$ in $\widehat{T}(y)$, and $1 \leq i \leq \log _{2} h_{x y} ;$
- $s l[x, y, i]=$ distance from vertex $x$ to vertex $y$ in $G-\{v\}$, where $v$ is the vertex of $\pi_{x y}$ at level $2^{i-1}$ in $T(x)$, and $1 \leq i<1+\log _{2} h_{x y}$;
- $s r[x, y, i]=$ distance from vertex $y$ to vertex $x$ in $\widehat{G}-\{v\}$, where $v$ is the vertex of $\widehat{\pi}_{y x}$ at level $2^{i-1}$ in $\widehat{T}(y)$, and $1 \leq i<1+\log _{2} h_{x y}$;
- $v l[x, y, i]=$ vertex of $\pi_{x y}$ at level $2^{i-1}$ in $T(x)$, where $1 \leq i \leq 1+\log _{2} h_{x y}$;
- $v r[x, y, i]=$ vertex of $\widehat{\pi}_{y x}$ at level $2^{i-1}$ in $\widehat{T}(y)$, where $1 \leq i \leq 1+\log _{2} h_{x y}$.
4.2. Preprocessing. The above quantities are computed in the preprocessing phase as follows:
- Distances $d_{x y}$ and $h_{x y}$ and matrices $v l$ and $v r$ are easily initialized from shortest path trees of $G$.
- To compute $d l[x, y, i]$, we call procedure exclude $\left(G, x, B_{T(x)}\left(2^{i-1}, 2^{i}-1\right)\right)$, discussed in section 3 , for each $x$ and for each $i, 1 \leq i<\log _{2} n$.
- To compute $d r[x, y, i]$, we call procedure $\operatorname{exclude}\left(\widehat{G}, y, B_{\widehat{T}(y)}\left(2^{i-1}, 2^{i}-1\right)\right)$, for each $y$ and for each $i, 1 \leq i<\log _{2} n$.

```
function v -dist \((x, y, v): \mathcal{R}\)
    if \(d_{x v}+d_{v y}>d_{x y}\) then return \(d_{x y}\)
    \(l \leftarrow\left\lceil\log _{2} h_{x v}\right\rceil\)
    if \(l=\log _{2} h_{x v}\) then return \(s l[x, y, l+1]\)
    \(r \leftarrow\left\lceil\log _{2} h_{v y}\right\rceil\)
    if \(r=\log _{2} h_{v y}\) then return \(s r[x, y, r+1]\)
    \(\hat{u} \leftarrow v r[x, v, l], \hat{v} \leftarrow v l[v, y, r]\)
    \(d \leftarrow \min \left\{d_{x \hat{u}}+s l[\hat{u}, y, l], s r[x, \hat{v}, r]+d_{\hat{v} y}\right\}\)
    return \(d\)
```

    if \(h_{x v} \leq h_{v y}\) then \(d \leftarrow \min \{d, d l[x, y, l]\} \quad\{v\) in left half \(\}\)
        else \(d \leftarrow \min (d, d r[x, y, r]) \quad\{v\) in right half \(\}\)
    Fig. 4.1. Query algorithm for the first oracle.

- For each $x$ and for each $i, 1 \leq i<1+\log _{2}(n-1)$, we compute $s l[x, y, i]$ by calling procedure fast-exclude $\left(G, x, B_{T(x)}\left(2^{i-1}, 2^{i-1}\right)\right)$.
- We compute $\operatorname{sr}[x, y, i]$ by calling procedure fast-exclude $\left(\widehat{G}, y, B_{\widehat{T}(y)}\left(2^{i-1}\right.\right.$, $\left.2^{i-1}\right)$ ) for each $y$ and for each $i, 1 \leq i<1+\log _{2}(n-1)$.
4.3. Query. The query algorithm is shown in Figure 4.1. We address only the general interesting case where $v \neq x$ and $v \neq y$; otherwise, the answer is clearly $+\infty$. In line 1 of the algorithm, we get rid of the case where $v \notin \pi_{x y}$ and return $d_{x y}$ as the answer. Lines 2 and 3 take care of the case where $v$ is $2^{l}$ edges away from vertex $x$ on $\pi_{x y}$ for some nonnegative integer $l, 0 \leq l<\log _{2} h_{x y}$. Lines 4 and 5 handle the case where $v$ is $2^{r}$ edges away from vertex $y$ on $\widehat{\pi}_{y x}$ for some nonnegative integer $r$, $0 \leq r<\log _{2} h_{x y}$. Lines 6 to 9 take care of the remaining cases.
4.4. Analysis. We first discuss the correctness of our query procedure. Using the matrices $s l$ and $s r$, lines 2 to 5 of the query algorithm answer the following two types of trivial queries: (1) $h_{x v}=2^{l}$ for some nonnegative integer $l, 0 \leq l<\log _{2} h_{x y}$, and (2) $h_{v y}=2^{r}$ for some nonnegative integer $r, 0 \leq r<\log _{2} h_{x y}$. So in order to prove the correctness of v-dist, we need only to prove the correctness of the code segment of lines 6 to 9 that handles the nontrivial case when neither of the above two conditions holds.

In line 7 , we assign $d$ to the minimum of $d_{x \hat{u}}+s l[\widehat{u}, y, l]$ and $s r[x, \widehat{v}, r]+d_{\hat{v} y}$, where $d_{x \hat{u}}+s l[\widehat{u}, y, l]=d_{x y}(\widehat{u}, v, v, y)$ and $s r[x, \widehat{v}, r]+d_{\hat{v} y}=d_{x y}(x, v, v, \widehat{v})$. In line 8 , we consider the case where $h_{x v} \leq h_{v y}$, i.e., $v$ is in the first half of $\pi_{x y}$ (see Figure 4.2). In this case, $0<h_{x \hat{u}}<h_{\hat{u} v}=2^{l-1} \leq h_{v \hat{v}}$. The value $d l[x, y, l]$ is the distance from $x$ to $y$ avoiding a subpath having $2^{l-1}$ vertices and starting at a vertex that is $2^{l-1}$ edges away from $x$ on $\pi_{x y}$. Let the endpoints of that subpath be $\widetilde{u}$ and $\widetilde{v}$, and $h_{x \tilde{u}}<h_{x \tilde{v}}$. So, we have $x<\widehat{u} \leq \widetilde{u}<v<\widetilde{v} \leq \widehat{v}<y$. Thus, by Claim 3, $d$ covers $[x, v[\times] v, y]$ following the assignment in line 8. By construction of matrices $d l, s r$, and $s r, d$ is always equal to the weight of some path from $x$ to $y$ that does not use vertex $v$. Thus, we can conclude that $d$ is the desired answer to v -dist $(x, y, v)$. A similar argument holds for the case where $h_{x v}>h_{v y}$ (line 9).

We now address the running times of preprocessing and query procedures.
Claim 5. Preprocessing requires $O\left(m n^{2}+n^{3} \log n\right)$ worst-case time and any v -dist operation requires $O(1)$ worst-case time.

Proof. We observe that the number of distinct paths in $B_{T(x)}\left(2^{i-1}, 2^{i}-1\right)$ is


Fig. 4.2. Query example with $h_{x v} \leq h_{v y}$ : The distance from vertex $x$ to vertex $y$ in $G-\{v\}$ can be obtained by taking the minimum of $d_{x \hat{u}}+s l[\widehat{u}, y, l], s r[x, \widehat{v}, r]+d_{\hat{v} y}$, and dl$[x, y, l]$. Notice that the union of the paths in the grey areas in the figure is the set of all possible detours avoiding vertex $v$.
exactly the same as the number of vertices on level $2^{i}-1$ in $T(x)$. Hence, the total number of distinct paths in all $B_{T(x)}\left(2^{i-1}, 2^{i}-1\right)$ for $1 \leq i<\log _{2} n$ is bounded from above by the number of vertices in $T(x)$. Since exclude $(G, x, P)$ runs in $O(|P|(m+n \log n))$ time and $\sum_{1 \leq i<\log _{2} n}\left|B_{T(x)}\left(2^{i-1}, 2^{i}-1\right)\right|=O(n)$, the matrices $d l$ and $d r$ can be calculated in $O\left(m n^{2}+n^{3} \log n\right)$ worst-case time. On the other hand, for each $x$ and for each $i, 1 \leq i<1+\log _{2}(n-1)$, we can compute $s l[x, y, i]$ by calling procedure fast-exclude $\left(G, x, B_{T(x)}\left(2^{i-1}, 2^{i-1}\right)\right)$ since the singlevertex paths in $B_{T(x)}\left(2^{i-1}, 2^{i-1}\right)$ are trivially pairwise independent in $T(x)$. Since fast-exclude $\left(G, x, B_{T(x)}\left(2^{i-1}, 2^{i-1}\right)\right)$ runs in $O(m+n \log n)$ time, the total time required to compute the matrix $s l$ is $O\left(m n \log n+n^{2} \log ^{2} n\right)$. Similarly the matrix $s r$ can be computed in $O\left(m n \log n+n^{2} \log ^{2} n\right)$ time. Hence the preprocessing time is dominated by the time to compute the $d l$ and $d r$ matrices and requires $O\left(m n^{2}+n^{3} \log n\right)$ worst-case time.

Since the query algorithm executes a constant number of steps, it runs in $O(1)$ worst-case time.
5. Improving the preprocessing time. In this section we show that, if one is willing to settle for more space, we can design a distance sensitivity oracle where we reduce the preprocessing time to $O\left(m n^{1.5}+n^{2.5} \log n\right)$. This second oracle uses $O\left(n^{2.5}\right)$ space and answers distance queries in $O(1)$ worst-case time.
5.1. Data structure. We maintain each $d_{x y}$ and $h_{x y}$, and we maintain five matrices $d h, d t, v c, d c$, and $b c$ using $O\left(n^{2.5}\right)$ space. Matrix $d h$ has size $n \times n \times\lfloor\sqrt{n}\rfloor$, matrices $d t, v c$, and $d c$ have size $n \times n \times\lfloor 2 \sqrt{n}\rfloor$, and matrix $b c$ has size $n \times n$. They


Fig. 5.1. Constructing matrix dc: Cutting tree $T^{\prime}(x)$ to form bands of pairwise independent shortest paths in it.
are defined as follows:

- $d h[x, y, i]=$ distance from vertex $x$ to vertex $y$ in $G-\{v\}$, where $v$ is the vertex of $\pi_{x y}$ at level $i$ in $T(x)$ and $0<i \leq \sqrt{n}$;
- $d t[x, y, i]=$ distance from vertex $x$ to vertex $y$ in $G-\{v\}$, where $v$ is the vertex of $\pi_{x y}$ at level $i$ in $\widehat{T}(y)$ and $0<i \leq 2 \sqrt{n}$;
- $v c[x, y, i]=$ vertex of $\pi_{x y}$ at level $q_{i}$ in $T(x)$, where $q_{0}=0<q_{1}<\cdots<q_{k}<n$ is any increasing sequence of $k+1 \leq 2 \sqrt{n}$ positive numbers depending on $x$, and $q_{i}-q_{i-1} \leq \sqrt{n}$ for any $i, 1 \leq i \leq k$ (a method for obtaining the sequence $\left\{q_{i}: 0 \leq i \leq k\right\}$ is described in section 5.2.1);
- $d c[x, y, i]=$ distance from vertex $x$ to vertex $y$ in $G-[\hat{u}, \hat{v}]$, where $\hat{u}$ is the successor of $v c[x, y, i]$ in $\pi_{x y}$ and $\hat{v}=v c[x, y, i+1]$ if $h_{\hat{v} y}>\sqrt{n}$ and is undefined otherwise;
- $b c[x, y]=$ index $i$ such that $q_{i}+1 \leq h_{x y} \leq q_{i+1}$.
5.2. Preprocessing. As distances $d_{x y}$ and $h_{x y}$ are easily initialized from shortest path trees of $G$, we focus on constructing matrices $d h, d t, d c, v c$, and $b c$. Since bands $B_{T(x)}(i, i)$ contain paths formed by single vertices, which are trivially pairwise independent in $T(x)$, constructing matrix $d h$ can be done by performing calls to algorithm fast-exclude $\left(G, x, B_{T(x)}(i, i)\right)$, presented in section 3 , for each vertex $x$ and for each $i$ such that $0<i \leq \sqrt{n}$. Similarly, matrix $d t$ can be initialized via calls to algorithm fast-exclude $\left(\widehat{G}, y, B_{\widehat{T}(y)}(i, i)\right)$ for each vertex $y$ and for each $i$ such that $0<i \leq 2 \sqrt{n}$.

To compute $d c$, we consider the problem of cutting each shortest path tree $T(x)$ into at most $2 \sqrt{n}$ bands of height $\leq \sqrt{n}$, finding a suitable subset of each band containing pairwise independent shortest paths in $T(x)$, and calling fast-exclude to compute distances without those paths. To do so, we need to compute for each vertex $x$ a suitable sequence $\left\{q_{i}: 0 \leq i \leq k\right\}$.
5.2.1. Computing the $\boldsymbol{q}_{\boldsymbol{i}}$ 's. For each vertex $x$ we wish to find a sequence $q_{0}=0<q_{1}<\cdots<q_{k}<n$ of length $k+1 \leq 2 \sqrt{n}$ such that $q_{i}-q_{i-1} \leq \sqrt{n}$ for any $i, 1 \leq i \leq k$, and compute a subset of paths in $B_{T(x)}\left(q_{i}+1, q_{i+1}\right)$ that are pairwise independent in $T(x)$. The following claim provides a nice combinatorial property on trees that helps us solve the problem.

Let $T$ be a rooted directed tree with $n$ vertices and let $\operatorname{size}(v)$ be the number of vertices in the subtree of $T$ rooted at $v$. Let $T^{\prime}$ be obtained from $T$ by deleting any vertex $u$ such that $\operatorname{size}(u) \leq \sqrt{n}$ in $T$.

Claim 6. For any directed tree $T$ with $n$ vertices, at most $\sqrt{n}$ vertices in $T^{\prime}$ have out-degree $>1$.

Proof. Since $T^{\prime}$ contains only vertices that have size greater than $\sqrt{n}$ in $T, T^{\prime}$ has at most $\sqrt{n}$ leaves. This implies that at most $\sqrt{n}$ vertices of $T^{\prime}$ have out-degree $>1$.

Let $l_{0}<l_{1}<\cdots<l_{k}$ be the sequence of levels in $T^{\prime}$ such that at each level $l_{i}$ there is a vertex with out-degree $>1$ in $T^{\prime}$ (Figure 5.1(a)). By Claim $6, k \leq \sqrt{n}$. We now observe that cutting $T^{\prime}$ at each $l_{i}$ yields bands of vertex-disjoint paths.

Claim 7. For any $i, 1 \leq i<k, B_{T^{\prime}}\left(l_{i}+1, l_{i+1}\right)$ is a band of vertex-disjoint paths.
Proof. $B_{T^{\prime}}\left(l_{i}+1, l_{i+1}\right)$ contains all paths that connect vertices at level $l_{i}+1$ with vertices at level $l_{i+1}$ in $T^{\prime}$. The proof easily follows by observing that, by the definition of sequence $\left\{l_{i}\right\}$, all vertices in $T^{\prime}$ at levels $l_{i}+1$ to $l_{i+1}-1$ have out-degree $\leq 1$.

Notice that, since by Claim $7 B_{T^{\prime}}\left(l_{i}+1, l_{i+1}\right)$ is a band of vertex-disjoint paths and all of them start at the same level $l_{i}+1$ in $T^{\prime}$, then they are clearly pairwise independent in $T^{\prime}$. As $T^{\prime}$ is obtained by pruning $T, B_{T^{\prime}}\left(l_{i}+1, l_{i+1}\right) \subseteq B_{T}\left(l_{i}+1, l_{i+1}\right)$ and paths in $B_{T^{\prime}}\left(l_{i}+1, l_{i+1}\right)$ are also pairwise independent in $T$. Unfortunately, however, we are not guaranteed that $l_{i}-l_{i-1} \leq \sqrt{n}$, as we need for constructing $d c$. However, we note that splitting a band of vertex-disjoint paths yields again bands of vertex-disjoint paths. This leads to the following claim.

Claim 8. If $B_{T}(i+1, j)$ is a band of vertex-disjoint paths, then for any $i<h<j$, both $B_{T}(i+1, h)$ and $B_{T}(h+1, j)$ are bands of vertex-disjoint paths.

Let $s_{0}<s_{1}<\cdots<s_{\lfloor\sqrt{n}\rfloor}$ be a sequence such that $s_{i}=i \cdot\lfloor\sqrt{n}\rfloor$ (Figure 5.1b). By Claim 8, if we merge sequences $\left\{l_{i}\right\}$ and $\left\{s_{i}\right\}$ and get rid of duplicates, we obtain an ordered sequence $\left\{q_{i}\right\}$ of length at most $2 \sqrt{n}$ with the desired properties (Figure 5.1c).
5.2.2. Computing $\boldsymbol{v} \boldsymbol{c}, \boldsymbol{d} \boldsymbol{c}$, and $\boldsymbol{b} \boldsymbol{c}$. We remark that $\left\{q_{i}\right\}$ induces at most $2 \sqrt{n}$ bands of vertex-disjoint paths in $T^{\prime}(x)$ with height $\leq \sqrt{n}$. Clearly, these paths are pairwise independent in $T^{\prime}(x)$. To initialize $d c$, we can thus perform calls to fast-exclude $\left(G, x, B_{T^{\prime}(x)}\left(q_{i}+1, q_{i+1}\right)\right)$ for each vertex $x$ and for each $0<i \leq 2 \sqrt{n}$. Again, we can use fast-exclude instead of exclude.

At this point, one may argue that excluding only independent paths in $T^{\prime}(x)$, which is obtained by pruning $T(x)$, might not give the correct result for some $d c[x, y, i]$ if $y \notin T^{\prime}(x)$. However, $d c[x, y, i]$ is defined only when $h_{\hat{v} y}>\sqrt{n}$, where $\hat{v}=$ $v c[x, y, i+1]$, and $\hat{v} \in T^{\prime}(x)$ in this case. Thus $d c[x, y, i]$ is correctly computed by calling fast-exclude $\left(G, x, B_{T^{\prime}(x)}\left(q_{i}+1, q_{i+1}\right)\right)$.

Finally, we observe that once sequences $\left\{q_{i}\right\}$ have been computed for each $T(x)$, matrices $v c$ and $b c$ can be easily initialized.
5.3. Query. The query algorithm is shown in Figure 5.2 . We first get rid of the cases where $v \notin \pi_{x y}$ and $h_{v y} \leq 2 \sqrt{n}$, for which the answers are stored explicitly in $d_{x y}$ and $d t\left[x, y, h_{v y}\right]$, respectively (lines $1-2$ ). In line 3 we retrieve the unique index $i$ such that $v$ falls in $B_{T(x)}\left(q_{i}+1, q_{i+1}\right)$, and then in lines $4-5$ we identify the vertices $\widehat{u}$ and $\widehat{v}$ on the path $\pi_{x y}$ in $T(x)$ that are at levels $q_{i}+1$ and $q_{i+1}$, respectively. The correct answer is given in line 6 by accessing matrices $d c, d h$, and $d t$.
5.4. Analysis. To prove the correctness of v -dist in the case that lines $3-7$ are executed, we first note that $h_{v y}>2 \sqrt{n}$ implies $h_{\hat{v} y}>\sqrt{n}$, since by construction $q_{i}-q_{i-1} \leq \sqrt{n}$, and thus $d c[x, y, i]$ is well defined. We now prove that the answer takes into account all possible configurations of the endpoints of detours $\pi_{a b}^{u v}$ (see Figure 2.1). It is easy to see that $x<\widehat{u}<v<\widehat{v}<y$ and

```
function v -dist \((x, y, v): \mathcal{R}\)
    if \(d_{x v}+d_{v y}>d_{x y}\) then return \(d_{x y}\)
    if \(h_{v y} \leq 2 \sqrt{n}\) then return \(d t\left[x, y, h_{v y}\right]\)
    \(i \leftarrow b c[x, v]\)
    \(\hat{u} \leftarrow\) successor of \(v c[x, y, i]\) in \(\pi_{x y}\)
    \(\hat{v} \leftarrow v c[x, y, i+1]\)
    \(d \leftarrow \min \{d c[x, y, i]\),
    \(d_{x \hat{u}}+d h\left[\hat{u}, y, h_{\hat{u} v}\right]\),
    \(\left.d t\left[x, \hat{v}, h_{v \hat{v}}\right]+d_{\hat{v} y}\right\}\)
    return \(d\)
```

Fig. 5.2. Query algorithm for the second oracle.

- $d c[x, y, i]=d_{x y}(x, \widehat{u}, \widehat{v}, y)$,
- $d_{x \hat{u}}+d h\left[\hat{u}, y, h_{\hat{u} v}\right]=d_{x y}(\widehat{u}, v, v, y)$, and
- $d t\left[x, \hat{v}, h_{v \hat{v}}\right]+d_{\hat{v} y}=d_{x y}(x, v, v, \widehat{v})$.

Thus, by Claim $3, d=d_{x y}(x, v, v, y)$.
Claim 9. Preprocessing requires $O\left(m n^{1.5}+n^{2.5} \log n\right)$ worst-case time and any v-dist operation requires $O(1)$ worst-case time.

Proof. Growing shortest path trees $T(x)$ for all vertices $x$ requires $O\left(m n+n^{2} \log n\right)$ time in the worst case [10]. The proof for the preprocessing follows from Claim 4 by observing that initializing $d c, d h$, and $d t$ is carried out via $O(\sqrt{n})$ calls to fast-exclude for each vertex $x$. The bound for queries is straightforward.
6. Handling edge failures. The oracles in the previous two sections can be easily extended to handle edge failures by maintaining one additional matrix $d e$ of size $n \times n$ for any $x$ and $y$ :

- $d e[x, y]=$ distance from vertex $x$ to vertex $y$ in $G$ without the first edge of $\pi_{x y}$.
Claim 10. The matrix de can be initialized in $O\left(m n+n^{2} \log n\right)$ time.
Proof. The proof directly follows from the properties of an earlier version of the algorithm fast-exclude in [7] based on the notion of edge-independent paths. However, since in this article we use the notion of vertex-independent paths instead, we present a proof of the claim based on it.

Consider a given $T(x)$, and let $v_{1}, v_{2}, \ldots, v_{k}$ be the children of $x$ in $T(x)$. We extend $T(x)$ to $T^{\prime}(x)$ and thus $G$ to $G^{\prime}$ by introducing $k$ new vertices $u_{1}, u_{2}, \ldots, u_{k}$ and for $1 \leq i \leq k$, replacing each edge $\left(x, v_{i}\right)$ in $T(x)$ by two consecutive edges $\left(x, u_{i}\right)$ and $\left(u_{i}, v_{i}\right)$. Clearly removing any vertex $u_{i}$ from $T^{\prime}(x)$ has the same effect as removing the corresponding edge $\left(x, v_{i}\right)$ from $T(x)$. Therefore, since the singlevertex paths in $B_{T^{\prime}(x)}(1,1)$ are trivially independent, we can compute $d e[x, y]$ for all $y \in V-\{x\}$ in time $O(m+n \log n)$ by calling fast-exclude $\left(G^{\prime}, x, B_{T^{\prime}(x)}(1,1)\right)$. (Note that we can perform the same computation in the same time bound without constructing $G^{\prime}$ explicitly but instead extending fast-exclude to handle this special case.) Since we need to call fast-exclude once for each $x \in V$, the total initialization time for $d e$ is $O\left(m n+n^{2} \log n\right)$.
6.1. Query. The query algorithm is shown in Figure 6.1. In line 1 of the algorithm, we get rid of the case where the failed edge is not on $\pi_{x y}$. In line $2, d_{1}$ is assigned the distance from $x$ to $y$ avoiding vertex $u$ and thus edge $(u, v)$. In line $3, d_{2}$ is assigned the distance from $x$ to $y$ that avoids the edge $(u, v)$ but passes through the

```
function e-dist \((x, y, u, v): \mathcal{R}\)
    if \(d_{x u}+w_{u, v}+d_{v y}>d_{x y}\) then return \(d_{x y}\)
    \(d_{1} \leftarrow \mathrm{v}\)-dist \((x, y, u)\)
    \(d_{2} \leftarrow d_{x u}+d e[u, y]\)
    \(d \leftarrow \min \left\{d_{1}, d_{2}\right\}\)
    return \(d\)
```

Fig. 6.1. Query algorithm for link failure.
vertex $u$. In line $4, d$ is assigned the minimum of $d_{1}$ and $d_{2}$ which is then returned in line 5 as the shortest $x$ to $y$ distance avoiding $(u, v)$.
6.2. Analysis. We observe that the paths in $G$ from $x$ to $y$ that avoid $(u, v)$ can be divided into two groups: (1) paths that avoid $u$ and (2) paths that pass through $u$. Line 2 of the algorithm finds the length of the shortest path in group (1), and line 3 does the same for group (2). Thus the minimum of the two distances obtained in lines 2 and 3 gives the required distance. Note that since v-dist runs in constant worst-case time, so does e-dist.
6.3. Avoiding two consecutive edges. In this section we observe that the distance from any vertex $x$ to another vertex $y$ avoiding two consecutive failed edges on $\pi_{x y}$ can be computed in constant time by maintaining another $n \times n$ matrix $\widehat{d e}$, which is the dual of $d e$ in $\widehat{G}$ :

- $\widehat{d e}[x, y]=$ distance from vertex $y$ to vertex $x$ in $\widehat{G}$ without the first edge of $\hat{\pi}_{y x}$.
Assuming that the two consecutive failed links are $(u, v)$ and $(v, w)$, all paths in $G$ from $x$ to $y$ avoiding those two edges can be divided into two groups: (1) paths that avoid $v$ (the length of the shortest such path can be found by calling v -dist $(x, y, v)$ ) and (2) paths that pass through $v$ (the length of the shortest such path is given by $\widehat{d e}[x, v]+d e[v, y])$. Thus the smaller of these distances is the required distance.

7. Supporting path queries. The oracles presented in this paper can easily be extended to support path queries of the form v -path $(x, y, v)$ and e-path $(x, y, u, v)$, which return the first edge on the shortest path from vertex $x$ to vertex $y$ in $G-\{v\}$ and in $G-\{(u, v)\}$, respectively.

In this section, we show how to extend the oracle given in section 4 to support $\mathrm{v}-\mathrm{path}(x, y, v)$ queries. Extending the other oracles and supporting e-path $(x, y, u, v)$ queries can easily be done in a similar way. We add to the data structure of section 4.1 the following additional matrices:

- dle $[x, y, i]=\left(x, x^{\prime}\right)$, where $\left(x, x^{\prime}\right)$ is the first edge on the shortest path from vertex $x$ to vertex $y(\neq x)$ in $G-\pi$, and $\pi$ is the subpath of $\pi_{x y}$ starting at level $2^{i-1}$ and ending at level $2^{i}-1\left(1 \leq i \leq \log _{2} h_{x y}\right)$ in $T(x)$;
- dre $[x, y, i]=\left(x, x^{\prime}\right)$, where $\left(x^{\prime}, x\right)$ is the last edge on the shortest path from vertex $y$ to vertex $x(\neq y)$ in $\widehat{G}-\pi$, and $\pi$ is the subpath of $\widehat{\pi}_{y x}$ starting at level $2^{i-1}$ and ending at level $2^{i}-1\left(1 \leq i \leq \log _{2} h_{x y}\right)$ in $\widehat{T}(y)$;
- sle $[x, y, i]=\left(x, x^{\prime}\right)$, where $\left(x, x^{\prime}\right)$ is the first edge on the shortest path from vertex $x$ to vertex $y(\neq x)$ in $G-\{v\}$, and $v$ is the vertex of $\pi_{x y}$ at level $2^{i-1}$ $\left(1 \leq i<1+\log _{2} h_{x y}\right)$ in $T(x)$;
- $\operatorname{sre}[x, y, i]=\left(x, x^{\prime}\right)$, where $\left(x^{\prime}, x\right)$ is the last edge on the shortest path from

```
function v -path \((x, y, v): E\)
    if \(d_{x v}+d_{v y}>d_{x y}\) then return first edge of \(\pi_{x y}\)
    \(l \leftarrow\left\lceil\log _{2} h_{x v}\right\rceil\)
    if \(l=\log _{2} h_{x v}\) then return sle \([x, y, l+1]\)
    \(r \leftarrow\left\lceil\log _{2} h_{v y}\right\rceil\)
    if \(r=\log _{2} h_{v y}\) then return \(\operatorname{sre}[x, y, r+1]\)
    \(\hat{u} \leftarrow v r[x, v, l], \hat{v} \leftarrow v l[v, y, r]\)
    \(d \leftarrow \min \left\{d_{x \hat{u}}+s l[\hat{u}, y, l], s r[x, \hat{v}, r]+d_{\hat{v} y}\right\}\)
    if \(d=d_{x \hat{u}}+s l[\hat{u}, y, l]\) then \(e \leftarrow\) first edge of \(\pi_{x \hat{u}}\)
    else \(e \leftarrow \operatorname{sre}[x, \hat{v}, r]\)
    if \(h_{x v} \leq h_{v y}\) and \(d l[x, y, l]<d\) then \(e \leftarrow d l e[x, y, l] \quad\{v\) in left half \(\}\)
    if \(h_{x v}>h_{v y}\) and \(d r[x, y, r]<d\) then \(e \leftarrow d r e[x, y, r] \quad\{v\) in right half \(\}\)
    return \(e\)
```

Fig. 7.1. Path version of the query algorithm for our first oracle.
vertex $y$ to vertex $x(\neq y)$ in $\widehat{G}-\{v\}$, and $v$ is the vertex of $\widehat{\pi}_{y x}$ at level $2^{i-1}$ $\left(1 \leq i<1+\log _{2} h_{x y}\right)$ in $\widehat{T}(y)$.
Matrices dle, dre, sle, and sre can easily be initialized in the preprocessing phase within the same time bounds by a simple extension of procedures exclude and fast-exclude described in section 3 . Figure 7.1 shows an implementation of operation v-path obtained as a modification of the query procedure v-dist given Figure 4.1. The analysis is straightforward and is left to the reader.
8. A space lower bound. In this section, we briefly discuss a space lower bound for the single-source version of the distance sensitivity problem. This version is relevant for shortest path routing in networks [16]: a router cares only about itself as a source when deciding which outgoing link to use when forwarding a packet on a shortest path to its destination. We would therefore like a single-source routing table working under each possible failure. The solution in [24] uses $O(h n)$ space if $h$ is the maximal hop count on a shortest path to a destination. However, we might have $h=\Omega(n)$. Corresponding to our $O\left(n^{2} \log n\right)$ space solution for the all pairs case, we would like an $O(n \log n)$ space solution for the single-source case. For single-source and single-destination we can get down to $O(n)$ space if the graph is undirected, and this includes a representation of the alternative paths [11, 19], but now we want an $\tilde{O}(n)$ solution working for all possible destinations and failures. Below we show that this is impossible if $m$ is large. In fact, we will prove that the $O(h \cdot n)$ space bound from [24] is tight. More precisely, for any number of vertices $n>2$, and $h<n$, we will demonstrate a graph with $m=\Theta(h n)$ edges, with maximal hop count $h$ in shortest paths from a specified source, and so that any single-source distance oracle for failures requires $\Omega(h n)$ space no matter whether it is for edge or vertex failures or for directed or undirected graphs.

First we present the construction for $h=n-1$. We assume that the word length $w$ is even and at least $2(1+\log n)$. Let the vertices be $v_{0}, \ldots, v_{n-1}$ where $v_{0}$ is the source vertex. For each $i<j$, we have an edge $\left(v_{i}, v_{j}\right)$, and hence a total of $\binom{n}{2}$ edges. Each edge will have an arbitrary half word stored in the least significant bits of its weight. From the answers of a failure distance oracle, we will be able to recover all these half words. It then follows that the full representation of a failure distance oracle requires at least $\binom{n}{2} / 2$ words.

The low part of a weight represents numbers below $2^{w / 2}$, and the high part represents multiples of $2^{w / 2}$. Hence, if the low part is $x_{0}$ and the large part is $x_{1}$, the weight represented is $x_{0}+2^{w / 2} x_{1}$. If we know the full weight, we can easily recover the low half word with the stored information.

We will now describe how to fill the high parts of the weights. The edges $\left(v_{i}, v_{i+1}\right)$ in the path $\left(v_{0}, v_{1}, \ldots, v_{n-1}\right)$ are all given a high part of 0 . The shortest path tree will consist of this path. For an edge $\left(v_{i}, v_{j}\right)$ with $j \geq i+2$, the high part is $2 n-j+i$. It is easy to see that if link $\left(v_{i}, v_{i+1}\right)$ or vertex $v_{i+1}$ fails and we want to go to $v_{j}$, $j \geq i+2$, then the unique shortest path first follows the original shortest path from $v_{0}$ to $v_{i}$ and then switches to the link $\left(v_{i}, v_{j}\right)$. All this is true in both the directed and the undirected cases.

With the above setting of the high parts of the weights, we can first use the regular distances to find the weights along the path; that is, the weight of $\left(v_{i}, v_{i+1}\right)$ is the distance to $v_{i+1}$ minus that to $v_{i}$. Next, for each $i$ and $j \geq i+2$, we fail $\left(v_{i}, v_{i+1}\right)$ to get a distance to $v_{j}$, which is the known weight of the path $\left(v_{0}, \ldots, v_{i}\right)$ plus the weight of $\left(v_{i}, v_{j}\right)$. Thus, if we have a distance oracle that can handle failures, then we can recover all the weights and hence all the low parts with arbitrary stored information.

In the case where $h<n-1$, we start with the source vertex $v_{0}$, and then we create $\lceil n-1 / h\rceil$ paths from $v_{0}$, each of length between $h / 2$ and $h$. Thus, if we removed $v_{0}$, the graph would fall into a set of disjoint paths. We now apply the previous construction to each of the paths from $v_{0}$. If a path has length $h^{\prime}$, it uses $\binom{h^{\prime}}{2}=\Theta\left(h^{2}\right)$ edges. Thus we get a total of $\Theta(n h)$ edges, all of whose weights can be recovered by a failure distance oracle. The representation of the distance oracle therefore requires a space of $\Theta(n h)$ words.
9. Conclusions. We have presented compact data structures for maintaining information about shortest paths in a weighted directed graph in cases of both vertex failures and edge failures. We have shown that, surprisingly, such a data structure can be stored using nearly the same space required to store a single distance matrix, while still supporting queries in constant time. Our oracle can easily be constructed in $O\left(m n^{2}+n^{3} \log n\right)$ time, matching the preprocessing time of all pairs variants of similar problems such as most vital node detection [18] and Vickrey pricing [11] in networks; while these algorithms require $\Theta\left(n^{3}\right)$ space, our oracle requires only $O\left(n^{2} \log n\right)$ space. Furthermore, we have shown that by using $O\left(n^{2.5}\right)$ space we can improve construction time to $O\left(m n^{1.5}+n^{2.5} \log n\right)$.

Our oracles are different from the case of dynamic algorithms, where distances have to be updated after each vertex or edge failure. Instead, our oracles are already prepared to answer distance queries following the failure of any single vertex or edge, and so the delay time in answering a query is minimized. If failures in a network happen quite rarely, when a node or link goes down we have time to construct a new oracle in the background to cope with a possible additional failure. It would be interesting to explore whether compact oracles with fast query time that are able to deal with more than one failure at a time can be constructed. Finally, can we further improve construction time?
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