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#### Abstract

In this paper we describe an iterative method for indefinite saddle-point systems arising from mixed finite element discretizations of second-order elliptic boundary value problems subject to mixed boundary conditions and posed over polyhedral three-dimensional domains. The method is based on a decoupling of the vector of velocities in the saddle-point system from the vector of pressures, resulting in a symmetric positive definite velocity system and a triangular pressure system.

The crucial step in this approach is the construction of the divergence-free Raviart-ThomasNédélec elements from the curls of Nédélec's edge elements. Because of the large kernel of the curl-operator, this representation is not unique. To find a basis we consider the graph made up of the nodes and edges of the mesh and eliminate the edge elements associated with a spanning tree in this graph. To prove that this technique works in the general case considered here, we employ fundamental results from algebraic topology and graph theory.

We also include some numerical experiments, where we solve the (decoupled) velocity system by ILU-preconditioned conjugate gradients and the pressure system by simple back substitutions. We compare our method with a standard ILU-based block preconditioner for the original saddle-point system, and we find that our method is faster by a factor of at least 4.5 in all cases, with the greatest improvement occurring in the nonuniform mesh case.
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1. Introduction. The problem we are going to consider in this paper is the following second-order elliptic problem in velocity-pressure formulation

$$
\begin{align*}
\vec{u}+K \vec{\nabla} p & =\vec{g},  \tag{1.1}\\
\vec{\nabla} \cdot \vec{u} & =0, \tag{1.2}
\end{align*}
$$

subject to mixed boundary conditions over a polyhedral three-dimensional domain $\Omega$. Such a problem arises, for example, in groundwater flow or oil recovery simulations, where $\vec{u}$ corresponds to the velocity, $p$ corresponds to the pressure, and $K$ is permeability divided by dynamic viscosity.

The numerical treatment of (1.1), (1.2) involves the solution of usually very large indefinite linear equation systems. In this paper we describe a very efficient and practicable iterative method to solve these systems by decoupling the vector of velocities from the vector of pressures, resulting in a symmetric positive definite velocity system and a triangular pressure system. The crucial step in this approach is the construction of a basis for the divergence-free Raviart-Thomas-Nédélec elements. The proof that our algorithm for this construction works uses results from algebraic topology and graph theory and will also be presented in this paper.

[^0]Because the variable of prime interest in (1.1), (1.2) (especially in the applications we have in mind) is the velocity $\vec{u}$, the discretization schemes of most interest are those which preserve conservation of mass (1.2) in an appropriate way, with the prime candidates being mixed finite element or finite volume techniques. In this paper we discretize (1.1), (1.2) using the lowest-order mixed Raviart-Thomas-Nédélec elements on tetrahedral meshes (Nédélec [23]). Here $p$ is approximated in the space of piecewise constant functions and $\vec{u}$ is approximated in an appropriate subspace of the vectorvalued piecewise linear functions, in which the normal component of $\vec{u}$ is required to be continuous across the element boundaries. The resulting discretization enforces mass conservation on each element of the mesh. Since the quality of the approximations is determined by the mesh width, it is usually necessary to work with very fine meshes.

As is well known this type of discretization yields symmetric indefinite systems of saddle-point type. Iterative methods for indefinite systems are less powerful and robust (w.r.t. a refinement of the mesh) than the methods available for definite systems. Therefore almost all approaches to solve this system efficiently contain at some point a reduction of the system to a symmetric positive definite system. At least two different strategies have been pursued.

The first strategy is to solve the saddle-point system by a preconditioned minimum residual (MINRES) method using a symmetric positive definite block preconditioner. The analysis for this strategy seems to be restricted to the two-dimensional case (e.g., $[26,4]$ ), although the preconditioner described in Rusten and Winther [26] can be readily applied in three dimensions as well. There is also recent work by Wohlmuth, Toselli, and Widlund [29] on a domain decomposition preconditioner for Raviart-Thomas-Nédélec vector fields in three dimensions which can be used in the framework of Arnold, Falk, and Winther [4].

The second strategy is to decouple the vector of velocities in the saddle-point system from the vector of pressures. This can be done by (i) mixed hybridization via Lagrange multipliers [13, 11], (ii) block elimination of the velocity variable [24], or, as presented in this paper, (iii) a direct elimination of the divergence constraint (1.2) on the element level. This technique (iii) has two distinct advantages over (i) and (ii): first, no nonphysical variables are introduced, and, second, the velocity is obtained directly without (necessarily) computing the pressure, the latter advantage being particularly attractive in groundwater flow calculations. The method (iii) was first developed in the related but different case of the Stokes problem by Crouzeix and Thomasset [28] for two dimensions and by Hecht [17] for three dimensions. In connection with the solution of system (1.1), (1.2) it appears first in Chavent et al. [10]. Since the decoupling in this way leads to much smaller and nicer linear equation systems, it was subsequently possible to develop very competitive and efficient methods for the two-dimensional case (e.g., $[15,16,21,22,12]$ ). In this paper we present a very efficient iterative method for the solution of system (1.1), (1.2) that implements this idea in three dimensions.

Thus our solver is built on three essential steps. The first step decouples the velocity field in the saddle-point problem from the pressure field. This is done by writing the velocity as the curl of an appropriate discrete vector potential, automatically satisfying the discrete counterpart of the mass conservation law (1.2). The required discrete vector potential turns out to be a finite element approximation of the solution of a related symmetric positive semidefinite problem by edge elements (Nédélec [23]) which can be found independently of the pressure. Because of the large kernel of the curl-operator, this system is singular. In Hiptmair and Hoppe [19] a multilevel method is constructed that solves this singular problem approximately. In
this paper we make the problem positive definite by eliminating the degrees of freedom associated with a spanning tree of the graph made up of the nodes and edges of the mesh. This also corresponds to finding a local basis for the divergence-free Raviart-Thomas-Nédélec elements. Such algebraic techniques have already been successfully used in other fields (e.g., [2, 20, 6] for Maxwell's equations, [17, 18, 14] for incompressible flow (Stokes)); in the context of (1.1), (1.2) there is only one paper by Cai et al. [8], and that is restricted to uniform rectangular meshes, in which case the special spanning tree can be written down a priori.

The second step in the solver is the application of a preconditioned conjugate gradient (CG) method to solve for the discrete velocity. Since the system is symmetric positive definite, it is easier to solve than the original saddle-point system. It also turns out to have the added advantage of being about three times smaller than the original system. In section 7 we have included some results using a simple ILU preconditioner to illustrate this advantage. We compare our method with the (also ILU-based) block preconditioner of Rusten and Winther [26] for the original saddle-point system, and we find that our method is faster by a factor of at least 4.5 in all cases, with the greatest improvement occurring in the nonuniform mesh case (where an improvement factor of 9.0 is observed on the finest mesh (36864 freedoms)).

The third and final step in the solver is the recovery of the pressure (if it is required). The decoupled pressure system turns out to be particularly simple. By an appropriate numbering of the freedoms it can be made triangular and solved in optimal time by simple back substitutions. We will prove this rigorously.

The layout of this paper is as follows. In section 2 we shall describe the mathematical setting for (1.1), (1.2) and its discretization by mixed finite elements. In section 3 we present the decoupling of the vector of velocities from the vector of pressures as a general algebraic procedure. In section 4 we construct the basis for the divergence-free Raviart-Thomas-Nédélec elements, and we show in section 5 how this basis is used to implement the decoupled velocity system. In section 6 we show how the pressure is recovered, and we finish the paper with some numerical results in section 7 .
2. Mixed finite element discretization. In this section we describe the mathematical setting for (1.1), (1.2) together with its discretization by mixed finite elements. Since this is a standard procedure (see, e.g., [7]), we shall be brief.

Let $\Omega$ denote an open polyhedron, i.e. a simply connected open domain without cavities in $\mathbb{R}^{3}$ with a connected boundary $\Gamma$ composed of plane faces, which is assumed partitioned into $\Gamma_{D} \cup \Gamma_{N}$. Each of $\Gamma_{D}$ and $\Gamma_{N}$ is assumed to consist of a finite union of planar polygonal subsets of $\Gamma$, and $\Gamma_{D}$ and $\Gamma_{N}$ are both assumed to be connected. Additionally, $\Gamma_{N}$ is assumed to be closed. Let $\vec{\nu}(\vec{x})$ denote the outward unit normal from $\Omega$ at $\vec{x} \in \Gamma$. In general we assume that $K$ is a bounded, symmetric, and uniformly positive definite $3 \times 3$ matrix-valued function on $\Omega$. The system (1.1), (1.2) is to be solved on $\Omega$ subject to mixed boundary conditions:

$$
\begin{equation*}
p=p_{D} \quad \text { on } \quad \Gamma_{D} \quad \text { and } \quad \vec{u} \cdot \vec{\nu}=0 \quad \text { on } \quad \Gamma_{N} . \tag{2.1}
\end{equation*}
$$

Throughout, we shall assume that $\Gamma_{D} \neq \emptyset$, a condition which is generically satisfied in groundwater flow applications, where some inflow and outflow must occur. The extension to the case when $\Gamma_{D}=\emptyset$ (when $p$ is nonunique) can easily be made by imposing an extra condition on $p$ in the weak form below (e.g., that $p$ should have a prescribed mean value; see, e.g., [15]).

To discretize (1.1), (1.2), (2.1) we put it in weak form. Let $(\cdot, \cdot)_{L_{2}(\Omega)^{d}}$ denote the
usual inner product in $L_{2}(\Omega)^{d}$ for $d=1,2,3$. Then introduce the Hilbert space

$$
H(\operatorname{div}, \Omega):=\left\{\vec{v} \in L_{2}(\Omega)^{3}: \operatorname{div} \vec{v} \in L_{2}(\Omega)\right\}
$$

with the inner product

$$
(\vec{u}, \vec{v})_{H(\operatorname{div}, \Omega)}:=(\vec{u}, \vec{v})_{L_{2}(\Omega)^{3}}+(\operatorname{div} \vec{u}, \operatorname{div} \vec{v})_{L_{2}(\Omega)},
$$

and its subspace

$$
H_{0, N}(\operatorname{div}, \Omega):=\left\{\vec{v} \in H(\operatorname{div}, \Omega):\left.\vec{v} \cdot \vec{\nu}\right|_{\Gamma_{N}}=0\right\}
$$

(see [7] for details). Introduce the bilinear forms

$$
m(\vec{u}, \vec{v}):=\left(K^{-1} \vec{u}, \vec{v}\right)_{L_{2}(\Omega)^{3}}, \quad b(\vec{v}, w):=-(\operatorname{div} \vec{v}, w)_{L_{2}(\Omega)},
$$

and the linear functional

$$
G(\vec{v}):=\left(K^{-1} \vec{g}, \vec{v}\right)_{L_{2}(\Omega)^{3}}-\int_{\Gamma_{D}} p_{D} \vec{v} \cdot \vec{\nu} d F
$$

Then the weak form of $(1.1),(1.2),(2.1)$ is to find $(\vec{u}, p) \in H_{0, N}(\operatorname{div}, \Omega) \times L_{2}(\Omega)$ such that

$$
\left\{\begin{array}{cll}
m(\vec{u}, \vec{v})+b(\vec{v}, p) & =G(\vec{v}) &  \tag{2.2}\\
\text { for all } \vec{v} \in H_{0, N}(\operatorname{div}, \Omega) \\
b(\vec{u}, w) & =0 & \\
\text { for all } w \in L_{2}(\Omega)
\end{array}\right.
$$

The mixed finite element discretization of (2.2) is obtained by choosing finitedimensional subspaces $\mathcal{V} \subset H_{0, N}(\operatorname{div}, \Omega)$ and $\mathcal{W} \subset L_{2}(\Omega)$ and seeking $(\vec{U}, P) \in \mathcal{V} \times \mathcal{W}$ such that

$$
\left\{\begin{array}{rll}
m(\vec{U}, \vec{V})+b(\vec{V}, P) & =G(\vec{V}) &  \tag{2.3}\\
\text { for all } \vec{V} \in \mathcal{V} \\
b(\vec{U}, W) & =0 & \\
\text { for all } W \in \mathcal{W}
\end{array}\right.
$$

In practice this is implemented by choosing bases $\left\{\vec{v}_{i}: i=1, \ldots, n_{\mathcal{V}}\right\}$ and $\left\{w_{j}: j=1, \ldots, n_{\mathcal{W}}\right\}$ for $\mathcal{V}$ and $\mathcal{W}$. By writing

$$
\vec{U}=\sum_{i=1}^{n_{\mathcal{V}}} u_{i} \vec{v}_{i}, \quad P=\sum_{j=1}^{n_{\mathcal{W}}} p_{j} w_{j}
$$

problem (2.3) is then reduced to the indefinite system of linear equations

$$
\left(\begin{array}{cc}
M & B  \tag{2.4}\\
B^{T} & 0
\end{array}\right)\binom{\boldsymbol{u}}{\boldsymbol{p}}=\binom{\boldsymbol{g}}{\mathbf{0}} \quad \text { in } \quad \mathbb{R}^{n_{\mathcal{\nu}}} \times \mathbb{R}^{n_{\mathcal{W}}}
$$

where $M_{i, i^{\prime}}:=m\left(\vec{v}_{i}, \vec{v}_{i^{\prime}}\right)$ is the "mass matrix," $B_{i, j}:=b\left(\vec{v}_{i}, w_{j}\right)$ is the "discrete gradient," and $g_{i}:=G\left(\vec{v}_{i}\right)$.

In this paper we restrict attention to the (most practically important) case when $\mathcal{V}$ is the lowest-order Raviart-Thomas-Nédélec space on tetrahedra [23]. To define this, let $\mathcal{T}$ denote a triangulation of $\Omega$ into conforming tetrahedra $T \in \mathcal{T}$. We assume that all lines along which the boundary condition changes (i.e., the boundaries of the components of $\Gamma_{N}$ ) are edges of tetrahedra in $\mathcal{T}$. Let $\mathcal{F}$ denote the set of all faces of the tetrahedra in $\mathcal{T}$. It is convenient to think of these faces as open so that, for
$F \in \mathcal{F}, \bar{F}$ denotes the closure of $F$ (including its boundary). For any $F \in \mathcal{F}$, we let $\vec{\nu}_{F}$ denote the unit normal to the face $F$ which, for convenience, is assumed to be orientated so that

$$
\begin{equation*}
\overrightarrow{\nu_{F}} \in\left\{\vec{x} \in \mathbb{R}^{3}: x_{1}>0\right\} \cup\left\{\left(0, x_{2}, x_{3}\right)^{T} \in \mathbb{R}^{3}: x_{2}>0\right\} \cup\left\{(0,0,1)^{T}\right\} . \tag{2.5}
\end{equation*}
$$

Let $\mathcal{F}_{I}, \mathcal{F}_{D}$, and $\mathcal{F}_{N}$ denote the faces $F \in \mathcal{F}$ which lie in $\Omega, \Gamma_{D}$, and $\Gamma_{N}$, respectively.
The space $\mathcal{V}$ is defined to be the space of all functions $\vec{v} \in H_{0, N}(\operatorname{div}, \Omega)$ such that for all $T \in \mathcal{T}$, there exist $\vec{\alpha}_{T} \in \mathbb{R}^{3}$ and $\gamma_{T} \in \mathbb{R}$ such that

$$
\begin{equation*}
\vec{v}(\vec{x})=\vec{\alpha}_{T}+\gamma_{T} \vec{x} \quad \text { for all } \quad \vec{x} \in T . \tag{2.6}
\end{equation*}
$$

Equivalently, we can define $\mathcal{V}$ to be the space of all $\vec{v}: \Omega \rightarrow \mathbb{R}^{3}$ which satisfy (2.6) for each $T \in \mathcal{T}$, and also
(i) $\vec{v} \cdot \vec{\nu}_{F} \quad$ is continuous across each face $F \in \mathcal{F}_{I}$,
(ii) $\vec{v} \cdot \vec{\nu}_{F}=0 \quad$ for all $\quad F \in \mathcal{F}_{N}$.

Because of the special form of (2.6) it is easily shown that $\vec{v}(\vec{x}) \cdot \vec{\nu}_{F}$ is constant for $\vec{x} \in F$ on any face $F$ of $T$. Thus $\vec{v} \in \mathcal{V}$ can be completely determined by specifying the constant value of $\vec{v} \cdot \vec{\nu}_{F}$ for each $F \in \mathcal{F}_{I} \cup \mathcal{F}_{D}$. This leads us to introduce the standard basis for $\mathcal{V}$ which is constructed by associating with each face $F \in \mathcal{F}_{I} \cup \mathcal{F}_{D}$, a function $\vec{v}_{F} \in \mathcal{V}$ with the property that

$$
\begin{equation*}
\vec{v}_{F} \cdot \vec{\nu}_{F^{\prime}}=\delta_{F, F^{\prime}}, \tag{2.8}
\end{equation*}
$$

with $\delta$ denoting the Kronecker delta.
We also have to specify the space $\mathcal{W}$. To fulfill the discrete inf-sup condition which is necessary for existence and uniqueness (see, e.g., [25]), $\mathcal{W}$ is chosen as the space of piecewise constant functions on $\Omega$, with the basis consisting of the characteristic functions $w_{T}$ of each of the tetrahedra $T \in \mathcal{T}$. Thus

$$
\begin{equation*}
n_{\mathcal{V}}=\left(\# \mathcal{F}_{I}+\# \mathcal{F}_{D}\right), \quad n_{\mathcal{W}}=(\# \mathcal{T}) \tag{2.9}
\end{equation*}
$$

where, throughout, $\# A$ denotes the number of elements of a (finite) set $A$.
3. Decoupled iterative method for mixed problems. In this section we formulate our method for decoupling the vector of velocities $\boldsymbol{u}$ from the vector of pressures $\boldsymbol{p}$ in system (2.4). We have already presented this procedure for the twodimensional case in [12]. Recall [7] that (2.4) has a unique solution $(\boldsymbol{u}, \boldsymbol{p}) \in \mathbb{R}^{n \mathcal{V}} \times \mathbb{R}^{n \mathcal{w}}$ for all $\boldsymbol{g} \in \mathbb{R}^{n_{\nu}}$, and clearly $\boldsymbol{u}$ is in ker $B^{T}$.

REMARK 3.1. The case of $\boldsymbol{u} \notin \operatorname{ker} B^{T}$ (or, equivalently, of a more general righthand side $\left(\boldsymbol{g}^{T}, \boldsymbol{h}^{T}\right)^{T}$ of (2.4)) arises when $\vec{\nabla} \cdot \vec{u} \neq 0$ in (1.2). This problem can be reduced to problem (2.4) following Ewing and Wang [15] (see also [8, 19] for three dimensions): in a preprocessing step based on domain decomposition (static condensation) a vector $\boldsymbol{u}^{*}$ is calculated such that $B^{T} \boldsymbol{u}^{*}=\boldsymbol{h}$; this can be done in $O(n)$ steps (where $n=n_{\mathcal{V}}+n_{\mathcal{W}}$ ); the remainder $\tilde{\boldsymbol{u}}=\boldsymbol{u}-\boldsymbol{u}^{*}$ fulfills (2.4) with right-hand side $\left(\left(\boldsymbol{g}-M \boldsymbol{u}^{*}\right)^{T}, \mathbf{0}^{T}\right)^{T}$ and can be calculated with the method described in this paper. See [27] for details.

To describe our decoupling procedure, first consider (2.4) as an abstract system. The decoupling of $\boldsymbol{u}$ from $\boldsymbol{p}$ can be achieved by finding

$$
\begin{equation*}
\text { a basis }\left\{\boldsymbol{z}_{1}, \ldots, \boldsymbol{z}_{\grave{n}}\right\} \text { of } \operatorname{ker} B^{T} \tag{3.1}
\end{equation*}
$$

(Since $B^{T}$ has full rank, $\stackrel{\circ}{n}=n_{\mathcal{V}}-n_{\mathcal{W}}$.) If we have such a basis, then the solution $\boldsymbol{u}$ of (2.4) can be written

$$
\begin{equation*}
\boldsymbol{u}=\sum_{j=1}^{\stackrel{\grave{n}}{n} \stackrel{\circ}{u}_{j} \boldsymbol{z}_{j}=Z^{T} \dot{\boldsymbol{u}}, \text {, }, \text {. }} \tag{3.2}
\end{equation*}
$$

for some $\dot{\boldsymbol{u}} \in \mathbb{R}^{n}$, where $Z$ denotes the $\dot{n} \times n_{\mathcal{V}}$ matrix with rows $\boldsymbol{z}_{1}^{T}, \ldots, \boldsymbol{z}_{n}^{T}$. Also, since $Z B=\left(B^{T} Z^{T}\right)^{T}=0$, multiplying the first (block) row of (2.4) by $Z$ shows that $\stackrel{\circ}{\boldsymbol{u}}$ is a solution of the linear system

$$
\begin{equation*}
\AA \circ(\dot{\boldsymbol{u}}=\stackrel{\circ}{\boldsymbol{g}} \tag{3.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\AA=Z M Z^{T} \quad \text { and } \quad \stackrel{\circ}{\boldsymbol{g}}=Z \boldsymbol{g} \tag{3.4}
\end{equation*}
$$

Since $M$ is symmetric positive definite, so is $\AA$, and $\dot{\boldsymbol{u}}$ is the unique solution of (3.3). Thus if the basis (3.1) can be found, then the velocity $\boldsymbol{u}$ in (2.4) can be computed by solving the decoupled positive definite system (3.3) rather than the indefinite coupled system (2.4).

In applications to groundwater flow, where one is primarily interested in the velocity $\vec{u}$ in (1.1), (1.2), the method described above is of great relevance. Even when the pressure $p$ is also of interest our method may still be highly competitive, provided we can also compute a complementary basis $\left\{\boldsymbol{z}_{\tilde{n}+1}, \ldots, \boldsymbol{z}_{n \mathcal{\nu}}\right\}$ with the property that

$$
\begin{equation*}
\operatorname{span}\left\{\boldsymbol{z}_{1}, \ldots, \boldsymbol{z}_{\grave{n}}, \boldsymbol{z}_{\grave{n}+1}, \ldots, \boldsymbol{z}_{n \mathcal{\nu}}\right\}=\mathbb{R}^{n_{\mathcal{\nu}}} \tag{3.5}
\end{equation*}
$$

If this is known and if $Z^{\prime}$ denotes the matrix with rows $\boldsymbol{z}_{n+1}^{T}, \ldots, \boldsymbol{z}_{n \mathcal{V}}^{T}$, then multiplying the first (block) row of (2.4) by $Z^{\prime}$ shows that $\boldsymbol{p}$ is the solution of the $n_{\mathcal{W}} \times n_{\mathcal{W}}$ system

$$
\begin{equation*}
\left(Z^{\prime} B\right) \boldsymbol{p}=Z^{\prime}(\boldsymbol{g}-M \boldsymbol{u}) \tag{3.6}
\end{equation*}
$$

An elementary argument shows that $Z^{\prime} B$ is nonsingular, and so the unique solution $\boldsymbol{p}$ of (3.6) also determines the pressure in (2.4) once the velocity $\boldsymbol{u}$ is known.

We show in the next three sections that in the particular case of the mixed finite element system (2.4),
(i) it is always easy to find the basis (3.1);
(ii) the resulting symmetric positive definite matrix $\AA$ in the reduced problem (3.3) can be obtained by simple algebraic techniques from the stiffness matrix of an associated symmetric positive semidefinite problem in the space $H(\operatorname{curl}, \Omega)$ discretized by Nédélec's edge elements;
(iii) the system (3.3) is about 3 times smaller than (2.4);
(iv) a simple choice of complementary basis can be made so that the coefficient matrix $Z^{\prime} B$ in the system (3.6) is lower triangular.
To establish conclusions (i)-(iv) we need to exploit the particular properties of (2.4). In particular, note that finding the basis $\boldsymbol{z}_{1}, \ldots, \boldsymbol{z}_{n}$ in (3.1) is equivalent to finding a basis $\vec{v}_{1}, \ldots, \vec{v}_{n}$ of the finite element space

$$
\dot{\mathcal{V}}:=\{\vec{V} \in \mathcal{V}: b(\vec{V}, W)=0 \text { for all } W \in \mathcal{W}\}
$$

To see why, suppose $\boldsymbol{z}_{1}, \ldots, \boldsymbol{z}_{n}$ are known and let $Z=\left(Z_{i, j}\right)$ be the matrix with rows $\boldsymbol{z}_{1}^{T}, \ldots, \boldsymbol{z}_{\tilde{n}}^{T}$. Then the formulae

$$
\begin{equation*}
\overrightarrow{\dot{v}}_{i}=\sum_{j=1}^{n \nu} Z_{i, j} \vec{v}_{j}, \quad i=1, \ldots, \stackrel{\circ}{n} \tag{3.7}
\end{equation*}
$$

(where $\left\{\vec{v}_{j}\right\}$ is the basis of $\mathcal{V}$ ) determine the basis $\left\{\overrightarrow{\dot{v}}_{i}\right\}$. Conversely, if the basis $\left\{\overrightarrow{\dot{v}}_{i}\right\}$ of $\dot{\mathcal{V}}$ is known, then the matrix $Z$ (and hence the basis $\boldsymbol{z}_{1}, \ldots, \boldsymbol{z}_{n}$ of ker $B^{T}$ ) is determined by (3.7).

We now turn our attention to finding a basis of $\mathcal{V}$.
4. Construction of a divergence-free basis. As a first step, recall that $\mathcal{T}$ is the set of all tetrahedra in the mesh and that $\mathcal{F}=\mathcal{F}_{I} \cup \mathcal{F}_{D} \cup \mathcal{F}_{N}$ is the set of all faces of the mesh (assumed to be open triangles) which lie in $\Omega, \Gamma_{D}$, and $\Gamma_{N}$, respectively. Analogously, we can write $\mathcal{E}=\mathcal{E}_{I} \cup \mathcal{E}_{D} \cup \mathcal{E}_{N}$, with $\mathcal{E}_{I}, \mathcal{E}_{D}$, and $\mathcal{E}_{N}$ denoting the edges in $\Omega, \Gamma_{D}$, and $\Gamma_{N}$; and $\mathcal{N}=\mathcal{N}_{I} \cup \mathcal{N}_{D} \cup \mathcal{N}_{N}$, with $\mathcal{N}_{I}, \mathcal{N}_{D}$, and $\mathcal{N}_{N}$ denoting the nodes in $\Omega, \Gamma_{D}$, and $\Gamma_{N}$. Recall that the boundaries of each of the components of $\Gamma_{N}$ belong to $\Gamma_{N}$, and, since the lines between Neumann and Dirichlet boundaries are edges of the mesh, these edges lie in $\mathcal{E}_{N}$. For $E \in \mathcal{E}$, let $\vec{\tau}_{E}$ denote the unit tangent on edge $E$ which, as in (2.5), is assumed to be orientated so that

$$
\begin{equation*}
\vec{\tau}_{E} \in\left\{\vec{x} \in \mathbb{R}^{3}: x_{1}>0\right\} \cup\left\{\left(0, x_{2}, x_{3}\right)^{T} \in \mathbb{R}^{3}: x_{2}>0\right\} \cup\left\{(0,0,1)^{T}\right\} \tag{4.1}
\end{equation*}
$$

Through this convention we associate an orientation with each edge of the mesh.
To construct a basis of $\mathcal{V}$ it is useful to introduce the following space of finite elements introduced by Nédélec in [23]. Let

$$
H(\operatorname{curl}, \Omega):=\left\{\vec{\Phi} \in L_{2}(\Omega)^{3}: \operatorname{curl} \vec{\Phi} \in L_{2}(\Omega)^{3}\right\}
$$

and let $\mathcal{U}$ be the finite-dimensional space of all functions $\vec{\Phi} \in H(\operatorname{curl}, \Omega)$ such that for all $T \in \mathcal{T}$, there exist $\vec{\alpha}_{T}, \vec{\beta}_{T} \in \mathbb{R}^{3}$ such that

$$
\begin{equation*}
\vec{\Phi}(\vec{x})=\vec{\alpha}_{T}+\vec{\beta}_{T} \times \vec{x} \quad \text { for all } \vec{x} \in T \tag{4.2}
\end{equation*}
$$

In fact, $\mathcal{U}$ is the lowest-order member of the family of spaces introduced by Nédélec in [23]. The standard basis of $\mathcal{U}$ consists of the set of functions $\left\{\vec{\Phi}_{E} \in \mathcal{U}: E \in \mathcal{E}\right\}$ which are required to have the property

$$
\begin{equation*}
\int_{E^{\prime}} \vec{\Phi}_{E} \cdot \vec{\tau}_{E^{\prime}} d s=\delta_{E, E^{\prime}} \quad \text { for all } E^{\prime} \in \mathcal{E} \tag{4.3}
\end{equation*}
$$

This choice of basis functions accounts for the widely used term edge elements.
The basis for $\dot{\mathcal{V}}$ will now be constructed from the fundamental functions $\vec{\Psi}_{E}$ defined by

$$
\begin{equation*}
\vec{\Psi}_{E}=\operatorname{curl} \vec{\Phi}_{E} \tag{4.4}
\end{equation*}
$$

(so that $\vec{\Phi}_{E}$ is the vector potential of $\vec{\Psi}_{E}$ ). The functions (4.4) clearly satisfy $\operatorname{div} \vec{\Psi}_{E}=0$ on each tetrahedron of the mesh, and a subset of them lie in $\dot{\mathcal{V}}$ as the following proposition shows.

Proposition 4.1. For each $E \in \mathcal{E}_{I} \cup \mathcal{E}_{D}, \vec{\Psi}_{E} \in \stackrel{\circ}{\mathcal{V}}$.
Proof. Consider a general edge $E \in \mathcal{E}$. Conditions (4.2) and (4.3) clearly imply that supp $\vec{\Psi}_{E}$ consists only of the tetrahedra touching edge $E$. A typical such tetrahedron $T$ with edges $E:=E^{1}, E^{2}, \ldots, E^{6}$, and nodes $P^{a}, \ldots, P^{d}$, is depicted in the figure below:

with $\vec{\tau}^{\alpha}, \alpha=1, \ldots, 6$, denoting unit tangent vectors in the directions shown and $\vec{r}^{\beta}$ denoting the position vector of $P^{\beta}, \beta=a, b, c, d$. The faces are denoted by $F^{a}, \ldots, F^{d}$, where $F^{\beta}$ is opposite $P^{\beta}, \beta=a, b, c, d$, and the unit outward normal on each face is denoted by $\vec{\nu}^{\beta}$.

Note first that for all $\vec{x} \in T$

$$
\vec{\Psi}_{E}(\vec{x})=\operatorname{curl} \vec{\Phi}_{E}(\vec{x})=\vec{\nabla} \times\left(\vec{\beta}_{T} \times \vec{x}\right)=2 \vec{\beta}_{T},
$$

which is easily seen to be of the form (2.6) (in fact, with $\gamma_{T}=0$ ).
Since $\vec{\Psi}_{E}(\vec{x})$ is constant on $T$, we can write for each $\vec{x} \in T$ and for each $\beta=a, b, c, d$,

$$
\left.\vec{\Psi}_{E}(\vec{x}) \cdot \vec{\nu}^{\beta}=\frac{1}{\left|F^{\beta}\right|} \int_{F^{\beta}} \vec{\Psi}_{E}(\vec{x}) \cdot \vec{\nu}^{\beta} d F=\frac{1}{\left|F^{\beta}\right|} \int_{F^{\beta}} \operatorname{cur} \right\rvert\, \vec{\Phi}_{E}(\vec{x}) \cdot \vec{\nu}^{\beta} d F,
$$

and using Stokes's integral theorem we get

$$
\vec{\Psi}_{E}(\vec{x}) \cdot \vec{\nu}^{\beta}=\frac{1}{\left|F^{\beta}\right|} \oint_{\partial F^{\beta}} \vec{\Phi}_{E}(\vec{x}) \cdot \overrightarrow{d s}= \begin{cases}\frac{1}{\left|F^{\beta}\right|} & \text { for } \beta=c,  \tag{4.5}\\ -\frac{1}{\left|F^{\beta}\right|} & \text { for } \beta=d, \\ 0 & \text { otherwise },\end{cases}
$$

where in the last step we used (4.3) to evaluate the line integral (respecting the righthand rule and the specific orientation of $\vec{\tau}^{1}$ and $\vec{\nu}^{\beta}, \beta=a, b, c, d$, as depicted in the figure above).

Now to obtain the result observe that, since $\operatorname{div} \vec{\Psi}_{E}=0$ on each tetrahedron, it is sufficient to show that

$$
\begin{equation*}
\vec{\Psi}_{E} \in \mathcal{V} \quad \text { for all } E \in \mathcal{E}_{I} \cup \mathcal{E}_{D} . \tag{4.6}
\end{equation*}
$$

To show this we shall verify criterion (2.7). First consider $E \in \mathcal{E}_{I}$. Let $F \in \mathcal{F}_{I}$. If $F \not \subset \operatorname{supp} \vec{\Psi}_{E}$, then we have trivially

$$
\begin{equation*}
\vec{\Psi}_{E} \cdot \vec{\nu}_{F} \quad \text { is continuous across } F \text {. } \tag{4.7}
\end{equation*}
$$

Now take a general tetrahedron $T \subset \operatorname{supp} \vec{\Psi}_{E}$, as pictured above. If $F=F^{c}$ or $F^{d}$, then performing the computation (4.5) in the other tetrahedron adjoining $F$ and


Fig. 1. Divergence-free basis function $\vec{\Psi}_{E}$.
combining with (4.5) establishes (4.7). On the other hand, when $F=F^{a}$ or $F^{b}$, (4.7) also holds since $\left.\vec{\Psi}_{E} \cdot \vec{\nu}_{F}\right|_{T}=0$ and since the other tetrahedron adjoining $F$ lies outside $\operatorname{supp} \vec{\Psi}_{E}$. Altogether, we have established that $\vec{\Psi}_{E}$ satisfies criterion (2.7)(i).

To establish (2.7)(ii), let $F \in \mathcal{F}_{N}$. If $F \not \subset \operatorname{supp} \vec{\Psi}_{E}$, then $\vec{\Psi}_{E} \cdot \vec{\nu}_{F}=0$ trivially. If $F \subset \bar{T} \subset \operatorname{supp} \vec{\Psi}_{E}$, then (since $E \in \mathcal{E}_{I}$ ) with the above notation $F$ has to be either $F^{a}$ or $F^{b}$ and again $\vec{\Psi}_{E} \cdot \vec{\nu}_{F}=0$, proving (2.7)(ii).

Thus we have shown that $\vec{\Psi}_{E} \in \mathcal{V}$ for all $E \in \mathcal{E}_{I}$. Similar arguments establish that $\vec{\Psi}_{E} \in \mathcal{V}$ for all $E \in \mathcal{E}_{D}$, proving (4.6).

Note that each $\vec{\Psi}_{E}$ can be expressed as a local linear combination of the basis functions $\vec{v}_{F}$ of $\mathcal{V}$ satisfying (2.8); in fact, only those $\vec{v}_{F}$ corresponding to faces $F$ that contain edge $E$ appear in the expansion of $\vec{\Psi}_{E}$ (see Figure 1).

To find a basis for $\dot{\mathcal{V}}$, let us first look at the pure Dirichlet case, $\Gamma_{N}=\emptyset$. The functions introduced in Proposition 4.1 are sufficient to span $\dot{\mathcal{V}}$, but there are too many of them. The following theorem identifies a linearly independent subset of the functions in Proposition 4.1 that constitutes a basis of $\mathcal{V}$. A similar statement for the pure Neumann case, $\Gamma_{D}=\emptyset$, has already been proved by Dubois [14] (see Remark 4.7 for a more extensive literature survey).

The proof involves some fundamental notions and results from graph theory and algebraic topology (see Appendices A and B for a brief introduction). In particular we need the notion of a spanning tree of a graph (see Theorem A.4). Let $\mathbf{G}:=(\mathcal{N}, \mathcal{E})$ be the graph formed by the nodes and (orientated) edges of the triangulation $\mathcal{T}$.

Theorem 4.2. Let $\Gamma_{N}=\emptyset$ and let $\mathcal{H} \subset \mathcal{E}$ be such that if $\mathbf{H}:=(\mathcal{N}, \mathcal{H})$ is a spanning tree of $\mathbf{G}$, then

$$
\begin{equation*}
\left\{\vec{\Psi}_{E}: E \in \mathcal{E} \backslash \mathcal{H}\right\} \quad \text { is a basis of } \quad \dot{\mathcal{V}} \tag{4.8}
\end{equation*}
$$

Before proving Theorem 4.2, we will first prove two lemmas. Let $\mathcal{V}(\mathbf{G})$ denote the vector space over $\mathbb{Z}$ generated by the cycles of $\mathbf{G}$ as defined in Definition A.1(e). Furthermore, for each face $F \in \mathcal{F}$ let $\mu^{F}$ be the elementary cycle of $\mathbf{G}$ formed by the edges $E$ of $F$. We fix the orientation of this cycle w.r.t. $\vec{\nu}_{F}$ by applying the right-hand rule. The associated vector $\boldsymbol{\mu}^{F}:=\left[\mu_{E}^{F}\right]_{E \in \mathcal{E}} \in \mathcal{V}(\mathbf{G})$ is given by

$$
\mu_{E}^{F}=\left\{\begin{align*}
1 & \text { if } E \text { is an edge of } F \text { and } \vec{\tau}_{E} \text { is positively orientated w.r.t. } \vec{\nu}_{F},  \tag{4.9}\\
-1 & \text { if } E \text { is an edge of } F \text { and } \vec{\tau}_{E} \text { is negatively orientated w.r.t. } \vec{\nu}_{F}, \\
0 & \text { otherwise. }
\end{align*}\right.
$$

Lemma 4.3. Let $\boldsymbol{\mu}:=\left[\mu_{E}\right]_{E \in \mathcal{E}} \in \mathcal{V}(\mathbf{G})$. Then there exist $\left\{\alpha_{F} \in \mathbb{Z}: F \in \mathcal{F}\right\}$ such that

$$
\begin{equation*}
\boldsymbol{\mu}:=\sum_{F \in \mathcal{F}} \alpha_{F} \boldsymbol{\mu}^{F} \tag{4.10}
\end{equation*}
$$

Proof. Let $K$ be the simplicial complex underlying our simplicial triangulation $\mathcal{T}$. In the notation of algebraic topology (see Appendix B) the vector $\boldsymbol{\mu} \in \mathcal{V}(\mathbf{G})$ can be identified with the vector of coefficients of a cycle $\mu$ of $K$ (with orientation of its edges defined by the tangent vectors $\vec{\tau}_{E}$ ).

Since $|K|=\bar{\Omega}$ is simply connected, we know from Corollary B. 4 that each cycle of $K$ is a bounding cycle and can therefore be written as a linear combination of the boundaries of the orientated triangles of $K$. In particular, there exist $\left\{\tilde{\alpha}_{F} \in \mathbb{Z}: F \in \mathcal{F}\right\}$ such that

$$
\begin{equation*}
\mu=\sum_{F \in \mathcal{F}} \tilde{\alpha}_{F} \partial F \tag{4.11}
\end{equation*}
$$

The boundary $\partial F$ of an orientated triangle $F$ of $K$ is a special cycle $\tilde{\mu}^{F}$ of $K$. As above it can therefore be identified with a vector $\tilde{\boldsymbol{\mu}}^{F} \in \mathcal{V}(\mathbf{G})$. Depending on the orientation of $\vec{\nu}_{F}$ we either have $\tilde{\boldsymbol{\mu}}^{F}=\boldsymbol{\mu}^{F}$ or $\tilde{\boldsymbol{\mu}}^{F}=-\boldsymbol{\mu}^{F}$, and we can write (4.11) in vector notation:

$$
\boldsymbol{\mu}=\sum_{F \in \mathcal{F}} \alpha_{F} \boldsymbol{\mu}^{F} \quad \text { with } \quad \alpha_{F}= \begin{cases}\tilde{\alpha}_{F} & \text { if } \quad \tilde{\boldsymbol{\mu}}^{F}=\boldsymbol{\mu}^{F} \\ -\tilde{\alpha}_{F} & \text { if } \quad \tilde{\boldsymbol{\mu}}^{F}=-\boldsymbol{\mu}^{F}\end{cases}
$$

Lemma 4.4. Let $\boldsymbol{\mu} \in \mathcal{V}(\mathbf{G})$ and let $\left\{\alpha_{F} \in \mathbb{Z}: F \in \mathcal{F}\right\}$ be such that $\boldsymbol{\mu}:=\sum_{F \in \mathcal{F}} \alpha_{F} \boldsymbol{\mu}^{F}$. Then

$$
\begin{equation*}
\sum_{F \in \mathcal{F}} \alpha_{F} \int_{F} \vec{\Psi}_{E} \cdot \vec{\nu}_{F} d F=\mu_{E} \quad \text { for all } E \in \mathcal{E} \tag{4.12}
\end{equation*}
$$

Proof. Let $F \in \mathcal{F}$. Using (4.5) we get

$$
\int_{F} \vec{\Psi}_{E} \cdot \vec{\nu}_{F} d F=\left\{\begin{aligned}
1 & \text { if } E \subset \bar{F} \text { and } \vec{\tau}_{E} \text { positively orientated w.r.t. } \vec{\nu}_{F} \\
-1 & \text { if } E \subset \bar{F} \text { and } \vec{\tau}_{E} \text { negatively orientated w.r.t. } \vec{\nu}_{F} \\
0 & \text { otherwise }
\end{aligned}\right.
$$

and, therefore, recalling the definition (4.9), we have $\int_{F} \vec{\Psi}_{E} \cdot \vec{\nu}_{F} d F=\mu_{E}^{F}$. Multiplying this by $\alpha_{F}$ and summing over $F \in \mathcal{F}$ we obtain (4.12).

We can now prove Theorem 4.2.
Proof. Let us first check that the number of basis functions in (4.8) coincides with $\dot{n}=\operatorname{dim} \dot{\mathcal{V}}$. Since $\Omega$ is simply connected without cavities, we can apply Euler's polyhedron theorem [9]

$$
\begin{equation*}
\# \mathcal{N}-\# \mathcal{E}+\# \mathcal{F}-\# \mathcal{T}=1 \tag{4.13}
\end{equation*}
$$

to the triangulation $\mathcal{T}$. Now observe that $\mathbf{H}$ is a tree, and therefore $\# \mathcal{H}=\# \mathcal{N}-1$ (cf. Theorem A.3(iii)). Using this fact together with (4.13) we get

$$
\begin{equation*}
\#(\mathcal{E} \backslash \mathcal{H})=\# \mathcal{E}-\# \mathcal{N}+1=\# \mathcal{F}-\# \mathcal{T} \tag{4.14}
\end{equation*}
$$

Now recalling that $\stackrel{\circ}{n}=n_{\mathcal{V}}-n_{\mathcal{W}}=\# \mathcal{F}-\# \mathcal{T}$, it follows from (4.14) that the number of functions in (4.8) is $\check{n}$, as required.

To establish linear independency of the functions in (4.8), suppose $\left\{\beta_{E^{\prime}}: E^{\prime} \in \mathcal{E} \backslash \mathcal{H}\right\}$ are scalars such that

$$
\overrightarrow{0}=\sum_{E^{\prime} \in \mathcal{E} \backslash \mathcal{H}} \beta_{E^{\prime}} \vec{\Psi}_{E^{\prime}}
$$

Now let $E \in \mathcal{E} \backslash \mathcal{H}$ and let $\boldsymbol{\mu}^{E}$ denote the vector associated with the unique cycle $\mu^{E}$ generated by taking edge $E$ into the tree $\mathbf{H}$, which has the property that $\mu_{E^{\prime}}^{E}:=\delta_{E, E^{\prime}}$ for all $E^{\prime} \in \mathcal{E} \backslash \mathcal{H}$ (cf. Theorem A.6). Then using Lemma 4.3 we can find $\left\{\alpha_{F} \in \mathbb{Z}: F \in \mathcal{F}\right\}$ such that $\boldsymbol{\mu}^{E}:=\sum_{F \in \mathcal{F}} \alpha_{F} \boldsymbol{\mu}^{F}$, and so by Lemma 4.4

$$
0=\sum_{F \in \mathcal{F}} \alpha_{F} \int_{F}\left(\sum_{E^{\prime} \in \mathcal{E} \backslash \mathcal{H}} \beta_{E^{\prime}} \vec{\Psi}_{E^{\prime}}\right) \cdot \vec{\nu}_{F} d F=\sum_{E^{\prime} \in \mathcal{E} \backslash \mathcal{H}} \beta_{E^{\prime}} \mu_{E^{\prime}}^{E}=\beta_{E},
$$

which establishes the linear independency of the functions in (4.8).
Now let us look at mixed boundary conditions, $\Gamma_{N} \neq \emptyset$. In the following corollary we will see that the results of Theorem 4.2 extend to this case provided each component of $\Gamma_{N}$ is simply connected. Our proof of this result makes use of the methods of Hecht [17] developed for the nonconforming P1-P0 elements for the approximation of solenoidal vector fields in $H^{1}(\Omega)^{3}$ (see Remark 4.7 for a more extensive discussion).

Therefore let $n_{\mathcal{C}}$ denote the number of connected components in $\Gamma_{N}$ and write

$$
\Gamma_{N}=\Gamma_{N}^{1} \cup \Gamma_{N}^{2} \cup \cdots \cup \Gamma_{N}^{n_{\mathcal{C}}}, \quad \Gamma_{N}^{\ell} \cap \Gamma_{N}^{\ell^{\prime}}=\emptyset \quad \text { for all } \ell \neq \ell^{\prime} \in\left\{1, \ldots, n_{\mathcal{C}}\right\} .
$$

For $\ell=1, \ldots, n_{\mathcal{C}}$, let $\mathcal{N}_{N}^{\ell} \subset \mathcal{N}, \mathcal{E}_{N}^{\ell} \subset \mathcal{E}$, and $\mathcal{F}_{N}^{\ell} \subset \mathcal{F}$ denote the set of mesh nodes, edges, and faces on $\Gamma_{N}^{\ell}$, respectively.

Corollary 4.5. Suppose $n_{\mathcal{C}} \neq 0$ and suppose that $\Gamma_{N}^{\ell}$ is simply connected for each $\ell=1, \ldots, n_{\mathcal{C}}$. Let $\mathcal{H} \subset \mathcal{E}$ such that $\mathbf{H}=(\mathcal{N}, \mathcal{H})$ is a spanning tree of $\mathbf{G}$ and such that for each $\ell=1, \ldots, n_{\mathcal{C}}$, the restriction $\mathbf{H}_{N}^{\ell}:=\left(\mathcal{N}_{N}^{\ell}, \mathcal{H} \cap \mathcal{E}_{N}^{\ell}\right)$ of $\mathbf{H}$ to $\Gamma_{N}^{\ell}$ is also a tree. Then

$$
\begin{equation*}
\left\{\vec{\Psi}_{E}: E \in\left(\mathcal{E}_{I} \cup \mathcal{E}_{D}\right) \backslash \mathcal{H}\right\} \quad \text { is a basis of } \quad \stackrel{\circ}{\mathcal{V}} \tag{4.15}
\end{equation*}
$$

REMARK 4.6. The general case, when $\Gamma_{N}^{\ell}$ is not simply connected for some $\ell$, involves the introduction of a small number of additional nonlocal basis functions. In order not to complicate this paper, we omit the details for this case, but they will be given in [27]. Thus, from now on we will assume that $\Gamma_{N}^{\ell}$ is simply connected for all $\ell=1, \ldots, n_{\mathcal{C}}$.

Proof. Since $\left(\mathcal{E}_{I} \cup \mathcal{E}_{D}\right) \subset \mathcal{E}$, we also have $\left(\mathcal{E}_{I} \cup \mathcal{E}_{D}\right) \backslash \mathcal{H} \subset \mathcal{E} \backslash \mathcal{H}$, and therefore following the proof of Theorem 4.2 the functions $\vec{\Psi}_{E}$ in (4.15) are linearly independent.

We have only to check that the number of basis functions in (4.15) coincides with $\stackrel{\circ}{n}=\operatorname{dim} \dot{\mathcal{V}}$. To do this, we need two elementary formulae (Cauchy [9]): Euler's polyhedron theorem (4.13) and the Euler-Cauchy formula for planar networks of polygons (4.16). Consider a typical Neumann boundary segment $\Gamma_{N}^{\ell}$. Since $\Gamma_{N}^{\ell}$ is simply connected, we have

$$
\begin{equation*}
\# \mathcal{N}_{N}^{\ell}-\# \mathcal{E}_{N}^{\ell}+\# \mathcal{F}_{N}^{\ell}=1 \tag{4.16}
\end{equation*}
$$

Now observe that $\mathbf{H}_{N}^{\ell}$ is a tree, and therefore (again by virtue of Theorem A.3(iii)) $\#\left(\mathcal{H} \cap \mathcal{E}_{N}^{\ell}\right)=\# \mathcal{N}_{N}^{\ell}-1$. Using (4.16) and summing over $\ell=1, \ldots, n_{\mathcal{C}}$, we obtain

$$
\begin{equation*}
\#\left(\mathcal{H} \cap \mathcal{E}_{N}\right)=\sum_{\ell=1}^{n_{\mathcal{C}}}\left(\# \mathcal{N}_{N}^{\ell}-1\right)=\sum_{\ell=1}^{n_{\mathcal{C}}}\left(\# \mathcal{E}_{N}^{\ell}-\# \mathcal{F}_{N}^{\ell}\right)=\left(\# \mathcal{E}_{N}-\# \mathcal{F}_{N}\right) \tag{4.17}
\end{equation*}
$$

Since the sets $\mathcal{E}_{I}, \mathcal{E}_{D}$, and $\mathcal{E}_{N}$ partition $\mathcal{E}$, we also have

$$
\left(\mathcal{E}_{I} \cup \mathcal{E}_{D}\right) \backslash \mathcal{H}=\left(\mathcal{E} \backslash \mathcal{E}_{N}\right) \backslash \mathcal{H}=\mathcal{E} \backslash\left(\mathcal{E}_{N} \cup \mathcal{H}\right)
$$

and, therefore, the number of functions in (4.15) is $\# \mathcal{E}-\left(\# \mathcal{E}_{N}+\# \mathcal{H}-\#(\mathcal{H} \cap\right.$ $\left.\mathcal{E}_{N}\right)$ ). Combining this with (4.17), and using the fact that $\mathbf{H}$ is a tree (and therefore $\# \mathcal{H}=\# \mathcal{N}-1$, we finally get

$$
\begin{equation*}
\#\left(\left(\mathcal{E}_{I} \cup \mathcal{E}_{D}\right) \backslash \mathcal{H}\right)=(\# \mathcal{E}-\# \mathcal{N}+1)-\# \mathcal{F}_{N}=(\# \mathcal{F}-\# \mathcal{T})-\# \mathcal{F}_{N} \tag{4.18}
\end{equation*}
$$

where in the last step we have used Euler's polyhedron theorem (4.13). Now recalling that $\dot{n}=n_{\mathcal{V}}-n_{\mathcal{W}}$ (and from section 3 we have $n_{\mathcal{V}}=\# \mathcal{F}_{I}+\# \mathcal{F}_{D}=\# \mathcal{F}-\# \mathcal{F}_{N}$ and $n_{\mathcal{W}}=\# \mathcal{T}$ ), it follows from (4.18) that the number of functions in (4.15) is $\dot{n}$, as required.

REmARK 4.7. The idea of spanning trees in the context of finite element methods first appears in the context of the Stokes problem in a paper by Hecht [17], where it is used in the same way as here to find a basis for the space of divergence-free nonconforming P1-P0 elements for the approximation of solenoidal vector fields in $H^{1}(\Omega)^{3}$.

In an unpublished manuscript [18], Hecht extends these results to a wider family of finite elements in $H^{1}(\Omega)^{3}$, including the (nonconforming) Raviart-Thomas-Nédélec elements. The published literature on divergence-free Raviart-Thomas-Nédélec elements in $H(\operatorname{div}, \Omega)$ considered here is restricted to the pure Neumann case, $\Gamma_{D}=\emptyset$, in a paper by Dubois [14], where he uses it to solve model incompressible flow problems with prescribed vorticity.

In the context of the three-dimensional problem (1.1), (1.2) considered in this paper, the only other work which we are aware of is the recent paper [8], but this is restricted to uniform rectangular meshes and a special spanning tree which can be constructed a priori.

Independently, spanning trees also appear as a technique for computing a discrete gauge condition in eddy-current calculations in computational electromagnetism (e.g., in Albanese and Rubinacci [2] or Kettunen and Turner [20]). A thorough presentation of the theoretical foundation of those techniques using homology theory (related to our Appendix B) can be found in Bossavit [6, Ch. 5].
5. Implementation. To implement the decoupled system (3.3) for determining $\stackrel{\circ}{\boldsymbol{u}}$ (and hence $\boldsymbol{u}$ ) we must work with the matrix $\AA$ and the right-hand side $\stackrel{\circ}{\boldsymbol{g}}$ specified in (3.4). We observe that these are formally defined in terms of multiplications with the matrix $Z$ which, through (3.7), represents the basis $\left\{\overrightarrow{\dot{v}}_{i}\right\}$ of $\dot{\mathcal{V}}^{\circ}$ in terms of the basis $\left\{\vec{v}_{j}\right\}$ of $\mathcal{V}$.

In the specific system (2.4) the $\left\{\vec{v}_{j}\right\}$ are the Raviart-Thomas velocity basis functions $\left\{\vec{v}_{F}: F \in \mathcal{F}_{I} \cup \mathcal{F}_{D}\right\}$ given in section 2 , whereas the $\left\{\vec{v}_{i}\right\}$ are the basis functions $\left\{\vec{\Psi}_{E}: E \in\left(\mathcal{E}_{I} \cup \mathcal{E}_{D}\right) \backslash \mathcal{H}\right\}$ specified in Corollary 4.5 (or Theorem 4.2, if $\Gamma_{N}=\emptyset$ ). Thus we can identify the columns of $Z$ with the indices $F \in \mathcal{F}_{I} \cup \mathcal{F}_{D}$, whereas the rows of $Z$ correspond to $E \in\left(\mathcal{E}_{I} \cup \mathcal{E}_{D}\right) \backslash \mathcal{H}$.

Using this identification of $Z$ we can rewrite (3.7) as

$$
\begin{equation*}
\vec{\Psi}_{E}=\sum_{F \in \mathcal{F}_{I} \cup \mathcal{F}_{D}} Z_{E, F} \vec{v}_{F}, \quad E \in\left(\mathcal{E}_{I} \cup \mathcal{E}_{D}\right) \backslash \mathcal{H} \tag{5.1}
\end{equation*}
$$

Note that the matrix $Z$ is sparse; in fact, $Z_{E, F} \neq 0$ only when edge $E$ is an edge of the face $F$.

The set $\mathcal{H} \subset \mathcal{E}$ of edges that form a spanning tree in the graph $\mathbf{G}=(\mathcal{N}, \mathcal{E})$ can be found in optimal time (proportional to the number of edges) using Algorithm A. 7 presented in Appendix A. The introduction of the special spanning tree for the mixed boundary problem in Corollary 4.5 does not pose an extra problem to our method. We need only to modify Algorithm A. 7 slightly: We choose $x_{1} \in \mathcal{N}_{N}$ and at first consider only nodes $y_{1} \in \mathcal{N}_{N}$ in the function "recursive(.)" to find a spanning tree $\mathbf{H}_{N}^{\ell}$ for each $\Gamma_{N}^{\ell}$; then (without resetting the array "mark[.]") we call the function "recursive $(\tilde{x})$ " with argument $\tilde{x} \in \mathcal{N}_{I} \cup \mathcal{N}_{D}$ to find the rest of the spanning tree.

With the same convention as above we can write the elements of the matrix $M$ appearing in (2.4) as

$$
\begin{equation*}
M_{F, F^{\prime}}=m\left(\vec{v}_{F}, \vec{v}_{F^{\prime}}\right), \quad F, F^{\prime} \in \mathcal{F}_{I} \cup \mathcal{F}_{D} \tag{5.2}
\end{equation*}
$$

With these observations, it is simple to write $\AA$ as a sum of element matrices. To be precise, recalling that $\mathcal{T}$ is the set of tetrahedral elements, we can write

$$
M=\sum_{T \in \mathcal{T}} M_{T}, \quad \text { where }\left(M_{T}\right)_{F, F^{\prime}}=\int_{T} K^{-1} \vec{v}_{F} \cdot \vec{v}_{F^{\prime}} d \vec{x}
$$

Then we can similarly write $\AA$ as

$$
\begin{equation*}
\AA=\sum_{T \in \mathcal{T}} \AA_{T} \tag{5.3}
\end{equation*}
$$

where $\AA_{T}=Z_{T} M_{T} Z_{T}^{T}$, and $Z_{T}$ denotes the matrix whose entries equal the entries of $Z$ for columns and rows corresponding to $T$ (i.e., faces $F \subset \bar{T}$ and edges $E \subset \bar{T}$ ) and are zero elsewhere. The representation (5.3) may be important if iterative methods are being used to solve (3.3). A similar elementwise representation can be given for the computation of $\stackrel{\circ}{\boldsymbol{g}}$ in (3.4).

Alternatively, $\AA$ can be determined (elementwise or globally) from an approximation of a related bilinear form by Nédélec's edge elements, without the assembly of any Raviart-Thomas stiffness matrix entries, as the following calculation shows.

Introduce the bilinear form

$$
\begin{equation*}
a\left(\vec{\Phi}, \vec{\Phi}^{\prime}\right):=\left(K^{-1} \operatorname{curl} \vec{\Phi}, \operatorname{curl} \vec{\Phi}^{\prime}\right)_{L^{2}(\Omega)^{3}} \quad \text { for all } \vec{\Phi}, \vec{\Phi}^{\prime} \in H(\operatorname{curl}, \Omega) \tag{5.4}
\end{equation*}
$$

and, for $E, E^{\prime} \in \mathcal{E}$, set

$$
\mathcal{A}_{E, E^{\prime}}:=a\left(\vec{\Phi}_{E}, \vec{\Phi}_{E^{\prime}}\right)
$$

where $\left\{\vec{\Phi}_{E}\right\}$ are the basis functions of the piecewise linear Nédélec's edge elements defined in (4.2) and (4.3). Thus (after specifying an ordering of the edges in $\mathcal{E}$ ), $\mathcal{A}$ is the stiffness matrix corresponding to the bilinear form $a(\cdot, \cdot)$ discretized by Nédélec's edge elements, with a natural boundary condition on all of $\Gamma$. Because of the nontrivial
kernel of $a(\cdot, \cdot)$, this bilinear form is degenerate and therefore not elliptic on $H(\overrightarrow{\operatorname{curl}}, \Omega)$. In fact, let $v \in H^{1}(\Omega)$; then $a\left(\vec{\nabla} v, \vec{\Phi}^{\prime}\right)=0$ for all $\vec{\Phi}^{\prime} \in H(\operatorname{curl}, \Omega)$. Consequently, $\mathcal{A}$ is singular.

The following result shows that the minor of this matrix obtained by restricting to $E, E^{\prime} \in\left(\mathcal{E}_{I} \cup \mathcal{E}_{D}\right) \backslash \mathcal{H}$, where $\mathcal{H} \subset \mathcal{E}$ as defined in Corollary 4.5, determines the matrix $\AA$ in (3.3). (This corresponds to imposing an essential boundary condition on $\Gamma_{N}$ and restricting to the orthogonal complement of the kernel of $a(\cdot, \cdot)$.)

Theorem 5.1. Let $\mathcal{H} \subset \mathcal{E}$ as defined in Corollary 4.5 (or Theorem 4.2, if $\left.\Gamma_{N}=\emptyset\right)$. Then

$$
\AA_{E, E^{\prime}}=\mathcal{A}_{E, E^{\prime}} \quad \text { for all } E, E^{\prime} \in\left(\mathcal{E}_{I} \cup \mathcal{E}_{D}\right) \backslash \mathcal{H}
$$

Proof. Let $\mathcal{H} \subset \mathcal{E}$ as defined in Corollary 4.5 (or Theorem 4.2, if $\Gamma_{N}=\emptyset$ ) and let $E, E^{\prime} \in\left(\mathcal{E}_{I} \cup \mathcal{E}_{D}\right) \backslash \mathcal{H}$. Then using the definition (3.4) of $A$ together with (5.2) and (5.1) we get

$$
\AA_{E, E^{\prime}}=\sum_{F, F^{\prime} \in \mathcal{F}_{I} \cup \mathcal{F}_{D}} Z_{E, F} M_{F, F^{\prime}} Z_{E^{\prime}, F^{\prime}}=m\left(\sum_{F} Z_{E, F} \vec{v}_{F}, \sum_{F^{\prime}} Z_{E^{\prime}, F^{\prime}} \vec{v}_{F^{\prime}}\right)=m\left(\vec{\Psi}_{E}, \vec{\Psi}_{E^{\prime}}\right)
$$

Now using the definitions of $m(\cdot, \cdot)$ and $\vec{\Psi}_{E}$, we finally get

$$
\begin{aligned}
\AA_{E, E^{\prime}} & =\left(K^{-1} \vec{\Psi}_{E}, \vec{\Psi}_{E^{\prime}}\right)_{L^{2}(\Omega)^{3}}=\left(K^{-1} \operatorname{curl} \vec{\Phi}_{E}, \operatorname{curl} \vec{\Phi}_{E^{\prime}}\right)_{L^{2}(\Omega)^{3}} \\
& =a\left(\vec{\Phi}_{E}, \vec{\Phi}_{E^{\prime}}\right)=\mathcal{A}_{E, E^{\prime}}
\end{aligned}
$$

REmARK 5.2. Hiptmair and Hoppe [19] solve the singular symmetric positive semidefinite system with stiffness matrix $\mathcal{A}$ by multilevel preconditioned $C G$ without explicitly eliminating columns and rows corresponding to edges $E \in \mathcal{H}$. In their multilevel splitting they eliminate the kernel of $a(\cdot, \cdot)$ only approximately by relaxing the orthogonality condition and thus avoid the construction of a basis. Here we eliminate the kernel a priori, which allows us to then apply the CG algorithm with a range of possible preconditioners.

REMARK 5.3. Observe that the decoupled system (3.3) is about three times smaller than the original indefinite system (2.4). More precisely, the dimension of (3.3) is smaller than that of (2.4) by a factor

$$
C:=\frac{\# \mathcal{F}_{I}+\# \mathcal{F}_{D}+\# \mathcal{T}}{\# \mathcal{F}_{I}+\# \mathcal{F}_{D}-\# \mathcal{T}} .
$$

Since $4(\# \mathcal{T})=2\left(\# \mathcal{F}_{I}\right)+\# \mathcal{F}_{D}+\# \mathcal{F}_{N}$ we have

$$
C=3\left\{\frac{\# \mathcal{F}_{I}+\frac{5}{6}\left(\# \mathcal{F}_{D}\right)+\frac{1}{6}\left(\# \mathcal{F}_{N}\right)}{\# \mathcal{F}_{I}+\frac{3}{2}\left(\# \mathcal{F}_{D}\right)-\frac{1}{2} \# \mathcal{F}_{N}}\right\}
$$

Under reasonable mesh regularity assumptions $\# \mathcal{F}_{I}$ is the dominant part of $\# \mathcal{F}$ as $\# \mathcal{T} \rightarrow \infty$, and so $C \rightarrow 3$ as $\# \mathcal{T} \rightarrow \infty$.
6. Pressure computations. In this section we present a procedure for the efficient recovery of the pressure $\boldsymbol{p}$ from the decoupled system (3.6).

In the general situation described in section 3 , the assembly of (3.6) requires the computation of a complementary basis $\left\{\boldsymbol{z}_{\grave{n}+1}, \ldots, \boldsymbol{z}_{n \nu}\right\}$ satisfying (3.5). This is again equivalent to finding a complementary basis $\left\{\vec{v}_{\dot{n}+1}^{c}, \ldots, \vec{v}_{n \nu}^{c}\right\}$ to $\left\{\overrightarrow{\dot{v}}_{1}, \ldots, \overrightarrow{\dot{v}}_{\dot{n}}\right\}$ such that

$$
\begin{equation*}
\operatorname{span}\left\{\overrightarrow{\dot{v}}_{1}, \ldots, \overrightarrow{\dot{v}}_{\dot{n}}, \vec{v}_{n+1}^{c}, \ldots, \vec{v}_{n_{\mathcal{V}}}^{c}\right\}=\mathcal{V} \tag{6.1}
\end{equation*}
$$

In the context of the specific system (2.4) (using lowest-order Raviart-ThomasNédélec elements) this can be done by finding a distinguished subset of faces

$$
\mathcal{F}^{c} \subset \mathcal{F}_{I} \cup \mathcal{F}_{D}
$$

such that the corresponding subset of Raviart-Thomas-Nédélec basis functions, $\left\{\vec{v}_{F}: F \in \mathcal{F}^{c}\right\}$, constitutes a complementary basis. Note that this set must contain $n_{\mathcal{W}}:=n_{\mathcal{V}}-\check{n}=\# \mathcal{T}$ elements. The following simple Algorithm 6.1 chooses $n_{\mathcal{W}}$ appropriate faces, yielding a complementary basis, in such a way that the system (3.6) has a particularly simple form. We have already presented this algorithm to find a subset of faces $\mathcal{F}^{c} \subset \mathcal{F}_{I} \cup \mathcal{F}_{D}$ for the two-dimensional case in [12], but here we will give a rigorous proof that the corresponding subset of Raviart-Thomas-Nédélec basis functions, $\left\{\vec{v}_{F}: F \in \mathcal{F}^{c}\right\}$, constitutes a complementary basis to (4.15) (or to (4.8), if $\left.\Gamma_{N}=\emptyset\right)$ in $\mathcal{V}$.

Algorithm 6.1.

1. Choose $T_{1} \in \mathcal{T}$ to be any tetrahedron with a face $F_{1} \in \mathcal{F}_{D}$ and set $\mathcal{F}^{c}=\left\{F_{1}\right\}$.
2. For $j=2, \ldots, n_{\mathcal{W}}$,

- choose $T_{j} \in \mathcal{T} \backslash\left\{T_{\ell}: \ell=1, \ldots, j-1\right\}$ with the property that there exists $F_{j} \in \mathcal{F}_{I}$ such that

$$
\begin{equation*}
F_{j} \subset \bar{T}_{j} \cap\left\{\bigcup_{\ell=1}^{j-1} \bar{T}_{\ell}\right\} \tag{6.2}
\end{equation*}
$$

- update $\mathcal{F}^{c}=\mathcal{F}^{c} \cup\left\{F_{j}\right\}$.

End of loop over $j$.
3. Assemble $Z^{\prime} B$ as

$$
\left(Z^{\prime} B\right)_{i, j}=b\left(\vec{v}_{F_{i}}, w_{T_{j}}\right), \quad i, j=1, \ldots, n_{\mathcal{W}}
$$

Theorem 6.2. Algorithm 6.1 is well defined and the matrix $Z^{\prime} B$ given in step 3 is lower triangular.

Proof. Since $\Gamma_{D} \neq \emptyset$, there exists a $T \in \mathcal{T}$ with a face $F \in \mathcal{F}_{D}$. Let $T$ be $T_{1}$. Now, assume we have found $j-1<n_{\mathcal{W}}=\# \mathcal{T}$ tetrahedra $T_{\ell}$ in step 2 that fulfill property (6.2). Since $\Omega$ is connected, there exists a tetrahedron $T \in \mathcal{T}$ that has a face in common with $\bigcup_{\ell=1}^{j-1} \bar{T}_{\ell}$. Let $T$ be $T_{j}$. The existence of a set $\mathcal{F}^{c}$ therefore follows by an inductive argument.

Second, let $i, j=1, \ldots, n_{\mathcal{W}}$ with $i<j$. By the algorithm $F_{i} \subset \bar{T}_{i} \cap\left\{\bigcup_{\ell=1}^{i-1} \bar{T}_{\ell}\right\}$ and therefore $F_{i} \not \subset \bar{T}_{j}$. Since $T_{j}$ is not in $\operatorname{supp} \vec{v}_{F_{i}}$, it follows that $\left(Z^{\prime} B\right)_{i, j}=b\left(\vec{v}_{F_{i}}, w_{T_{j}}\right)=$ 0 , and the matrix $Z^{\prime} B$ given in step 3 is lower triangular.

To show that Algorithm 6.1 yields a complementary basis, let us first consider the pure Dirichlet case, $\Gamma_{N}=\emptyset$.

Theorem 6.3. Let $\Gamma_{N}=\emptyset$. The functions

$$
\begin{equation*}
\left\{\vec{v}_{F}: F \in \mathcal{F}^{c}\right\} \tag{6.3}
\end{equation*}
$$

form a complementary basis to (4.8) in $\mathcal{V}$.
Before proving this theorem we will first prove two lemmas again.
Lemma 6.4. Let $\boldsymbol{\mu}:=\left(\mu_{E}\right)_{E \in \mathcal{E}} \in \mathcal{V}(\mathbf{G})$. Then there exist $\left\{\tilde{\alpha}_{F} \in \mathbb{Z}: F \in \mathcal{F} \backslash \mathcal{F}^{c}\right\}$ such that

$$
\begin{equation*}
\boldsymbol{\mu}:=\sum_{F \in \mathcal{F} \backslash \mathcal{F}^{c}} \tilde{\alpha}_{F} \boldsymbol{\mu}^{F} . \tag{6.4}
\end{equation*}
$$

Proof. Let $F \in \mathcal{F}^{c}$ and let $\boldsymbol{\mu}^{F}$ be the vector associated with the elementary cycle $\mu^{F}$ formed by the edges $E$ of $F$ in the graph $\mathbf{G}:=(\mathcal{N}, \mathcal{E})$. We will first show that there exist $\left\{\alpha_{F^{\prime}}^{F} \in \mathbb{Z}: F^{\prime} \in \mathcal{F} \backslash \mathcal{F}^{c}\right\}$ such that

$$
\begin{equation*}
\boldsymbol{\mu}^{F}=\sum_{F^{\prime} \in \mathcal{F} \backslash \mathcal{F}^{c}} \alpha_{F^{\prime}}^{F} \boldsymbol{\mu}^{F^{\prime}} \tag{6.5}
\end{equation*}
$$

Let $j \in\left\{1, \ldots, n_{\mathcal{W}}\right\}$ be such that $F=F_{j}$ in Algorithm 6.1 and let $F^{\prime}, F^{\prime \prime}$, and $F^{\prime \prime \prime}$ be the other faces of $T_{j}$; then there exist $\alpha_{F^{\prime}}^{F}, \alpha_{F^{\prime \prime}}^{F}, \alpha_{F^{\prime \prime \prime}}^{F} \in\{-1,1\}$ such that

$$
\boldsymbol{\mu}^{F}=\alpha_{F^{\prime}}^{F} \boldsymbol{\mu}^{F^{\prime}}+\alpha_{F^{\prime \prime}}^{F} \boldsymbol{\mu}^{F^{\prime \prime}}+\alpha_{F^{\prime \prime \prime}}^{F} \boldsymbol{\mu}^{F^{\prime \prime \prime}}
$$

as depicted below:


If $F^{\prime}, F^{\prime \prime}, F^{\prime \prime \prime} \in \mathcal{F} \backslash \mathcal{F}^{c}$, the proof of (6.5) is complete. Otherwise assume, without loss of generality, that $F^{\prime} \in \mathcal{F}^{c}$. By construction there has to be a $j^{\prime} \in\left\{j+1, \ldots, n_{\mathcal{W}}\right\}$ such that $F^{\prime}=F_{j^{\prime}}$. Let $\tilde{F}^{\prime}, \tilde{F}^{\prime \prime}$, and $\tilde{F}^{\prime \prime \prime}$ be the other faces of $T_{j^{\prime}}$. As before, there exist $\alpha_{\tilde{F}^{\prime}}^{F^{\prime}}, \alpha_{\tilde{F}}^{F^{\prime \prime}}, \alpha_{\tilde{F}^{\prime \prime \prime}}^{F^{\prime}} \in\{-1,1\}$ such that $\boldsymbol{\mu}^{F^{\prime}}=\alpha_{\tilde{F}^{\prime}}^{F^{\prime}} \boldsymbol{\mu}^{\tilde{F}^{\prime}}+\alpha_{\tilde{F}^{\prime \prime}}^{F^{\prime}} \boldsymbol{\mu}^{\tilde{F}^{\prime \prime}}+\alpha_{\tilde{F}} F^{\prime \prime \prime \prime} \boldsymbol{\mu}^{\tilde{F}^{\prime \prime \prime}}$ and therefore

$$
\boldsymbol{\mu}^{F}=\alpha_{F^{\prime}}^{F}\left(\alpha_{\tilde{F}^{\prime}}^{F^{\prime}} \boldsymbol{\mu}^{\tilde{F}^{\prime}}+\alpha_{\tilde{F}^{\prime \prime}}^{F^{\prime}} \boldsymbol{\mu}^{\tilde{F}^{\prime \prime}}+\alpha_{\tilde{F}^{\prime \prime \prime}}^{F^{\prime}} \boldsymbol{\mu}^{\tilde{F}^{\prime \prime \prime}}\right)+\alpha_{F^{\prime \prime}}^{F} \boldsymbol{\mu}^{F^{\prime \prime}}+\alpha_{F^{\prime \prime \prime}}^{F} \boldsymbol{\mu}^{F^{\prime \prime \prime}}
$$

If $F^{\prime \prime}, F^{\prime \prime \prime}, \tilde{F}^{\prime}, \tilde{F}^{\prime \prime}, \tilde{F}^{\prime \prime \prime} \in \mathcal{F} \backslash \mathcal{F}^{c}$, the proof of (6.5) is complete. Otherwise, we can repeat the above procedure for the faces $F^{\prime \prime}, F^{\prime \prime \prime}, \tilde{F}^{\prime}, \tilde{F}^{\prime \prime}$, and $\tilde{F}^{\prime \prime \prime}$, and since the set $\left\{1, \ldots, n_{\mathcal{W}}\right\}$ is finite, the procedure will terminate in a finite number of steps. Altogether, we have established that there exist $\left\{\alpha_{F^{\prime}}^{F} \in \mathbb{Z}: F^{\prime} \in \mathcal{F} \backslash \mathcal{F}^{c}\right\}$ such that (6.5) holds.

Now let $\boldsymbol{\mu} \in \mathcal{V}(\mathbf{G})$. Substituting (6.5) into (4.10), we find that there exist $\left\{\tilde{\alpha}_{F} \in \mathbb{Z}: F \in \mathcal{F} \backslash \mathcal{F}^{c}\right\}$ such that $\boldsymbol{\mu}=\sum_{F \in \mathcal{F} \backslash \mathcal{F}^{c}} \tilde{\alpha}_{F} \boldsymbol{\mu}^{F}$.

Lemma 6.5. Let $\boldsymbol{\mu} \in \mathcal{V}(\mathbf{G})$ and $\left\{\tilde{\alpha}_{F} \in \mathbb{Z}: F \in \mathcal{F} \backslash \mathcal{F}^{c}\right\}$ be such that $\boldsymbol{\mu}:=\sum_{F \in \mathcal{F} \backslash \mathcal{F}^{c}} \tilde{\alpha}_{F} \boldsymbol{\mu}^{F}$. Then

$$
\begin{equation*}
\sum_{F \in \mathcal{F} \backslash \mathcal{F}^{c}} \tilde{\alpha}_{F} \int_{F} \vec{v}_{F^{\prime}} \cdot \vec{\nu}_{F} d F=0 \quad \text { for all } F^{\prime} \in \mathcal{F}^{c} \tag{6.6}
\end{equation*}
$$

Proof. Let $F^{\prime} \in \mathcal{F}^{c}$; then $\vec{v}_{F^{\prime}} \cdot \vec{\nu}_{F}=0$ for all $F \in \mathcal{F} \backslash \mathcal{F}^{c}$, which implies (6.6).
We can now prove Theorem 6.3.
Proof. Since $\# \mathcal{F}^{c}=n_{\mathcal{W}}$, we merely need to show that the union of the sets of functions (6.3) and (4.8) is a linearly independent set. Therefore suppose $\left\{\beta_{E^{\prime}}: E^{\prime} \in \mathcal{E} \backslash \mathcal{H}\right\}$ and $\left\{\gamma_{F}: F \in \mathcal{F}^{c}\right\}$ are scalars such that

$$
\overrightarrow{0}=\sum_{E^{\prime} \in \mathcal{E} \backslash \mathcal{H}} \beta_{E^{\prime}} \vec{\Psi}_{E^{\prime}}+\sum_{F \in \mathcal{F}^{c}} \gamma_{F} \vec{v}_{F}
$$

Let $E \in \mathcal{E} \backslash \mathcal{H}$ and let $\boldsymbol{\mu}^{E}$ denote the vector associated with the unique cycle $\mu^{E}$ generated by taking edge $E$ into the tree $\mathbf{H}=(\mathcal{N}, \mathcal{H})$, which has the property that $\mu_{E^{\prime}}^{E}:=\delta_{E, E^{\prime}}$ for all $E^{\prime} \in \mathcal{E} \backslash \mathcal{H}$ (cf. Theorem A. 6 and the proof to Theorem 4.2). Now, using Lemma 6.4 we can find $\left\{\tilde{\alpha}_{F} \in \mathbb{Z}: F \in \mathcal{F} \backslash \mathcal{F}^{c}\right\}$ such that $\boldsymbol{\mu}:=\sum_{F \in \mathcal{F} \backslash \mathcal{F}^{c}} \tilde{\alpha}_{F} \boldsymbol{\mu}^{F}$, and so by Lemmas 4.4 and 6.5

$$
\begin{aligned}
0 & =\sum_{F \in \mathcal{F} \backslash \mathcal{F}^{c}} \tilde{\alpha}_{F} \int_{F}\left(\sum_{E \in \mathcal{E} \backslash \mathcal{H}} \beta_{E} \vec{\Psi}_{E}+\sum_{F^{\prime} \in \mathcal{F}^{c}} \gamma_{F^{\prime}} \vec{v}_{F^{\prime}}\right) \cdot \vec{\nu}_{F} d F \\
& =\sum_{E^{\prime} \in \mathcal{E} \backslash \mathcal{H}} \beta_{E^{\prime}} \sum_{F \in \mathcal{F} \backslash \mathcal{F}^{c}} \tilde{\alpha}_{F} \int_{F} \vec{\Psi}_{E} \cdot \vec{\nu}_{F} d F+\sum_{F^{\prime} \in \mathcal{F}^{c}} \gamma_{F^{\prime}} \sum_{F \in \mathcal{F} \backslash \mathcal{F}^{c}} \tilde{\alpha}_{F} \int_{F} \vec{v}_{F^{\prime}} \cdot \vec{\nu}_{F} d F \\
& =\sum_{E^{\prime} \in \mathcal{E} \backslash \mathcal{H}} \beta_{E^{\prime}} \mu_{E^{\prime}}^{E}=\beta_{E} .
\end{aligned}
$$

Since the functions $\left\{\vec{v}_{F}: F \in \mathcal{F}^{c}\right\}$ form a subset of the Raviart-Thomas-Nédélec basis functions, they have to be linearly independent. Therefore we also have $\gamma_{F}=0$, for all $F \in \mathcal{F}^{c}$, which establishes the linear independence of the functions in (6.3) and (4.8).

Corollary 6.6. Let $n_{\mathcal{C}} \neq 0$ and let $\Gamma_{N}^{\ell}$ be simply connected for each $\ell=1, \ldots, n_{\mathcal{C}}$. The functions

$$
\begin{equation*}
\left\{\vec{v}_{F}: F \in \mathcal{F}^{c}\right\} \tag{6.7}
\end{equation*}
$$

form a complementary basis to (4.15) in $\mathcal{V}$.
Proof. Since $\# \mathcal{F}^{c}=n_{\mathcal{W}}$, the result follows directly from Corollary 4.5 and Theorem 6.3.

Using this complementary basis (6.7) and applying the general theory presented in section 3 , we can therefore find the unique solution $\boldsymbol{p}$ from (3.6) by simple back substitutions.

The matrix $Z^{\prime} B$ is obtained from the original matrix $B$ in (2.4) by deleting some rows and reordering the rows and columns. Equivalently, the right-hand side $Z^{\prime}(\boldsymbol{g}-M \boldsymbol{u})$ of (3.6) is obtained from $\boldsymbol{g}-M \boldsymbol{u}$ by deleting some rows and reordering the rows.
7. Numerical results. In this section we want to demonstrate the performance of the proposed method in two very simple test cases. Let $\Omega$ be the unit cube $(0,1)^{3}$. We will consider only the constant coefficient case $K \equiv 1$, of system (1.1), (1.2), with zero right-hand side $\vec{g}=\overrightarrow{0}$. The two experiments are induced by different choices of boundary conditions. In Figure 2 we illustrate the Neumann boundary $\Gamma_{N}$ in each case.

In the first experiment (Figure 2 (left)) we choose

$$
\begin{array}{rlrl}
p_{D}(x, y, z) & =1-x & \text { on } \quad \Gamma_{D}=\{0,1\} \times(0,1) \times(0,1) \cup[0,1] \times(0,1) \times\{1\}, \\
\vec{u} \cdot \vec{\nu}=0 & \text { on } \quad \Gamma_{N}=\Gamma \backslash \Gamma_{D}
\end{array}
$$

where $\vec{\nu}(\vec{x})$ denotes the outward unit normal from $\Omega$ at $\vec{x} \in \Gamma$ as before.
In the second experiment (Figure 2 (right)) we choose

$$
\begin{array}{rlrl}
p_{D}(x, y, z) & =1-x & & \text { on } \quad \\
\vec{u} \cdot \vec{\nu} & =0 & & \text { on } \quad \\
\Gamma_{N} & =\Gamma \backslash \Gamma_{D} .
\end{array}
$$



Fig. 2. The "no-flux" boundary $\Gamma_{N}$ for Experiments 1 and 2, respectively.

We discretize these problems using the mixed finite element discretization (2.3) with lowest-order Raviart-Thomas-Nédélec elements on a sequence of uniform and nonuniform meshes of different refinement levels $L$. The uniform mesh is constructed from a uniform rectangular mesh of $L * L * L$ cubes which are each subdivided themselves into six tetrahedra. The nonuniform mesh is constructed from a nonuniform hexahedral mesh of $L * L * L$ hexahedra which are each subdivided themselves into 24 tetrahedra.

To solve the resulting saddle-point system (2.4) we use the decoupled iterative method described above: The construction of the matrix $\AA$ in the decoupled velocity system (3.3) is carried out in an elementwise fashion as presented in (5.3); the resulting symmetric positive definite system (3.3) is solved with ILU(0)-preconditioned conjugate gradients (PCG); the matrix $Z^{\prime} B$ in the decoupled pressure system (3.6) is obtained from the original matrix $B$ in (2.4) by deleting some rows and reordering the rows and columns (as mentioned at the end of section 6 ); the resulting triangular system (3.6) is solved by simple back substitutions. The convergence criterion in the PCG method is the relative reduction of the residual by a factor of $10^{-5}$.

Tables 1 and 2 show the performance of our method for Experiments 1 and 2, respectively. First of all we observe in both cases the reduction in size from the full mixed system (2.4) to the decoupled velocity system (3.3). (Compare rows 3 and 4 in Tables 1 and 2.) It is approximately 3 as claimed in Remark 5.3.

Second, let us look at the number of floating point operations (Flops) needed in the decoupling process (row 7). This process is asymptotically optimal (\# Flops $=O$ (\# Freedoms)), since the matrix $A$ and the right-hand side in (3.3) are constructed in an elementwise fashion and since the matrix $Z^{\prime} B$ and the right-hand side in (3.6) are obtained from the original system (2.4) by simple reordering. While this decoupling process is still the dominant part in the total Flop count (row 9) on very small problems (e.g., column 2), its effect gets less important and will eventually vanish for larger problems (e.g., columns 5 and 8 ).

The core part of the calculation is the solution of the decoupled velocity system (3.3). In the uniform mesh case (columns 2-5) the condition number of $\AA$ (row 5 ) grows as expected with $O\left(\grave{n}^{2 / 3}\right)$, where $\grave{n}$ is the dimension of $\AA$ (row 4). The growth in the nonuniform mesh case (columns 6-8) is (naturally) slightly worse. This growth of the condition number is reflected in the iteration and Flop count for the PCG method to solve (3.3). The number of iterations (row 6) grows with the square root of the condition number of $\AA$; in the uniform mesh case (columns 2-5) this is a factor of about 2 from one refinement level to the next.

REMARK 7.1. Although the effect of the $I L U(0)$ preconditioner deteriorates as the grid size decreases, it is extremely cheap to invert and remains a cost effective way of preconditioning this system. Diagonal scaling, for example, leads to a similar

TABLE 1
Performance of the decoupled iterative method for Experiment 1.

|  | Uniform mesh |  |  |  | Nonuniform mesh |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Refinement level $L$ | 2 | 4 | 8 | 16 | 2 | 4 | 8 |
| Freedoms (full mixed) | 144 | 1152 | 9216 | 73728 | 576 | 4608 | 36864 |
| Freedoms (decoupled) | 48 | 384 | 3072 | 24576 | 192 | 1536 | 12288 |
| Condition \# (decoupled) | 150 | 610 | 2370 | 9230 | 1240 | 10670 | 89700 |
| PCG-iterations | 14 | 26 | 45 | 97 | 33 | 90 | 232 |
| MFlops (decoupling) | 0.032 | 0.34 | 3.0 | 25 | 0.17 | 1.5 | 13 |
| MFlops (PCG) | 0.031 | 0.53 | 8.0 | 142 | 0.35 | 8.0 | 171 |
| MFlops (total) | 0.065 | 0.89 | 11.2 | 169 | 0.53 | 9.6 | 185 |

TABLE 2
Performance of the decoupled iterative method for Experiment 2.

|  | Uniform mesh |  |  |  | Nonuniform mesh |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Refinement level $L$ | 2 | 4 | 8 | 16 | 2 | 4 | 8 |
| Freedoms (full mixed) | 128 | 1088 | 8960 | 72704 | 544 | 4480 | 36352 |
| Freedoms (decoupled) | 32 | 320 | 2816 | 23552 | 160 | 1408 | 11776 |
| Condition \# (decoupled) | 87 | 450 | 2080 | 8740 | 360 | 2780 | 21300 |
| PCG-iterations | 9 | 18 | 35 | 75 | 24 | 80 | 187 |
| MFlops (decoupling) | 0.024 | 0.29 | 2.8 | 25 | 0.15 | 1.4 | 12 |
| MFlops (PCG) | 0.012 | 0.31 | 5.8 | 106 | 0.20 | 6.5 | 132 |
| MFlops (total) | 0.037 | 0.61 | 8.7 | 132 | 0.36 | 8.0 | 145 |

asymptotic behavior but is more expensive in terms of iterations as well as Flops. For Experiment 1 the number of iterations using diagonal scaling as the preconditioner in the PCG method in the uniform mesh case is 38, 109, 245, and 494 for $L=2,4,8$, and 16, respectively. The number of MFlops is $0.086,1.73,29.7$, and 47 . Future work will involve a more detailed investigation of various preconditioners like algebraic multigrid ( $A M G$ ).

Finally, let us look at the solution of the decoupled pressure system (3.6). Since the matrix $Z^{\prime} B$ in (3.6) is triangular (as shown in Theorem 6.2) it can be solved in an asymptotically optimal number of operations by simple back substitutions. Therefore this part of the calculation does not affect the overall cost of the method significantly. The number of Flops is included in the total Flop count (row 9) reported in Tables 1 and 2 , and it accounts for less than $1 \%$ of the total cost of the method for larger problems (e.g., columns 5 and 8 ).

In Tables 3 and 4 we compare the performance of our method with the performance of a preconditioned MINRES method for the original (full mixed) saddle-point system (2.4) for Experiments 1 and 2, respectively. The convergence criterion for MINRES is again the relative reduction of the residual by a factor of $10^{-5}$. To precondition this MINRES method we take an optimal symmetric positive definite block diagonal preconditioner presented and analyzed in Rusten and Winther [26] (using an $\operatorname{ILU}(0)$ factorization of $B^{T} B$ for the pressure block).

Remark 7.2. As for the decoupled system it would be possible to employ other, more efficient preconditioners like AMG for the pressure block. However, in order to evaluate the performance of the decoupling procedure, our prime incentive, we wanted to compare "similar" iterative methods for the full mixed and the decoupled system.

Comparing columns 6 and 7 in Table 3 we observe that for the first experiment our decoupled method is about 4.5 times faster than preconditioned MINRES on the uniform meshes (rows 3-6), and about 6 times faster on the nonuniform meshes

Table 3
Comparison of the decoupled iterative method with a full mixed method [26] for Experiment 1.

|  | Freedoms |  | Iterations |  | MFlops |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Mesh | $L$ | Mixed | Decoupled | Mixed | Decoupled | Mixed | Decoupled |
| Uniform | 2 | 144 | 48 | 37 | 14 | 0.29 | 0.065 |
|  | 4 | 1152 | 384 | 56 | 26 | 3.8 | 0.89 |
|  | 8 | 9216 | 3072 | 89 | 45 | 49 | 11 |
| Nonuniform | 2 | 73728 | 24576 | 175 | 97 | 790 | 169 |
|  | 4 | 576 | 192 | 100 | 33 | 3.4 | 0.53 |
|  | 8 | 3608 | 1536 | 204 | 90 | 57 | 9.6 |

Table 4
Comparison of the decoupled iterative method with a full mixed method [26] for Experiment 2.

|  | \# Freedoms |  | Iterations |  | MFlops |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Mesh | $L$ | Mixed | Decoupled | Mixed | Decoupled | Mixed | Decoupled |
| Uniform | 2 | 128 | 32 | 37 | 9 | 0.25 | 0.038 |
|  | 4 | 1088 | 320 | 57 | 18 | 3.6 | 0.62 |
|  | 8 | 8960 | 2816 | 109 | 35 | 59 | 8.7 |
|  | 16 | 72704 | 23552 | 217 | 75 | 960 | 132 |
| Nonuniform | 2 | 544 | 160 | 110 | 24 | 3.5 | 0.35 |
|  | 4 | 4480 | 1408 | 254 | 80 | 68 | 8.0 |
|  | 8 | 36352 | 11776 | 582 | 187 | 1300 | 145 |

(rows 7-9). The advantage of our method over preconditioned MINRES is even more impressive for the second experiment (columns 6 and 7 in Table 4). On the uniform meshes (rows $3-6$ ) it is about 7 times faster, on the nonuniform meshes (rows $7-9$ ) about 9 times faster.

In conclusion we have found a very competitive and practicable iterative method to solve saddle-point problems of the form (2.4). The decoupling procedure and the recovery of the pressure are asymptotically optimal. The decoupled velocity system, on the other hand, is symmetric positive definite and of second order, and there may still be room for improvement in solving this system by employing the more sophisticated preconditioning techniques which are available for such problems.

## Appendix A. Some results from graph theory.

Definition A. 1 (Berge [5]).
(a) $A$ graph (or more precisely a 1-graph) $\mathbf{G}$ is defined to be a pair $(\mathcal{X}, \mathcal{U})$, where $\mathcal{X}$ is a set $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ of elements called vertices (or nodes), and $\mathcal{U}$ is a subset $\left\{u_{1}, u_{2}, \ldots, u_{m}\right\}$ of $\mathcal{X} \times \mathcal{X}$ of elements called arcs (or orientated edges). For an arc $u=(x, y) \in \mathcal{X} \times \mathcal{X}$, the vertex $x$ is called its initial endpoint, and the vertex $y$ is called its terminal endpoint. A vertex $y \in \mathcal{X}$ is called $a$ neighbor of $x \in \mathcal{X}$ if either $(x, y) \in \mathcal{U}$ or $(y, x) \in \mathcal{U}$. The set of all neighbors of a vertex $x$ in the graph $\mathbf{G}$ will be denoted by $\Gamma_{\mathbf{G}}(x)$.
(b) A partial graph of a graph $\mathbf{G}=(\mathcal{X}, \mathcal{U})$ is a graph $\mathbf{H}=(\mathcal{X}, \mathcal{V})$ with $\mathcal{V} \subset \mathcal{U}$.
(c) A chain is a sequence $\mu=\left(u_{i_{1}}, u_{i_{2}}, \ldots, u_{i_{q}}\right)$ of arcs of a graph $\mathbf{G}$ such that each arc in the sequence has one endpoint in common with its predecessor and its other endpoint in common with its successor. A chain that does not encounter the same vertex twice is called elementary. A chain that does not use the same arc twice is called simple.
(d) For two vertices $x$ and $y$ of a graph $\mathbf{G}$ let us define the equivalence relation $x \equiv y$ by

$$
[x=y, \text { or } x \neq y \text { and there exists a chain in } \mathbf{G} \text { connecting } x \text { and } y]
$$

The equivalence classes of $\equiv$ are called the connected components of $\mathbf{G}$. A connected graph is a graph that consists only of one connected component.
(e) A cycle is a simple chain whose terminal endpoint coincides with its initial endpoint. Let $m$ be the number of arcs in $\mathbf{G}$. With each cycle $\mu$ of $\mathbf{G}$ we can associate a vector $\boldsymbol{\mu} \in \mathbb{Z}^{m}$ with
$\mu_{i}=\left\{\begin{aligned} 0 & \text { if } u_{i} \text { is not in } \mu, \\ 1 & \text { if } u_{i} \text { is in } \mu \text { and shares initial endpoint with its predecessor, } \\ -1 & \text { if } u_{i} \text { is in } \mu \text { and shares terminal endpoint with its predecessor } .\end{aligned}\right.$
The set of all those vectors $\boldsymbol{\mu} \in \mathbb{Z}^{m}$ generates a vector space over $\mathbb{Z}$. We denote this vector space by $\mathcal{V}(\mathbf{G})$.
(f) A forest is defined to be a graph without cycles. A tree is defined to be a connected graph without cycles.
Theorem A.2. Let $\mathbf{G}$ be a graph with $n$ vertices, $m$ arcs, and $p$ connected components. The dimension of $\mathcal{V}(\mathbf{G})$ is $m-n+p$.

Proof. The proof is seen in Berge [5, p. 16].
Theorem A.3. Let $\mathbf{H}=(\mathcal{X}, \mathcal{U})$ be a graph with $n>2$ vertices. The following properties are equivalent and each characterizes a tree:
(i) $\mathbf{H}$ is connected and has no cycles.
(ii) $\mathbf{H}$ has $n-1$ arcs and has no cycles.
(iii) $\mathbf{H}$ is connected and contains $n-1$ arcs.
(iv) $\mathbf{H}$ has no cycles and adding an arc creates a unique cycle.
(v) $\mathbf{H}$ is connected and removing an arc leaves the remaining graph disconnected.
(vi) Every pair of vertices $x, y$ of $\mathbf{H}$ is connected by a unique chain.

Proof. The proof is seen in Berge [5, p. 24].
Theorem A.4. Let $\mathbf{G}=(\mathcal{X}, \mathcal{U})$ be a connected graph. There exists a partial graph $\mathbf{H}=(\mathcal{X}, \mathcal{V})$ such that $\mathbf{H}$ is a tree.

Proof. The proof is seen in Berge [5, p. 25].
The tree $\mathbf{H}$ obtained from $\mathbf{G}$ as above is called a spanning tree. An optimal algorithm to find a spanning tree $\mathbf{H}$ of a connected graph $\mathbf{G}$ is presented in Algorithm A.7.

Theorem A.5. Let $\mathbf{G}$ be a graph with $n$ vertices and $m \geq n$ arcs. The time spent on Algorithm A. 7 is proportional to the number of arcs, i.e., $O(m)$.

Proof. The proof is seen in Aho, Hopcroft, and Ullman [1].
Theorem A.6. Let $\mathbf{G}=(\mathcal{X}, \mathcal{U})$ be a connected graph with $n$ vertices and $m$ arcs, let $\mathbf{H}=(\mathcal{X}, \mathcal{V})$ be a spanning tree of $\mathbf{G}$, and let $u_{i} \in \mathcal{U}$ be an arc of $\mathbf{G}$ not in tree $\mathbf{H}$, i.e., $u_{i} \notin \mathcal{V}$. Adding $u_{i}$ to $\mathbf{H}$ creates a unique cycle $\mu^{i}$, and its associated vector $\boldsymbol{\mu}^{i}$ satisfies $\mu_{i}^{i}=1$. The set $\left\{\boldsymbol{\mu}^{i}: u_{i} \in \mathcal{U} \backslash \mathcal{V}\right\}$ forms a basis of $\mathcal{V}(\mathbf{G})$.

Proof. The existence of $\boldsymbol{\mu}^{i}$ for all $u_{i} \in \mathcal{U} \backslash \mathcal{V}$ is guaranteed by virtue of Theorem A.3(iv). The vectors are linearly independent, since $\mu_{i}^{j}=\delta_{i, j}$, for all $u_{i}, u_{j} \in \mathcal{U} \backslash \mathcal{V}$. Moreover,

$$
\operatorname{dim}\left\{\boldsymbol{\mu}^{i}: u_{i} \in \mathcal{U} \backslash \mathcal{V}\right\}=\# \mathcal{U}-\# \mathcal{V}=m-(n-1)=\operatorname{dim} \mathcal{V}(\mathbf{G})
$$

where in the last step we used Theorem A. 2 with $p=1$.

## Algorithm A.7.

```
variables
    \(n\) - number of vertices;
    mark[1:n] - array of flags;
begin
    \(\mathcal{V}=\emptyset ;\)
    for \(i:=1\) to \(n\) do \(\operatorname{mark}\left[x_{i}\right]:=\) unvisited;
    recursive \(\left(x_{1}\right)\);
end;
procedure recursive ( \(x\) - vertex );
    variables
        \(y\)-vertex;
    begin
        mark[x] := visited;
        for each vertex \(y \in \Gamma_{\mathbf{G}}(x)\) do
            if mark[y] \(=\) unvisited then
                \(\mathcal{V}=\mathcal{V} \cup\{u\}-\) where \(u \in \mathcal{U}\) with endpoints \(x\) and \(y\);
                recursive(y);
    end;
```


## Appendix B. A topological result on simplicial triangulations.

Definition B. 1 (the fundamental group (Armstrong [3, Ch. 5])).
(a) A topological space is a set $S$ together with a collection $\mathcal{U}$ of subsets of $S$ satisfying the following conditions:
(1) $\emptyset \in \mathcal{U}, S \in \mathcal{U}$.
(2) If $U_{1}, \ldots, U_{n} \in \mathcal{U}$, then $\bigcap_{i=1}^{n} U_{i} \in \mathcal{U}$.
(3) If $\tilde{\mathcal{U}} \subset \mathcal{U}$, then $\bigcup_{U \in \tilde{\mathcal{U}}} U \in \mathcal{U}$.

The elements of $\mathcal{U}$ are called open sets in $S . \mathcal{U}$ is called a topology on $S$.
(b) Let $X$ be a topological space. A path in $X$ from $x_{0}$ to $x_{1}$ (with origin $x_{0}$ and end $x_{1}$ ) is a continuous map $\alpha:[0,1] \rightarrow X$ such that $\alpha(0)=x_{0}$ and $\alpha(1)=x_{1}$. Let $\alpha$ be a path in $X$ from $x_{0}$ to $x_{1}$ and let $\beta$ be a path in $X$ from $x_{1}$ to $x_{2}$. The product of $\alpha$ and $\beta$ is the path $\alpha \beta$ from $x_{0}$ to $x_{2}$ defined by

$$
\alpha \beta(t)= \begin{cases}\alpha(2 t) & \text { for } t \in[0,1 / 2] \\ \beta(2 t-1) & \text { for } t \in[1 / 2,1]\end{cases}
$$

The inverse of $\alpha$ is the path $\alpha^{-1}$ from $x_{1}$ to $x_{0}$ defined by $\alpha^{-1}(t)=\alpha(1-t)$.
(c) Two paths $\alpha$ and $\beta$ from $x_{0}$ to $x_{1}$ are homotopic (written $\alpha \simeq \beta$ ) if there exists a continuous map $F:[0,1] \times[0,1] \rightarrow X$ such that

$$
\begin{array}{llll}
F(0, t)=x_{0} & \text { and } & F(1, t)=x_{1} & \text { for all } t \in[0,1] \\
F(s, 0)=\alpha(s) & \text { and } & F(s, 1)=\beta(s) & \text { for all } s \in[0,1] .
\end{array}
$$

(d) Let $X$ be a topological space and let $x_{0} \in X$. The set of $\simeq$ equivalence classes of paths with origin $x_{0}$ and end $x_{0}$ forms a group under the operations of multiplication and inverse as defined above. This group is denoted $\pi_{1}\left(X, x_{0}\right)$ and is called the fundamental group of the pair $\left(X, x_{0}\right) . X$ is called simply connected if its fundamental group is trivial.

Definition B. 2 (the first homology group (Armstrong [3, Ch. 8])).
(a) Let $V$ be a vector space over $\mathbb{R}$ and let $\left\{v_{0}, v_{1}, \ldots, v_{k}\right\} \subset V$ such that the set $\left\{v_{1}-v_{0}, \ldots, v_{k}-v_{0}\right\}$ is linearly independent. The smallest convex set containing $\left\{v_{0}, v_{1}, \ldots, v_{k}\right\}$, i.e., the convex hull

$$
\left\{v:=\sum_{i=0}^{k} \lambda_{i} v_{i}: \lambda_{i} \geq 0 \text { and } \sum_{i=0}^{k} \lambda_{i}=1\right\}
$$

is called $a$ simplex of dimension $k$ (or a $k$-simplex). The points $v_{0}, v_{1}, \ldots, v_{k}$ are called the vertices (or nodes) of the simplex. The simplices formed by the subsets of $\left\{v_{0}, v_{1}, \ldots, v_{k}\right\}$ are called the faces of the simplex.
(b) A simplicial complex $K$ is a finite set of simplices in $V$ such that
(1) if $A \in K$, then the faces of $A$ are also in $K$;
(2) if $A, B \in K$ and $A \cap B \neq \emptyset$, then $A \cap B \in K$.

The dimension of $K$ is the maximum dimension of the simplices of $K$. The point set union of all simplices in $K$ is denoted by $|K|$.
(c) Let $K$ be a simplicial complex. An orientated edge in $K$ is an ordered pair $(u, v)$ such that $u$ and $v$ lie in some simplex of $K$. An orientated triangle in $K$ is an ordered triple $(u, v, w)$ such that $u, v, w$ lie in some simplex of $K$. Note that $(u, v, w)=(v, w, u)=(w, u, v)$. A change of orientation is denoted by a minus sign, thus $(v, u)=-(u, v)$ and $(v, u, w)=-(u, v, w)$. The boundary of the orientated edge $(u, v)$ is defined to be

$$
\partial(u, v)=v-u
$$

The boundary of the orientated triangle $(u, v, w)$ is

$$
\partial(u, v, w)=(v, w)+(w, u)+(u, v)
$$

Let $n$ be the number of all edges in $K$. A linear combination of orientated edges

$$
\sum_{i=1}^{n} \lambda_{i}\left(u_{i}, v_{i}\right) \quad \text { with the property that } \sum_{i=1}^{n} \lambda_{i} \partial\left(u_{i}, v_{i}\right)=0
$$

and $\lambda_{i} \in \mathbb{Z}$ for all $i=1, \ldots, n$ is called $a$ (one-dimensional) cycle of $K . A$ cycle $\beta$ is called a bounding cycle if we can find a linear combination

$$
\sum_{j=1}^{k} \alpha_{j}\left(u_{j}, v_{j}, w_{j}\right)
$$

of orientated triangles in $K$ such that

$$
\beta=\sum_{j=1}^{k} \alpha_{j} \partial\left(u_{j}, v_{j}, w_{j}\right)
$$

(d) The set of all cycles of $K$ forms an abelian group under the addition

$$
\sum_{i=1}^{n} \lambda_{i}\left(u_{i}, v_{i}\right)+\sum_{i=1}^{n} \mu_{i}\left(u_{i}, v_{i}\right)=\sum_{i=1}^{n}\left(\lambda_{i}+\mu_{i}\right)\left(u_{i}, v_{i}\right)
$$

We denote this group by $Z_{1}(K)$. The bounding cycles form a subgroup $B_{1}(K)$ of $Z_{1}(K)$. The quotient group

$$
H_{1}(K)=Z_{1}(K) \backslash B_{1}(K)
$$

is called the first homology group of $K$.
We will need only the following fundamental theorem which is a corollary to the simplicial approximation theorem (Armstrong [3, p. 128]).

Theorem B.3. Let $K$ be a simplicial complex and let $v$ be a vertex of $K$. If $|K|$ is connected, abelianizing $\pi_{1}(|K|, v)$ gives the first homology group $H_{1}(K)$.

Proof. The proof is seen in Armstrong [3, p. 182].
Corollary B.4. If $|K|$ is simply connected, then each cycle of $K$ is a bounding cycle.

Proof. From Definition B.1(d) we know that if $|K|$ is simply connected, then $\pi_{1}(|K|, v)$ is trivial for any vertex $v$ of $K$. As a consequence of Theorem B. 3 this also implies that $H_{1}(K)$ is trivial (since abelianizing the trivial group has to result in the trivial group again). Therefore $B_{1}(K)=Z_{1}(K)$.
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