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#### Abstract

A new adaptive mesh movement strategy is presented, which, unlike many existing moving mesh methods, targets the mesh velocities rather than the mesh coordinates. The mesh velocities are determined in a least squares framework by using the geometric conservation law, specifying a form for the Jacobian determinant of the coordinate transformation defining the mesh, and employing a curl condition. By relating the Jacobian to a monitor function, one is able to directly control the mesh concentration. The geometric conservation law, an identity satisfied by any nonsingular coordinate transformation, is an important tool which has been used for many years in the engineering community to develop cell-volume-preserving finite-volume schemes. It is used here to transform the algebraic expression specifying the Jacobian into an equivalent differential relation which is the key formula for the new mesh movement strategy. It is shown that the resulting method bears a close relation with the Lagrangian method. Advantages of the new approach include the ease of controlling the cell volumes (and therefore mesh adaption) and a theoretical guarantee for existence and nonsingularity of the coordinate transformation. It is shown that the method may suffer from the mesh skewness, a consequence resulting from its close relation with the Lagrangian method. Numerical results are presented to demonstrate various features of the new method.
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1. Introduction. The critical importance of mesh adaption in the numerical solution of partial differential equations (PDEs) has been amply demonstrated in the past. One of the most promising directions in the field of adaptivity is the development of reliable moving mesh strategies. In other work [13, 14, 15], we have investigated a class of so-called moving mesh PDE (MMPDE) methods, whereby the mesh movement is driven by an MMPDE which is solved in conjunction with the direct physical PDE. Since the MMPDE is formulated as the gradient flow equation of a quadratic functional and is parabolic, the mesh locations are more or less globally distributed, and consequently, the mesh smoothness and skewness can be well controlled.

Another class of moving mesh methods which have generated considerable interest of late bear close relation to the Lagrangian method. For them, the PDE to solve for the mesh velocity arises either from minimizing a functional involving the mesh velocity or from physical considerations. While it is not always clear how a mesh which drifts away from the desired one will be corrected at a later time for such methods, numerical results clearly demonstrate that they can be quite successful. Examples of methods in this class include the moving finite element (MFE) method of Miller and Miller [21, 22], the deformation map method advocated by Liao and Anderson [18]

[^0]and Semper and Liao [23], and the arbitrary Lagrangian-Eulerian (ALE) method first proposed by Hirt, Amsden, and Cook for the solution of fluid dynamic problems [11].

The objective of this paper is to introduce a new moving mesh method which is in the spirit of this second class of methods. It is based upon the specification for the Jacobian of the coordinate transformation for mesh adaption and a use of the socalled geometric conservation law (GCL) and a curl condition. To be specific, consider the problem of adaptive mesh selection which arises in the context of solving a timedependent PDE over a physical domain $\Omega \subset \Re^{n}, n=1,2$, or 3 . To this end, a timedependent coordinate transformation $\boldsymbol{x}=\boldsymbol{x}(\boldsymbol{\xi}, t)$ from the computational domain $\Omega_{c}$ to the physical domain $\Omega$ is required, and adaptive meshes are generated as images of a reference grid in $\Omega_{c}$ under the transformation. A simple and straightforward approach for determining the mesh transformation $\boldsymbol{x}(\boldsymbol{\xi}, t)$ is to specify its Jacobian $J$ (the determinant of $(\partial \boldsymbol{x}) /(\partial \boldsymbol{\xi}))$. This idea for mesh adaption has been used by many researchers, e.g., see $[3,6,16,17,18]$. While specifying the Jacobian is appealing in a number of aspects, the differential equations obtained directly are not necessarily easy to solve, nor is mesh nonsingularity guaranteed [6].

The GCL is a tool which has been used for many years in the engineering community to develop cell-volume-preserving finite-volume schemes. For example, Trulio and Trigger [25] use the GCL, or "space conservation law," to eliminate numerical oscillations and preserve physical conservation laws for solutions on moving meshes. Thomas and Lombard [24] rediscover the GCL. Writing the physical PDEs in conservative form, they update the Jacobian at a new time based on the GCL, and accurate results are obtained for implicit finite-difference and finite-volume solution of unsteady Navier-Stokes equations and steady supersonic flow equations. Interestingly, instead of updating the cell volume at a new time level, Demirdžić and Perić [8, 9] modify the mesh speeds using the GCL in their finite-volume simulation of fluid flow problems with moving boundaries.

Here, we combine using the GCL, specifying the Jacobian of $\boldsymbol{x}(\boldsymbol{\xi}, t)$, and using a curl condition on $\boldsymbol{x}(\boldsymbol{\xi}, t)$ to produce an adaptive mesh movement strategy. More precisely, we first choose the Jacobian as a function (referred to as the monitor function) which involves the physical solution. We then specify the divergence of the mesh velocity using the GCL. Finally, the mesh velocity field is uniquely determined by further imposing a condition on its curl. Thus, our approach is to combine the ideas of adapting the mesh by specifying the Jacobian and controlling the mesh speed using the GCL and a curl condition. The theoretical underpinning of the approach is the Helmholtz theorem, which states that a smooth vector field can be decomposed into an orthogonal sum of divergence and curl terms.

The method which we develop is closely related to the deformation map method used by Liao and coworkers [2, 18, 23], and in fact one particular case is precisely that method. However, our approach has some distinct advantages. The motivation and derivation are very different, and the relation between it and several other moving mesh methods, including the Lagrangian method, is clearer and more easily understood. The resulting method is more general and allows for a greater diversity of implementations. In our limited experience a different implementation than that used by Liao is found to be more reliable. Fortuitously, the proof of local nonsingularity of the coordinate transformation follows straightforwardly from the GCL.

An outline of the paper is as follows. In section 2 we give a simple derivation of the GCL and a description of its general use for mesh adaption. A moving mesh strategy is then developed in section 3 based on the GCL, and its relation to and comparison
with some existing methods, including the Lagrangian method, the deformation map method, Miller's MFE, and the MMPDE method, are discussed in section 4. Section 5 is devoted to several implementations of the moving mesh strategy. In section 6 we present some numerical results obtained with these implementations for a selection of two-dimensional examples. Finally, section 7 contains conclusions and comments.
2. The geometric conservation law and mesh adaption. Let $A_{c}$ be an arbitrary, fixed cell in the computational domain $\Omega_{c}$ enclosed by a smooth boundary $\partial A_{c}$, and let $A(t)=\left\{\boldsymbol{x} \mid \boldsymbol{x}=\boldsymbol{x}(\boldsymbol{\xi}, t) \forall \boldsymbol{\xi} \in A_{c}\right\}$ be the corresponding cell in the physical domain $\Omega$ under the time-dependent coordinate transformation $\boldsymbol{x}=\boldsymbol{x}(\boldsymbol{\xi}, t)$. Then the change in volume of $A(t)$ equals the total flux through the surface $\partial A(t)$, i.e.,

$$
\begin{equation*}
\frac{d}{d t} \int_{A(t)} d \boldsymbol{x}=\int_{\partial A(t)} \boldsymbol{x}_{t} \cdot d \boldsymbol{S} \tag{1}
\end{equation*}
$$

where $\boldsymbol{x}_{t}$ is the mesh velocity. This is the integral form of the GCL [24]. Using the change of variables defined by the coordinate transformation, the left-hand side of (1) can be rewritten as

$$
\frac{d}{d t} \int_{A(t)} d \boldsymbol{x}=\frac{d}{d t} \int_{A_{c}} J(\boldsymbol{\xi}, t) d \boldsymbol{\xi}=\int_{A_{c}} \frac{D}{D t} J(\boldsymbol{\xi}, t) d \boldsymbol{\xi}
$$

where $(D) /(D t)$ denotes the time derivative in the coordinate system $(\boldsymbol{\xi}, t)$. In the context of fluid dynamics, $(D) /(D t)$ is also called the total or material time derivative, which is related to derivatives with respect to the physical variables $(\boldsymbol{x}, t)$ by

$$
\frac{D}{D t}=\frac{\partial}{\partial t}+\boldsymbol{x}_{t} \cdot \nabla
$$

where $\nabla$ is the gradient operator with respect to $\boldsymbol{x}$ and $(\partial) /(\partial t)$ is the time derivative when $\boldsymbol{x}$ is fixed.

From the divergence theorem, the right-hand side of (1) can be written as

$$
\int_{\partial A(t)} \boldsymbol{x}_{t} \cdot d \boldsymbol{S}=\int_{A(t)} \nabla \cdot \boldsymbol{x}_{t} d \boldsymbol{x}=\int_{A_{c}}\left(\nabla \cdot \boldsymbol{x}_{t}\right) J d \boldsymbol{\xi}
$$

Noting that $A_{c}$ is arbitrary, we obtain the differential form of the GCL

$$
\begin{equation*}
\nabla \cdot \boldsymbol{x}_{t}=\frac{1}{J} \frac{D J}{D t} \tag{2}
\end{equation*}
$$

which will be instrumental in deriving our moving mesh methods.
A simple and straightforward way to use the Jacobian for mesh adaption is to set

$$
\begin{equation*}
J(\boldsymbol{\xi}, t)=\frac{c(\boldsymbol{\xi})}{\rho(\boldsymbol{x}(\boldsymbol{\xi}, t), t)} \tag{3}
\end{equation*}
$$

where $\rho=\rho(\boldsymbol{x}, t)>0$ is a user-defined monitor function, the size of which reflects the local difficulty in approximating the solution of the underlying problem, and $c=c(\boldsymbol{\xi})$ is a time-independent function determined by the initial coordinate transformation. In one dimension (3) is precisely the well-known equidistribution principle [13], so it can be viewed as a generalization of the principle.

A direct use of (3) for mesh adaption appears to be impractical [6] because it leads to a highly nonlinear, difficult-to-solve system of differential equations. Instead, we use the GCL to transform the algebraic expression (3) for $J$ into an equivalent differential relation. Specifically, substituting (3) into (2) gives

$$
\nabla \cdot \boldsymbol{x}_{t}=-\frac{1}{\rho} \frac{D \rho}{D t}
$$

or

$$
\rho \nabla \cdot \boldsymbol{x}_{t}=-\frac{\partial \rho}{\partial t}-\boldsymbol{x}_{t} \cdot \nabla \rho
$$

and finally,

$$
\begin{equation*}
\nabla \cdot\left(\rho \boldsymbol{x}_{t}\right)+\frac{\partial \rho}{\partial t}=0 \tag{4}
\end{equation*}
$$

We note that (4) is mathematically equivalent to (3) since (2) is an identity satisfied by any nonsingular coordinate transformation.

Their equivalence implies that using (4) we can define the coordinate transformation and realize mesh adaption using the mesh velocity field. (In this way, we will be able to formulate a well-posed PDE governing the mesh movement, as we see in the next section.) Moreover, since the monitor function is always chosen to be strictly positive, the equivalence guarantees that the coordinate transformation determined by (4) is locally nonsingular for all $t>0$ if and only if it is initially for $t=0$.

The computational coordinate does not appear explicitly in (4), so the equation can be considered as one defined in the physical domain, with $\boldsymbol{x}_{t}$ regarded as a vector field in $\Omega$. Additional conditions are necessary to guarantee there is a unique solution.

Assuming that the boundary points are not permitted to move out of the domain, the boundary condition

$$
\boldsymbol{x}_{t} \cdot \boldsymbol{n}=0 \quad \text { on } \partial \Omega
$$

holds. Assuming further that the physical domain $\Omega$ does not change with time, applying the divergence theorem to (4) we get the compatibility condition

$$
\begin{equation*}
\frac{d}{d t} \int_{\Omega} \rho(\boldsymbol{x}, t) d \boldsymbol{x}=0 \tag{5}
\end{equation*}
$$

Equivalently, (5) follows from (3) since

$$
\int_{\Omega} \rho d \boldsymbol{x}=\int_{\Omega_{c}} \rho J d \boldsymbol{\xi}=\int_{\Omega_{c}} c(\boldsymbol{\xi}) d \boldsymbol{\xi}
$$

is constant. One can view (5) as a conservation of mass condition, with $\rho$ being a density function.
3. A moving mesh method based on the GCL. We are now in a position to derive the moving mesh strategy based on (4). First, for a given $\rho(\boldsymbol{x}, t)$, solving (4) is insufficient to uniquely determine the mesh velocity because it specifies only the divergence of the vector field. To see what is lacking, we recall the classical decomposition theorem of Helmholtz: A continuous and differentiable vector field can be resolved into the orthogonal sum of gradient of a scalar field ("solenoidal field")
and the curl of a vector field ("vortex field"). From this theorem, we conclude that in addition to determining the divergence of the mesh velocity field through (4), its curl may also be specified. Therefore, we let

$$
\begin{equation*}
\nabla \times w(\boldsymbol{v}-\boldsymbol{u})=0 \quad \text { in } \Omega \tag{6}
\end{equation*}
$$

where $w$ and $\boldsymbol{u}$ are, respectively, a weight function and a background velocity field to be specified. The choice of these functions will be addressed in section 5 . Hereafter, to avoid confusion we use $\boldsymbol{v}$ to denote the mesh velocity field and $\boldsymbol{x}_{t}$ to denote the time derivative of the coordinate transformation $\boldsymbol{x}=\boldsymbol{x}(\boldsymbol{\xi}, t)$.

Equation (6) implies that there exists a potential function $\phi$ such that

$$
\begin{equation*}
\boldsymbol{v}=\boldsymbol{u}+\frac{1}{w} \nabla \phi . \tag{7}
\end{equation*}
$$

Substituting (7) into (4) and the boundary condition

$$
\begin{equation*}
\boldsymbol{v} \cdot \boldsymbol{n}=0 \quad \text { on } \partial \Omega \tag{8}
\end{equation*}
$$

give rise to an elliptic system for $\phi$,

$$
\begin{cases}\nabla \cdot\left(\frac{\rho}{w} \nabla \phi\right)=-\frac{\partial \rho}{\partial t}-\nabla \cdot(\rho \boldsymbol{u}) & \text { in } \Omega  \tag{9}\\ \frac{\partial \phi}{\partial n}=-w \boldsymbol{u} \cdot \boldsymbol{n} & \text { on } \partial \Omega\end{cases}
$$

Solving for $\phi(\boldsymbol{x}, t), \boldsymbol{x}=\boldsymbol{x}(\boldsymbol{\xi}, t)$ can then be determined from $\boldsymbol{x}(\boldsymbol{\xi}, 0)$ by integrating

$$
\begin{equation*}
\boldsymbol{x}_{t}=\boldsymbol{u}(\boldsymbol{x}, t)+\frac{1}{w(\boldsymbol{x}, t)} \nabla \phi(\boldsymbol{x}, t) \tag{10}
\end{equation*}
$$

The mesh velocity field $\boldsymbol{v}(\boldsymbol{x}, t)$ can also be determined using a least squares framework. Defining the least squares functional

$$
\begin{equation*}
I[\boldsymbol{v}]=\frac{1}{2} \int_{\Omega}\left\{\left|\nabla \cdot(\rho \boldsymbol{v})+\frac{\partial \rho}{\partial t}\right|^{2}+\left(\frac{\rho}{w}\right)^{2}|\nabla \times w(\boldsymbol{v}-\boldsymbol{u})|^{2}\right\} d \boldsymbol{x} \tag{11}
\end{equation*}
$$

a minimization is done over the space of functions satisfying the boundary condition (8). Once the mesh velocity has been determined, the mesh or coordinate transformation is defined as a family of trajectories of the vector field

$$
\begin{equation*}
\boldsymbol{x}_{t}(\boldsymbol{\xi}, t)=\boldsymbol{v}(\boldsymbol{x}(\boldsymbol{\xi}, t), t) \quad \boldsymbol{\xi} \in \Omega_{c} \tag{12}
\end{equation*}
$$

The following theorem guarantees that the desired solution can be obtained through this minimization procedure. It can be proven by utilizing the orthogonality of the gradient and curl operators in the $L^{2}$ norm. For completeness and to better understand the role of (5), we give a detailed proof.

ThEOREM 3.1. If the compatibility condition (5) is satisfied, then the minimizer of $I[\boldsymbol{v}]$ in (11) satisfies (4) and (6).

Proof. For notational simplicity, denote

$$
\begin{equation*}
\boldsymbol{a}=\left(\frac{\rho}{w}\right)^{2}[\nabla \times w(\boldsymbol{v}-\boldsymbol{u})], \quad g=\nabla \cdot(\rho \boldsymbol{v})+\frac{\partial \rho}{\partial t} \tag{13}
\end{equation*}
$$

Taking variations, for an arbitrary function $\delta \boldsymbol{v}$ satisfying the boundary condition (8), i.e., $\delta \boldsymbol{v} \cdot \boldsymbol{n}=0$ on $\partial \Omega$, we have

$$
\delta I=\int_{\Omega}[g \nabla \cdot(\rho \delta \boldsymbol{v})+\boldsymbol{a} \cdot(\nabla \times w \delta \boldsymbol{v})] d \boldsymbol{x}
$$

Using the identities

$$
\begin{align*}
& c \nabla \cdot \boldsymbol{d}=\nabla \cdot(c \boldsymbol{d})-\nabla c \cdot \boldsymbol{d} \quad \forall \boldsymbol{d} \in \Re^{3},  \tag{14}\\
& \boldsymbol{b} \cdot(\nabla \times \boldsymbol{d})=\nabla \cdot(\boldsymbol{d} \times \boldsymbol{b})+\boldsymbol{d} \cdot(\nabla \times \boldsymbol{b}) \quad \forall \boldsymbol{b}, \boldsymbol{d} \in \Re^{3} \tag{15}
\end{align*}
$$

and the divergence theorem, we have

$$
\begin{aligned}
\delta I & =\int_{\Omega}\{[\nabla \cdot(g \rho \delta \boldsymbol{v})-(\nabla g) \cdot \rho \delta \boldsymbol{v}]+[\nabla \cdot(w \delta \boldsymbol{v} \times \boldsymbol{a})+w \delta \boldsymbol{v} \cdot(\nabla \times \boldsymbol{a})]\} d \boldsymbol{x} \\
& =\int_{\Omega}[-\rho(\nabla g) \cdot \delta \boldsymbol{v}+w(\nabla \times \boldsymbol{a}) \cdot \delta \boldsymbol{v}] d \boldsymbol{x}+\int_{\partial \Omega}[g \rho \delta \boldsymbol{v} \cdot \boldsymbol{n}+w(\boldsymbol{a} \times \boldsymbol{n}) \cdot \delta \boldsymbol{v}] d \boldsymbol{S} .
\end{aligned}
$$

Thus, setting $\delta I=0$ gives the Euler-Lagrange equation

$$
\begin{equation*}
-\rho \nabla\left[\nabla \cdot(\rho \boldsymbol{v})+\frac{\partial \rho}{\partial t}\right]+w \nabla \times\left(\frac{\rho}{w}\right)^{2}[\nabla \times w(\boldsymbol{v}-\boldsymbol{u})]=0 \quad \text { in } \Omega \tag{16}
\end{equation*}
$$

and the natural boundary condition

$$
\{[\nabla \times w(\boldsymbol{v}-\boldsymbol{u})] \times \boldsymbol{n}\} \cdot \boldsymbol{d}=0 \quad \text { on } \partial \Omega
$$

for all functions $\boldsymbol{d}$ satisfying $\boldsymbol{d} \cdot \boldsymbol{n}=0$ on $\partial \Omega$. Since $[\nabla \times w(\boldsymbol{v}-\boldsymbol{u})] \times \boldsymbol{n}$ is orthogonal to $n$, this boundary condition is simply

$$
\begin{equation*}
[\nabla \times w(\boldsymbol{v}-\boldsymbol{u})] \times \boldsymbol{n}=0 \quad \text { on } \partial \Omega . \tag{17}
\end{equation*}
$$

We now show that the Euler-Lagrange equation (16) and boundary condition (17) imply (4) if the compatibility condition is satisfied for the user-specified function $\rho$. Rewriting (16) as

$$
\begin{equation*}
\sqrt{\frac{\rho}{w}} \nabla g=\sqrt{\frac{w}{\rho}} \nabla \times \boldsymbol{a} \tag{18}
\end{equation*}
$$

multiplying by $\sqrt{w / \rho}$, and applying $(\nabla \times)$ leads to

$$
\begin{equation*}
\nabla \times\left(\frac{w}{\rho} \nabla \times \boldsymbol{a}\right)=0 . \tag{19}
\end{equation*}
$$

Integrating the norm squared of both sides of (18) gives

$$
\begin{aligned}
\int_{\Omega} \frac{\rho}{w}|\nabla g|^{2} d \boldsymbol{x} & =\int_{\Omega} \frac{w}{\rho}|\nabla \times \boldsymbol{a}|^{2} d \boldsymbol{x} \\
& =\int_{\Omega} \frac{w}{\rho}(\nabla \times \boldsymbol{a}) \cdot(\nabla \times \boldsymbol{a}) d \boldsymbol{x} \\
& =\int_{\Omega} \nabla \cdot\left[\frac{w}{\rho} \boldsymbol{a} \times(\nabla \times \boldsymbol{a})\right]+\boldsymbol{a} \cdot\left[\nabla \times\left(\frac{w}{\rho} \nabla \times \boldsymbol{a}\right)\right] d \boldsymbol{x} \quad \text { (using (15)) } \\
& =\int_{\partial \Omega} \frac{w}{\rho} \boldsymbol{a} \cdot[(\nabla \times \boldsymbol{a}) \times \boldsymbol{n}] d \boldsymbol{S} \quad \text { (using (19) and div. thm.) } \\
& =-\int_{\partial \Omega} \frac{w}{\rho} \cdot(\boldsymbol{a} \times \boldsymbol{n}) \cdot(\nabla \times \boldsymbol{a}) d \boldsymbol{S} \\
& =0,
\end{aligned}
$$

where we have used (19) and boundary condition (17). Hence, $\nabla g=0$, so $g=c$, or

$$
\begin{equation*}
\nabla \cdot(\rho \boldsymbol{v})+\frac{\partial \rho}{\partial t}=c \tag{20}
\end{equation*}
$$

Integrating over $\Omega$ and applying Gauss's theorem, the compatibility condition (5) implies $c=0$, so (4) follows.

We now show that (6) also follows from the compatibility condition. From (4) and (16),

$$
\nabla \times\left(\frac{\rho}{w}\right)^{2}[\nabla \times w(\boldsymbol{v}-\boldsymbol{u})]=0
$$

Multiplying by $w(\boldsymbol{v}-\boldsymbol{u})$, integrating over $\Omega$, integrating by parts, and using the boundary condition (17), we obtain

$$
\begin{equation*}
\int\left(\frac{\rho}{w}\right)^{2}|\nabla \times w(\boldsymbol{v}-\boldsymbol{u})|^{2} d \boldsymbol{x}=0 \tag{21}
\end{equation*}
$$

which implies (6). This completes the proof.
Since $I[\boldsymbol{v}]$ is quadratic and bounded below, it has a unique minimizer whether the compatibility condition (5) is satisfied or not. However, when (5) is violated, the mesh velocity no longer satisfies (4) and equivalently the Jacobian is not specified by (3). Instead, (20) can be seen to hold with

$$
c=\frac{\partial \bar{\rho}}{\partial t}
$$

where $\bar{\rho}$ is the average of the function $\rho$ over $\Omega$. Comparing with the GCL condition (2) shows that

$$
-\frac{1}{\rho} \frac{D(\rho-\bar{\rho})}{D t}=\frac{1}{J} \frac{D J}{D t}
$$

So while (3) does not hold when (5) is violated, if $(D \bar{\rho}) /(D t)$ is small, then it is approximately satisfied.

Summary of formulations. Thus far we have seen that given the condition (5) there are several mathematically equivalent systems for determining $\boldsymbol{x}=\boldsymbol{x}(\boldsymbol{\xi}, t)$. For convenience, they are summarized below. Some implementation aspects will be discussed in section 5 .

For the first, a system written explicitly in terms of $\boldsymbol{x}(\boldsymbol{\xi}, t)$, or more precisely, the time derivative $\boldsymbol{x}_{t}$, is solved. Specifically, combining (12) with (16), (8), and (17), we solve
(22) $\begin{cases}-\rho \nabla\left[\nabla \cdot\left(\rho \boldsymbol{x}_{t}\right)+\frac{\partial \rho}{\partial t}\right]+w \nabla \times\left(\frac{\rho}{w}\right)^{2}\left[\nabla \times w\left(\boldsymbol{x}_{t}-\boldsymbol{u}\right)\right]=0 & \text { in } \Omega, \\ \boldsymbol{x}_{t} \cdot \boldsymbol{n}=0 & \text { on } \partial \Omega, \\ {\left[\nabla \times w\left(\boldsymbol{x}_{t}-\boldsymbol{u}\right)\right] \times \boldsymbol{n}=0} & \text { on } \partial \Omega .\end{cases}$

This system is highly nonlinear because $\rho, w$, and $\boldsymbol{u}$ are functions of $\boldsymbol{x}$, and $\nabla$ is defined in terms of the physical variables. The PDE is also nonstandard (neither parabolic nor hyperbolic) since the time derivative $\boldsymbol{x}_{t}$ appears in the highest spatial derivative terms.

For the second, $\boldsymbol{x}_{t}$ is obtained by solving for the potential function $\phi$ from (9) and (10), i.e.,

$$
\begin{cases}\boldsymbol{x}_{t}=\boldsymbol{u}(\boldsymbol{x}, t)+\frac{1}{w(\boldsymbol{x}, t)} \nabla \phi(\boldsymbol{x}, t) & \text { in } \Omega  \tag{23}\\ \text { where } \phi \text { satisfies } \\ \nabla \cdot\left(\frac{\rho}{w} \nabla \phi\right)=-\frac{\partial \rho}{\partial t}-\nabla \cdot(\rho \boldsymbol{u}) & \text { in } \Omega \\ \frac{\partial \phi}{\partial n}=-w \boldsymbol{u} \cdot \boldsymbol{n} & \text { on } \partial \Omega\end{cases}
$$

For the third, the coordinate transformation is obtained by computing the mesh velocity field $\boldsymbol{v}(\boldsymbol{x}, t)=\boldsymbol{x}_{t}$. One approach for obtaining $\boldsymbol{v}$ is to directly minimize the functional $I[\boldsymbol{v}]$ subject to boundary condition (8), i.e.,

$$
\left\{\begin{array}{l}
\boldsymbol{x}_{t}=\boldsymbol{v}(\boldsymbol{x}, t) \quad \text { in } \Omega  \tag{24}\\
\text { where } \boldsymbol{v} \text { directly minimizes } I[\boldsymbol{v}] \text { in (11) subject to } \\
\boldsymbol{v} \cdot \boldsymbol{n}=0 \quad \text { on } \partial \Omega
\end{array}\right.
$$

A possible alternative approach is to find $\boldsymbol{v}$ by solving the div-curl system (4), (6), and (8), or

$$
\begin{cases}\boldsymbol{x}_{t}=\boldsymbol{v}(\boldsymbol{x}, t) & \text { in } \Omega  \tag{25}\\ \text { where } \boldsymbol{v} \text { satisfies } & \\ \nabla \cdot(\rho \boldsymbol{v})+\frac{\partial \rho}{\partial t}=0 & \text { in } \Omega \\ \nabla \times w(\boldsymbol{v}-\boldsymbol{u})=0 & \text { in } \Omega \\ \boldsymbol{v} \cdot \boldsymbol{n}=0 & \text { on } \partial \Omega\end{cases}
$$

We conclude this section by making some observations about the existence and smoothness of the coordinate transformation. Since from (12) $\boldsymbol{x}(\boldsymbol{\xi}, t)$ is determined as a family of integral curves of the direction field $\boldsymbol{v}(\boldsymbol{x}, t)$, its existence and smoothness depend solely on the smoothness of $\boldsymbol{v}(\boldsymbol{x}, t)$. Moreover, since $\boldsymbol{v}(\boldsymbol{x}, t)$ is the solution of a system of elliptic PDEs - the Euler-Lagrange equation (16) of the quadratic functional (11) -it is smooth if $\partial \Omega, \rho, w$, and $\boldsymbol{u}$ are smooth. The choices of these functions are discussed in the next two sections.
4. Relation to and comparison with other moving mesh methods. Before discussing the implementation of the general moving mesh strategy described above, to which we refer hereafter as simply the GCL method, it is instructive to compare it with some of the existing moving mesh methods.

The Lagrangian method. The Lagrangian method, or the method of characteristics, has been widely used for simulation of incompressible fluid dynamics problems. Its primary feature is the use of the so-called Lagrangian coordinates defined by

$$
\begin{equation*}
\boldsymbol{x}_{t}=\boldsymbol{u}_{f}(\boldsymbol{x}, t) \tag{26}
\end{equation*}
$$

where $\boldsymbol{u}_{f}$ is the flow velocity. In this coordinate system every mesh point represents a particle, so there are no convection terms in the governing equations, and the nonsingularity of the coordinate transformation from the Lagrangian coordinates to the Euler coordinates is guaranteed by the incompressibility condition of the fluid. However, as is well known, the mesh generated in the Lagrangian coordinates is often too skewed to be useful in simulating the diffusion process. This inadequacy has been a driving force behind the development of hybrid methods such as the particle-in-cell method [12].

The close relation between the GCL and Lagrangian methods is made clear by comparing (23) with (26). In fact, the GCL method can be regarded as a generalization of the Lagrangian method when choosing the control vector field $\boldsymbol{u}$ to be the flow velocity $\boldsymbol{u}_{f}$. As a special case, taking $\rho=$ constant (no adaption), for incompressible fluid flow where $\nabla \cdot \boldsymbol{u}_{f}=0$ we have $\phi=$ constant, and a pure Lagrangian method (26) results.

The deformation map method. The deformation map is introduced by Moser [20] and Dacorogna and Moser [7] in their study of volume elements of a compact Riemannian manifold to prove the existence of a $C^{1}$ diffeomorphism with specified Jacobian. The mapping has been adopted by Liao and coworkers $[2,18,23]$ to generate adaptive moving meshes. In our notation, this mapping $\boldsymbol{x}=\boldsymbol{x}(\boldsymbol{\xi}, t): \Omega_{c} \equiv \Omega \rightarrow \Omega$ is determined from the system of equations [23]

$$
\begin{cases}\boldsymbol{x}_{t}=\frac{1}{\rho(\boldsymbol{x}, t)} \nabla \phi(\boldsymbol{x}, t) & \text { in } \Omega  \tag{27}\\ \Delta \phi=-\frac{\partial \rho}{\partial t} & \text { in } \Omega \\ \frac{\partial \phi}{\partial n}=0 & \text { on } \partial \Omega\end{cases}
$$

It is easy to see that (27) corresponds to the system (23) - the GCL method formulation which involves the potential function $\phi$ in the case where $\boldsymbol{u}=0$ and $w=\rho$.

They also use the alternative formulation [2]

$$
\begin{cases}\boldsymbol{x}_{t}=\frac{\boldsymbol{\nu}(\boldsymbol{x}, t)}{\rho(\boldsymbol{x}, t)} & \text { in } \Omega,  \tag{28}\\ \nabla \cdot \boldsymbol{\nu}=-\frac{\partial \rho}{\partial t} & \text { in } \Omega \\ \nabla \times \boldsymbol{\nu}=0 & \text { on } \partial \Omega\end{cases}
$$

Note that letting $\boldsymbol{\nu}=\rho \boldsymbol{v}$, this becomes the div-curl system (25) with $\boldsymbol{u}=0$ and $w=\rho$.

The equation for $\boldsymbol{x}_{t}$ in both cases is nonlinear, and for simplicity explicit time integration schemes are used in $[2,23]$. For (27), the solution of the potential equation for $\phi$ is straightforward. However, it can be difficult to solve (27) with an implicit integrator because interpolation of the potential function $\phi$ is required at points other than grid nodes, and the flux-free condition cannot generally be preserved. For (28), the div-curl system is solved using a least squares approach. In the next section, we return to these issues when we discuss several numerical approaches to solve the systems.

While these two formulas using the deformation map are mathematically equivalent to (25) and are the special case of the GCL method with $w=\rho, \boldsymbol{u}=0$, they are not necessarily the best choice. In fact, from (25) we see that the mesh velocity is generally not irrotational, viz.,

$$
\begin{equation*}
\nabla \times(\rho \boldsymbol{v})=0 \quad \text { or } \quad \nabla \times \boldsymbol{v}=-\frac{1}{\rho} \nabla \rho \times \boldsymbol{v} \tag{29}
\end{equation*}
$$

and our limited experience indicates that an irrotational mesh velocity field can often be preferable because more regular grids are produced (see the next section).

The moving finite element method. The MFE method developed by Miller and Miller $[21,22]$ also generates a moving mesh through a mesh velocity $\boldsymbol{x}_{t}$. Specifically, for a given time-dependent physical problem

$$
\frac{\partial u}{\partial t}=\mathcal{L} u
$$

where $\mathcal{L}$ is a spatial differential operator, the continuous version of the MFE determines a solution $u(\boldsymbol{x}(\boldsymbol{\xi}, t), t)$ and $\boldsymbol{x}_{t}(\boldsymbol{\xi}, t)$ by minimizing the residual in the least squares sense, viz.,

$$
\min _{\boldsymbol{x}_{t}, \frac{D u}{D t}} I\left[\boldsymbol{x}_{t}, \frac{D u}{D t}\right] \equiv \int_{\Omega}\left(\frac{D u}{D t}-\nabla u \cdot \boldsymbol{x}_{t}-\mathcal{L} u\right)^{2} W d \boldsymbol{x}
$$

where the weight function $W=1$ for the classical version of MFE [21, 22] and $W=1 /\left(1+|\nabla u|^{2}\right)$ for the gradient weighted MFE (GWMFE) [4, 5]. The functional derivative of $I\left[\boldsymbol{x}_{t}, \frac{D u}{D t}\right]$ with respect to $\boldsymbol{x}_{t}$ can become singular and regularization is needed in practice.

While the formulation of MFE appears to be quite distinct from the GCL method, they share common features: both obtain the mesh equation by minimizing least squares functionals with respect to mesh velocity $\boldsymbol{x}_{t}$, and both have an inherent relation to the Lagrangian method [1].

The MMPDE method. There is another large class of adaptive mesh methods which contrast with those above. For these, the coordinate transformation is determined by minimizing a functional which involves the mesh transformation $\boldsymbol{x}$ directly instead of its velocity field. One basic approach is to define the inverse mapping $\boldsymbol{\xi}=\boldsymbol{\xi}(\boldsymbol{x}, t): \Omega \rightarrow \Omega_{c}$ at each time level as the minimizer of the functional

$$
\begin{equation*}
I[\boldsymbol{\xi}]=\int_{\Omega} \sum_{i}\left(\nabla \xi^{i}\right)^{T} G^{-1} \nabla \xi^{i} d \boldsymbol{x} \tag{30}
\end{equation*}
$$

where the monitor function, $G$, is a symmetric positive definite matrix connecting mesh properties to the physical solution; see [3, 27]. A strategy of building in the mesh velocity $\boldsymbol{x}_{t}$, which is used by Huang, Ren, and Russell [13] and Huang and Russell $[14,15]$, is the so-called moving mesh PDE (MMPDE) approach. For it, one desires to move the mesh in a direction of decreasing $I[\boldsymbol{\xi}]$, e.g., so that

$$
\begin{equation*}
\frac{\partial \boldsymbol{\xi}}{\partial t}=-\frac{1}{\tau} \frac{\delta I}{\delta \boldsymbol{\xi}} \quad \text { or } \quad \frac{\partial \xi^{i}}{\partial t}=\frac{1}{\tau} \nabla \cdot\left(G^{-1} \nabla \xi^{i}\right) \tag{31}
\end{equation*}
$$

where $\tau>0$ is the parameter used for adjusting the time scale of mesh movement. Interchanging the roles of the dependent and independent variables, a set of quasilinear parabolic PDEs, or MMPDEs, is obtained for $\boldsymbol{x}_{t}(\boldsymbol{\xi}, t)$.

Unlike the above three types of methods (the Lagrangian, MFE, and GCL methods), these methods employ a functional to determine the mapping itself rather than its mesh velocity $\boldsymbol{x}_{t}$, and as such the resulting coordinate transformation can be more or less viewed as a quasi-equilibrium state. A more obvious advantage is that, if the mesh solution drifts away from equilibrium, there is a stabilizing effect; in addition, skewness and smoothness of the mesh transformation can be easily controlled because it satisfies a basically elliptic system of equations at each time instant. In contrast, for the Lagrangian-type methods where the mesh is determined by minimizing a functional involving the mesh speed, the mesh speed instead of the coordinate transformation itself obeys an elliptic system of PDEs at each time level. A key question is whether or not this is more likely to produce unstable mesh movement and generate skewed meshes.
5. Implementation. A large variety of implementations of the GCL method are possible. We restrict attention to those given in section 3.

Among the most straightforward implementations is the first one based on the Euler-Lagrange equation (22). Any standard spatial discretization method can be used to discretize (22) on a physical mesh, and the resulting system of ODEs

$$
\begin{equation*}
A(\boldsymbol{X}) \boldsymbol{X}_{t}=\boldsymbol{B}(\boldsymbol{X}) \tag{32}
\end{equation*}
$$

where $\boldsymbol{X}$ is the vector of mesh nodes, can be integrated explicitly or implicitly. Unfortunately, with this implementation it may not be easy to realize the boundary conditions numerically.

One can avoid this difficulty by instead using (24) for a direct minimization method, i.e., discretize the functional (11) directly, then minimize with respect to the discrete velocity $\boldsymbol{v}_{j}(t)=\boldsymbol{v}\left(\boldsymbol{x}_{j}, t\right)$, and finally replace $\boldsymbol{v}_{j}$ with $\left(d \boldsymbol{x}_{j} / d t\right)$. However, the main difficulty with this method comes from the highly nonlinear nature of the resulting system (32), which can make its solution prohibitively expensive to compute and therefore impractical.

The second approach is based on the system (23) involving the potential function $\phi$. For this method, the elliptic equation for the potential function is solved on the physical mesh, and a new mesh is then obtained by integrating the mesh equation $\boldsymbol{x}_{t}=\boldsymbol{v}$. As mentioned in the previous section, an explicit integration scheme has been used in $[2,23]$. A possible problem with explicit integration is a severe stability restriction on the time step. On the other hand, an implicit integration scheme is not without problems. It requires interpolation of $\phi$ at nongrid points. The boundary condition, defined in terms of $\nabla \phi$, is not generally preserved by an interpolation method, and as a result boundary points can move out of the physical domain. The main advantage of this method is that it can be efficiently implemented in parallel, since only a Poisson equation (for the potential function) needs to be solved at each time step, and the mesh equation can be solved for the coordinates of each node independently.

The third approach is designed to avoid the problem of boundary points moving out of the physical domain during the implicit integration. It is based upon (24), or directly minimizing the functional (11) to obtain the mesh velocity field before integrating the mesh equation (12) for $\boldsymbol{x}$. Since the boundary condition (8) is defined directly in terms of the mesh velocity, it can be preserved when interpolating $\boldsymbol{v}$ in the implicit integration. The method is slightly more expensive to implement than the second one since a system of three PDEs must be solved for the three velocity components.

We have tested straightforward implementations of all three of these methods, and on the basis of this limited experience, we prefer the third in terms of overall performance. For this reason, we give only a detailed description of the FEM implementation of it.

Finite element discretization of the functional $\boldsymbol{I}[\boldsymbol{v}]$. We use an $s$-stage explicit or implicit Runge-Kutta method to integrate the mesh equation (12). This requires determining $\boldsymbol{v}\left(\boldsymbol{x}, t_{n, m}\right), 1 \leq m \leq s$, where $t_{n, m}$ is the intermediate time level at the $m$ th stage of the $n$th step. Below we consider how to determine $\boldsymbol{v}\left(\boldsymbol{x}, t_{n, m}\right)$ at a specific time $t_{n, m} \in\left[t_{n}, t_{n+1}\right]$.

Recall that $\boldsymbol{v}$ is the minimizer of the functional in (11) subject to boundary condition (8). While in principle the functional or least squares system at $t_{n, m}$ can be discretized over any mesh, for accuracy sake it is preferable to use an adaptive
mesh $\Omega_{h}\left(t_{n}\right)$ associated with the monitor function $\rho$. For this, assume that $\Omega_{h}\left(t_{n}\right)$ is composed of $N$ elements $K\left(t_{n}\right)$, which are either triangles or quadrilaterals. Let $\phi_{j}(\boldsymbol{x})$ be the nodal basis function (viz., "hill function") associated with node $j$ of the mesh $\Omega_{h}\left(t_{n}\right)$. More precisely, let $K\left(t_{n}\right)$ be an element with node $j$ as one of its vertices, and let $F_{K\left(t_{n}\right)}$ be the affine mapping from a standard reference element $\hat{K}$ onto $K(t)$. If node $j$ of $K\left(t_{n}\right)$ corresponds to node $j^{\prime}$ of $\hat{K}$, then $\phi_{j}(\boldsymbol{x})$ is defined on $K\left(t_{n}\right)$ as

$$
\phi_{j}(\boldsymbol{x})=\hat{\phi}_{j^{\prime}}\left(F_{K\left(t_{n}\right)}^{-1}(\boldsymbol{x})\right),
$$

where $\hat{\phi}_{j^{\prime}}$ is the basis function associated with node $j^{\prime}$ of $\hat{K}$. Note that by definition $\phi_{j}(\boldsymbol{x})$ depends on the mesh $\Omega_{h}\left(t_{n}\right)$.

Let $\boldsymbol{v}_{j}$ be the value of the vector field $\boldsymbol{v}$ at node $j$ of the mesh $\Omega_{h}\left(t_{n}\right)$. Approximating $\boldsymbol{v}\left(t_{n}\right)$ by the piecewise linear function

$$
\boldsymbol{v}(\boldsymbol{x}, t)=\sum_{j} \boldsymbol{v}_{j}(t) \phi_{j}(\boldsymbol{x})
$$

and substituting into the variation of $I[\boldsymbol{v}]$,

$$
\delta I=\int_{\Omega}\left\{\left[\nabla \cdot(\rho \boldsymbol{v})+\frac{\partial \rho}{\partial t}\right] \nabla \cdot(\rho \delta \boldsymbol{v})+\left(\frac{\rho}{w}\right)^{2}[\nabla \times w(\boldsymbol{v}-\boldsymbol{u})] \cdot[\nabla \times(w \delta \boldsymbol{v})]\right\},
$$

we obtain

$$
\begin{align*}
\delta I & =\sum_{j} \int_{\Omega}\left\{\nabla \cdot\left(\rho \phi_{j} \boldsymbol{v}_{j}\right) \nabla \cdot(\rho \delta \boldsymbol{v})+\left(\frac{\rho}{w}\right)^{2}\left[\nabla \times\left(w \phi_{j} \boldsymbol{v}_{j}\right)\right] \cdot[\nabla \times(w \delta \boldsymbol{v})]\right\} \\
& -\int_{\Omega}\left\{-\frac{\partial \rho}{\partial t} \nabla \cdot(\rho \delta \boldsymbol{v})+\left(\frac{\rho}{w}\right)^{2}[\nabla \times(w \boldsymbol{u})] \cdot[\nabla \times(w \delta \boldsymbol{v})]\right\} \tag{33}
\end{align*}
$$

Letting $\delta I=0$ and taking $\delta \boldsymbol{v}=\boldsymbol{e}_{k} \phi_{i}, k=1,2,3, i=1, \ldots, N$, where $\left\{\boldsymbol{e}_{k}, k=1,2,3\right\}$ are the unit vectors in $\Re^{3}$, we obtain the system of algebraic equations

$$
\begin{equation*}
S \boldsymbol{V}=\boldsymbol{F} \tag{34}
\end{equation*}
$$

where

$$
S=\left(s_{i j}\right), \quad \boldsymbol{V}=\left(\begin{array}{c}
\boldsymbol{v}_{1} \\
\boldsymbol{v}_{2} \\
\vdots \\
\boldsymbol{v}_{N}
\end{array}\right), \quad \boldsymbol{F}=\left(\begin{array}{c}
\boldsymbol{f}_{1} \\
\boldsymbol{f}_{2} \\
\vdots \\
\boldsymbol{f}_{N}
\end{array}\right)
$$

and $s_{i j}$ and $\boldsymbol{f}_{i}$ are defined by

$$
\begin{align*}
\boldsymbol{a}^{T} s_{i j} \boldsymbol{b} & =\int_{\Omega}\left\{\nabla \cdot\left(\rho \phi_{j} \boldsymbol{b}\right) \nabla \cdot\left(\rho \phi_{i} \boldsymbol{a}\right)+\left(\frac{\rho}{w}\right)^{2}\left[\nabla \times\left(w \phi_{j} \boldsymbol{b}\right)\right] \cdot\left[\nabla \times\left(w \phi_{i} \boldsymbol{a}\right)\right]\right\},  \tag{35}\\
\boldsymbol{a}^{T} \boldsymbol{f}_{i} & =\int_{\Omega}\left\{-\frac{\partial \rho}{\partial t} \nabla \cdot\left(\rho \phi_{i} \boldsymbol{a}\right)+\left(\frac{\rho}{w}\right)^{2}[\nabla \times(w \boldsymbol{u})] \cdot\left[\nabla \times\left(w \phi_{i} \boldsymbol{a}\right)\right]\right\}
\end{align*}
$$

for all $\boldsymbol{a}, \boldsymbol{b} \in \Re^{3}$. Note that $S$ is symmetric positive definite.

Time integration of $x_{t}=\boldsymbol{v}(x, t)$. While an explicit method is straightforward to implement for the time discretization of the ODE system (12), we employ implicit methods because of their superior stability properties. In particular, we use the second-order singly diagonally implicit Runge-Kutta method SDIRK2 and solve the resulting systems of linear equations with the preconditioned BiCGStab2 [10, 26] with a level-1 fill-in ILU preconditioner. During the integration of the mesh equation $\boldsymbol{x}_{t}=\boldsymbol{v}$, piecewise linear (or bilinear) interpolation is used to obtain values of $\boldsymbol{v}(\boldsymbol{x}, t)$ at points other than the grid points of $\Omega_{h}\left(t_{n}\right)$.

Choices for functions $w, \rho$, and $u$. As mentioned in the previous section, there are two more or less obvious choices for the weight function, $w=\rho$ and $w=1$. The former corresponds to the deformation map method and generally does not result in an irrotational mesh velocity field (even when $\boldsymbol{u}=0$ ). The latter results in an irrotational mesh velocity field when $\boldsymbol{u}=0$, i.e.,

$$
\begin{equation*}
\nabla \times v=0 . \tag{36}
\end{equation*}
$$

Of course, numerous other options are also possible, but their mathematical and/or physical significance is unclear to us.

The choice of the control vector field $\boldsymbol{u}$ is very problem dependent. For fluid dynamics problems, a good choice of it can be the flow velocity, since this is likely to reduce the magnitude of the convection term. However, when mesh adaption is allowed (i.e., $\rho$ is not constant), grid movement due to the mesh adaption may increase the convection term and make $\boldsymbol{u}$ more difficult to choose. While this issue certainly warrants further investigation, we have found that generally speaking, when physical intuition for choosing $\boldsymbol{u}$ is not available, the best option is simply to choose $\boldsymbol{u}=0$.

Our choice of the monitor function $\rho$ is primarily motivated by the fact that (3) is a generalization of the equidistribution principle. In fact, (3) implies that $\rho$ plays the role of a density function, i.e., the larger $\rho$, the denser the mesh. We can compute $\rho$ using the solution gradient or an error indicator such as an interpolation error estimator. At the same time, the overall mesh density can also be controlled by limiting the ratio $(\max \rho) /(\min \rho)$. Finally, it is worth mentioning that $\rho$ can be chosen as a physical variable which is positive and whose integral over the domain is conserved. An example is the (real) density function in compressible fluid dynamics.
6. Numerical experiments. To demonstrate various features of the moving mesh method based on the GCL, in this section we present some two-dimensional numerical results for which the monitor function is given. The method is also forced (numerically) to satisfy the compatibility condition (5). Specifically, given a density function $d=d(x, y, t)$ for the desired mesh adaption, we define the normalized monitor function

$$
\begin{equation*}
\rho(x, y, t)=\frac{d(x, y, t)}{\int_{\Omega} d(\tilde{x}, \tilde{y}, t) d \tilde{x} d \tilde{y}}, \tag{37}
\end{equation*}
$$

where the integral is calculated with a midpoint rule. Unless stated otherwise, we use a $40 \times 40$ uniform rectangular mesh as the initial mesh in the computations. The control vector field is taken as $\boldsymbol{u}=0$ in all of the examples but Example 5. The function

$$
E(x, y, t)=\rho(x, y, t) J(x, y, t)
$$

is used to measure the degree to which the computed mesh satisfies the equidistribution relation (3). Recall that in theory $E(x, y, t)$ is time independent, and thus remains constant. In fact, $E=1$ initially for all the examples here, so it can be expected that $E(x, y, t)$ will be close to one for an accurate mesh.

Example 1. For our first example, an adaptive mesh will be generated for the density function

$$
d(x, y)=1+A \exp \left(-50\left|\left(x-\frac{1}{2}\right)^{2}+\left(y-\frac{1}{2}\right)^{2}-\left(\frac{1}{4}\right)^{2}\right|\right)
$$

where $A$ is a parameter modulating the ratio of the largest cell size to the smallest one. Loosely speaking, the mesh should be about $1+A$ times denser around the circle $\left(x-\frac{1}{2}\right)^{2}+\left(y-\frac{1}{2}\right)^{2}=\left(\frac{1}{4}\right)^{2}$ than in other regions.

Using the GCL method, the time-dependent monitor function is defined by

$$
d(x, y, t)=1+t A \exp \left(-50\left|\left(x-\frac{1}{2}\right)^{2}+\left(y-\frac{1}{2}\right)^{2}-\left(\frac{1}{4}\right)^{2}\right|\right)
$$

so it changes continuously from the constant 1 at $t=0$ to $d(x, y)$ at $t=1$. Three parameter values $A=5,10$, and 20 are considered. The weight function is taken as $w=1$, so the mesh velocity field is irrotational.

Figure 1 shows the computed adaptive meshes and $E(x, y, t)$ at $t=1$ for the cases $A=5$ and 20 with time step $\delta t=0.1$. Note that the mesh is concentrated in the proper region, and $E$ is around 1 for both cases. In fact, at $t=1$ we have $0.9645 \leq E \leq 1.0774$ for $A=5$ and $0.7555 \leq E \leq 1.1417$ for the more difficult case $A=20$. The deviation of $E$ from 1 generally depends on the sizes of the time step and the mesh cells as well as the value of parameter $A$ (which determines the ratio of the largest-to-smallest cell size). The larger the time step size, or the coarser the mesh, or the the bigger the value of $A$, the larger the discretization error and consequently the larger the deviation of $E$ from 1 . In Table 1 we list the maximum deviation $\|E-1\|_{\infty}$ for the case $A=10$ and for various sizes of time step and mesh. It is clear that $E$ approaches 1 when $\delta t$ is reduced and the mesh size is increased. Table 2 lists the maximum deviation for $A=5,10$, and 20 with a $40 \times 40$ mesh and various values of $\delta t$. Not surprisingly, the size of $\delta t$ required to generate satisfactory adaptive meshes (e.g., having $E$ within $\pm 20 \%$ of 1 ) depends upon the size of the parameter $A$. Consequently, to closely approximate the generalized equidistribution relation (3), the number of time integration steps should be proportional to the ratio of the largest-to-smallest cell size - a large step size $\delta t$ can lead to poor results. This can be seen in Figure 2 where $\delta t=0.2$ is used for the cases $A=10$ and 20.

Computations done with the weight function $w=\rho$ give nearly the same results for this example. This is because the mesh movement (starting from a uniform initial mesh) is approximately in the radial direction of the circle (which is identical to the direction of $\nabla \rho$ ), and therefore we roughly have $\nabla \rho \times \boldsymbol{x}_{t}=0$ or $\nabla \times \boldsymbol{x}_{t}=0$ (see (29)). In other words, for this example the mesh velocity is irrotational even when $w=\rho$ is used.

Example 2. For the second example, a moving mesh is generated for the timedependent monitor function defined by (37) and the density function

$$
d(x, y, t)=\left\{\begin{array}{c}
1+100(t+0.1) \exp \left(-50\left|\left(x-\frac{1}{2}\right)^{2}+\left(y-\frac{1}{2}\right)^{2}-0.09\right|\right) \\
\quad \text { for }-0.1<t<0 \\
1+10 \exp \left(-50\left|\left(x-\frac{1}{2}-t\right)^{2}+\left(y-\frac{1}{2}\right)^{2}-0.09\right|\right) \\
\text { for } t \geq 0
\end{array}\right.
$$



Fig. 1. Example 1. Adaptive meshes and $E$ for the case $A=5$ (top) and $A=20$ (bottom) with $40 \times 40$ mesh and $\delta t=0.1$.

Table 1
The maximum deviation $\|E-1\|_{\infty}$ at $t=1$ for Example 1 with $A=10, w=1, \boldsymbol{u}=0$ and for various sizes of time step and mesh.

| Mesh | $\delta t=0.2$ | $\delta t=0.1$ | $\delta t=0.05$ | $\delta t=0.025$ |
| :---: | :---: | :---: | :---: | :---: |
| $20 \times 20$ | 1.0323 | 0.2294 | 0.1989 | 0.1802 |
| $40 \times 40$ | 0.1437 | 0.0954 | 0.0983 | 0.0945 |
| $80 \times 80$ | 0.2202 | 0.0445 | 0.0368 | 0.0335 |
| $160 \times 160$ | 0.2881 | 0.0257 | 0.0191 | 0.0161 |

TABLE 2
The maximum deviation $\|E-1\|_{\infty}$ at $t=1$ for Example 1 with a $40 \times 40$ mesh and for various values of $A$ and time step.

|  | $\delta t=0.2$ | $\delta t=0.1$ | $\delta t=0.05$ | $\delta t=0.025$ |
| :---: | :---: | :---: | :---: | :---: |
| $A=5$ | 0.1006 | 0.0774 | 0.0662 | 0.0614 |
| $A=10$ | 0.1437 | 0.1049 | 0.0983 | 0.0945 |
| $A=20$ | 1.8845 | 0.2445 | 0.2385 | 0.2356 |



Fig. 2. Example 1. Adaptive meshes and $E$ for the case $A=10$ (top) and $A=20$ (bottom) with $40 \times 40$ mesh and $\delta t=0.2$.

This function is defined using two time phases, one from $t=-0.1$ to $t=0$ and the other for $t>0$. The purpose of the first phase is to produce an adaptive mesh for $t=0$, starting from a uniform mesh at $t=-0.1$. For $t>0$, the function simulates a circular peak which moves right at speed 1 and eventually leaves the domain while maintaining its shape.

We plot in Figure 3 the moving mesh and the distribution of $E$ obtained for $w=1$ and $\delta t=0.01$. As expected, the mesh points are concentrated around the circle $\left(x-\frac{1}{2}\right)^{2}+\left(y-\frac{1}{2}\right)^{2}=0.3^{2}$ at the beginning $(t=0)$ and then follow the movement of the circular peak. The function $E$ ranges from 0.6 to 1.4 during the course of mesh movement.

In Figure 4 we display the corresponding results obtained with the weight function $w=\rho$. It is apparent that the moving mesh is considerably different from the previous one. The major influence of $w=\rho$ occurs near the top and bottom parts of the moving circle $\left(x-\frac{1}{2}-t\right)^{2}+\left(y-\frac{1}{2}\right)^{2}=0.3^{2}$. This can be explained as follows. The velocity field $\boldsymbol{x}_{t}$ is in the horizontal direction and $\nabla \rho$ is in the radial direction of the circle, so


Fig. 3. Example 2. Moving meshes and $E$ at time $t=0,0.25,0.5,0.75$ (with $w=1$ ).


Fig. 4. Example 2. Moving meshes and $E$ at time $t=0,0.25,0.5,0.75$ (with $w=\rho$ ).
$\nabla \rho \times \boldsymbol{x}_{t}$ vanishes at the left and right tips and takes extreme values at the top and bottom tips. From (29), the mesh velocity field is only rotation free at the left and right tips, and the mesh points rotate most at the top and bottom of the circle.

It is evident from this particular example that the moving meshes generated with $w=1$ are less skewed than those obtained with $w=\rho$. Although it is in general hard to predict the precise influence caused by the choice $w=\rho$, it appears from our experience that $w=1$, which produces an irrotational mesh velocity, will generally produce better behaved adaptive meshes.

It is interesting to note that the meshes obtained for this example are not smooth; see Figures 3 and 4. This appears to be an inherent feature of the GCL method, because the locations of the mesh points are not governed by either an elliptic or a parabolic PDE. The nonsmoothness can be seen more clearly in the next example.

Example 3. This example is chosen to demonstrate the effect of discretization error and the nonsmoothness of meshes generated by the GCL method. The density function is given as

$$
d(x, y, t)= \begin{cases}1+50(0.1+t) \exp \left(-50\left|y-\frac{1}{2}\right|\right) & \text { for }-0.1<t<0 \\ 1+5 \exp \left(-50\left|y-\frac{1}{2}-\frac{1}{4} \sin (2 \pi x) \sin (2 \pi t)\right|\right) & \text { for } 0 \leq t \leq 1\end{cases}
$$

which simulates the motion of a periodic sine wave. We use $w=1$ and $\delta t=0.005$.
The moving mesh is plotted in Figure 5 for various time instants. Clearly, the mesh concentration captures the moving sine wave accurately. The function $E$ ranges from 0.7 to 1.3 over the time period. Note that the monitor function $\rho$ is periodic, and at time $t=1$ it is restored to its original profile. However, the mesh does not return to its original form, mainly because of the spatial and temporal discretization errors. The nonsmoothness of the mesh is also noticeable.

Liu, Ji, and Liao [19] propose a "static mode of the moving mesh method" in an attempt to avoid this undesired effect of the discretization error. For any given time level $\hat{t}$, the idea is to fix the density function values as constant-its value at $\hat{t}$-and use continuation starting from a uniform mesh to produce the needed adaptive mesh at $\hat{t}$. This procedure preserves the periodicity of the monitor function and, as one may expect, generates a better adaptive moving mesh. Unfortunately, the procedure can turn out to be extremely costly. As we have seen in Example 1, a substantial number of continuation steps must be used to generate a reasonably accurate adaptive mesh, and this number increases with a correspondingly increased level of adaptivity (where the ratio of largest-to-smallest cell size grows).

Example 4. For this example the density function is given by

$$
d(x, y, t)=\left\{\begin{array}{c}
1+50(0.1+t) \exp \left(-50\left|\left(x-\frac{3}{4}\right)^{2}+\left(y-\frac{1}{2}\right)^{2}-.01\right|\right) \\
\quad \text { for }-0.1<t<0, \\
1+5 \exp \left(-50\left|\left(x-\frac{1}{2}-\frac{1}{4} \cos (2 \pi t)\right)^{2}+\left(y-\frac{1}{2}-\frac{1}{4} \sin (2 \pi t)\right)^{2}-.01\right|\right) \\
\text { for } t \geq 0
\end{array}\right.
$$

For this monitor function, the largest values of $\rho$ occur around a small circle which rotates about the point $\left(\frac{1}{2}, \frac{1}{2}\right)$.

This is a very difficult test problem for many moving mesh methods, especially for ones with close similarity to the Lagrangian method. With these methods, as the mesh points and concentration follow the small moving circle rotating around the point $\left(\frac{1}{2}, \frac{1}{2}\right)$, if some of the boundary mesh points stay fixed (as in the current case where the four corner points are fixed), then the mesh becomes more and more skewed and eventually singular. Unfortunately, the present moving mesh based on


Fig. 5. Example 3. Moving meshes at time $t=0,0.25,0.75,1$.
the GCL also suffers from this difficulty. Although the GCL condition guarantees nonsingularity of the Jacobian of the coordinate transformation in the continuous case, it does not prevent the mesh from becoming increasingly skewed. Meanwhile, the points of a highly skewed mesh can easily tangle each other numerically. This is illustrated in Figure 6 for the case $w=1$ and $\delta t=0.005$.

The function $E$ ranges from 0.7 to 1.3, but the moving mesh becomes more skewed with time. That is, even though the mesh becomes very skewed, the generalized equidistribution relation is closely satisfied.

Example 5. The final example illustrates the effect of the control vector field $\boldsymbol{u}$ on the adaptive moving mesh. As discussed in section 4, the GCL method reduces to a pure Lagrangian method when $\rho=$ constant and $\boldsymbol{u}$ is divergence free inside the domain and satisfies $\boldsymbol{u} \cdot \boldsymbol{n}=0$ on the boundary. A special example is where the mesh velocity is given by the angular direction $\boldsymbol{u}$ for a unit disk $\Omega$. However, the mesh movement is not so obvious if $\boldsymbol{u} \cdot \boldsymbol{n}$ is not zero on the boundary and/or some of the


Fig. 6. Example 4. Moving meshes and $E$ at time $t=0,0.5,0.75,1$.
boundary mesh points such as corner points stay fixed. To see this, we consider the case where $w=1, \rho=1$, and

$$
\boldsymbol{u}=2 \pi\left(-y+\frac{1}{2}, x-\frac{1}{2}\right) .
$$

The control vector field is a divergence-free rotation around the center of the domain, with angular speed 1. In Figure 7 we display the moving mesh and $E$ at times $t=0,0.1,0.2$ obtained with $\delta t=0.01$. Away from the boundary, the influence of the boundary condition is small and the mesh points move at a speed close to $\boldsymbol{u}$. However, near the boundary, and especially on it, the boundary condition has a much more significant effect, and as a consequence the mesh points accumulate around the corners (where the corner points are fixed). The mesh stops moving at around $t=0.2$ because too many points have accumulated near the corners. It is interesting to note that for the current case we nevertheless have $0.9 \leq E \leq 1.1$, indicating a high degree of satisfaction of the equidistribution relation (3) by the computed mesh.
7. Conclusions and comments. We present in this paper a moving mesh method based upon the geometric conservation law. The basic idea is to minimize a functional of the mesh speed $\boldsymbol{x}_{t}$ which involves its divergence and curl components. While the divergence part comes from the geometric conservation law and a prescribed monitor function, the curl of $\boldsymbol{x}_{t}$ is controlled by a given weight function $w$ and a vector field $\boldsymbol{u}$. Using the Helmholtz decomposition theorem, we see why the minimizer of the functional (of the mesh speed) will drive mesh points in such a way that the rate of change of the cell volumes is proportional to the rate of change of the monitor function, causing the desired mesh adaption. A nice feature of this approach is that the cell volume can then be determined from the magnitude of the monitor function-a generalization of the well-known equidistribution principle.

Several different formulations of the basic mesh adaption method have been presented. The moving mesh method based upon Moser's deformation method which has been recently studied by Liao and his coworkers can be interpreted as a particular case of one of them with $w=\rho$ and $\boldsymbol{u}=0$. In our somewhat limited experience, a more desirable choice of $w$ from the numerical point of view appears to be $w=1$, which results in an irrotational mesh velocity field, namely, $\nabla \times \boldsymbol{x}_{t}=0$, and results in less skewed meshes. Other choices for $w$ and $\boldsymbol{u}$ are yet to be investigated.

Several numerical examples are presented to demonstrate the performance of the moving mesh method (or, more precisely, of an implementation of the formulation which we prefer). It is shown that the cell volumes of the resulting adaptive meshes are usually within $\pm 30 \%$ of the exact ones defined by the monitor function.

Like other moving mesh methods based on determining the mesh speed, the moving mesh method based on the GCL shares many common features with the Lagrangian method and consequently suffers from the same difficulty: a highly skewed mesh can often result when the mesh points follow the moving features in a monitor function. Though it is possible to use a brute force method to circumvent this difficulty, e.g., simply discard all the intermediate moving steps and calculate the adaptive mesh from the initial mesh, more efficient and effective approaches are clearly needed to correct meshes for which some control over skewness has been lost.

The GCL method shares with Miller's MFE the feature that they both minimize a functional with respect to the mesh velocity. But unlike the MFE, for which a singular mass matrix can result, the GCL method in theory leads to a well-defined PDE (although it may be quite expensive to solve).


Fig. 7. Example 5. Moving meshes and $E$ at time $t=0,0.05,0.1$.

The GCL method is also compared with the MMPDE method. The MMPDE method involves a formulation in terms of an elliptic PDE. With the MMPDE approach, the mesh locations are obtained by minimizing a quadratic functional, and in this sense, the mesh locations are globally distributed. As a consequence, a smooth and less skewed mesh can often result. The GCL approach, on the other hand, by minimizing a quadratic functional determines the mesh speed instead of mesh location, and only the mesh speed is globally distributed. As demonstrated in the numerical results, generating nonsmooth, skew adaptive meshes can generally not be avoided, and the challenge of overcoming this difficulty remains.
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