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WEIZHANG HUANG ${ }^{\dagger}$ Abstract. The mesh assessment problem is investigated in this paper by taking into account the shape and size of elements and the solution behavior. Three elementwise mesh quality measures characterizing the shape, alignment, and adaptation features of elements are introduced according to the estimates of interpolation error developed on a general mesh. An adaptive mesh is assessed by an overall quality measure defined as a weighted Lebesgue norm of a product of the three elementwise quality measures. It is shown that the overall quality of a mesh is good if the overall mesh quality measure is small or significantly smaller than the so-called roughness measure of the solution, defined as the ratio of two Lebesgue norms of a derivative of the solution. The definition of the overall mesh quality measure comes in such a way that the measure appears in the underlying error bound as the only factor depending substantially on the mesh. As an immediate result, the task of mesh adaptation becomes to control the overall mesh quality. This idea is applied to variational mesh adaptation to develop two functionals, one new and the other related to an existing functional recently developed using the regularity and equidistribution arguments. Numerical experiments are given to demonstrate the ability of the functionals to generate adaptive meshes of good quality.
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1. Introduction. In the last two decades, variational mesh adaptation has received considerable attention from scientists and engineers; see $[8,9,13,15,18,19$, $21,23,24,29,32]$ and the books [14, 22, 28, 31] and references therein. With a variational method, adaptive meshes are generated as images of a reference mesh under the coordinate transformation determined by a so-called adaptation functional. Such a functional is commonly designed to measure the difficulty in the numerical approximation of the physical solution. It often involves mesh properties and employs a monitor function to control mesh concentration. The development of variational mesh adaptation has so far focused on the design of the adaptation functional (e.g., see $[9,13,18,24])$, and there is little work on assessment of an existing mesh for a given solution. Mesh assessment is not without importance, especially since many variational methods generate a mesh of unknown quality. A good understanding of the effects of mesh qualities on the solution error can in turn help with the design of a better adaptation functional. Moreover, studies of mesh quality may lead to rigorous error analysis on adaptive meshes, which is much needed in the context of variational mesh adaptation.

Mesh assessment has been extensively studied in the context of finite elements; e.g., see the recent review paper [3] and references therein. For example, the minimum angle [36], the maximum angle [6, 20, 26, 30], and the aspect ratio [11] have been widely used to characterize the shape of elements in the traditional (isotropic)

[^0]error analysis. A mesh quality indicator, which takes into account both the shape of elements and the local solution behavior, is proposed by Berzins [7] for triangular and tetrahedral meshes. A so-called matching function is used by Kunert [27] to measure the correspondence of a mesh to the anisotropic feature of the solution.

In this paper we are concerned with mesh assessment and its application to variational mesh adaptation. Our objective is twofold. The first is to develop an overall mesh quality measure based on interpolation error estimates. We begin this with the derivation of interpolation error estimates for a general affine family of triangulations. According to these results, three elementwise quality measures are introduced, the geometric, alignment, and adaptation quality measures which characterize the shape of elements, the alignment of elements with the local solution feature, and the coupling between the size of elements and the solution behavior, respectively. The overall mesh quality measure is defined as a weighted Lebesgue norm of a product of the three elementwise quality measures. The definition comes in such a way that the measure appears in the underlying error bound as the only factor depending substantially on the mesh. As an immediate result, the task of mesh adaptation becomes to control the overall mesh quality. Our second objective is to apply this idea to variational mesh adaptation to develop two adaptation functionals, one new and the other related to the one developed in [18] using the regularity and equidistribution arguments. The ability of the functionals to generate adaptive meshes of good quality is demonstrated via numerical results.

In addition to its role in designing new adaptation methods, the so-defined overall mesh quality measure has several other features distinct from the existing measures [3]. First, mesh equidistribution (or adaptation) is taken into account (through the adaptation quality measure) in the definition. This is necessary for accurate assessment of adaptive meshes. Second, the definition sheds light on the effects of the aspect ratio, alignment, and adaptation mesh qualities on the overall mesh quality and therefore the interpolation error. Evidently, all of these factors have direct effects on the error. On the other hand, their effects also compensate for each other since the three elementwise measures appear in the overall quality measure as a product. As a consequence, a mesh can maintain a good overall quality when its smaller elements are worse shaped than larger elements or when well aligned elements (with the solution) are worse shaped than worse aligned elements. Finally, a mesh can be assessed using the overall mesh quality measure. It will be shown that the overall quality of a mesh is good when the quality measure is small or significantly smaller than the solution roughness measure, defined as the ratio of two Lebesgue norms of a derivative of the solution.

It is noted that our study is based on interpolation error estimates, and the results and methods developed in this paper involve derivatives of the exact solution, which typically are unavailable during the course of a numerical simulation. Fortunately, numerical experiments show that our methods work well with the numerical approximations of the solution derivatives obtained using a derivative recovery or approximation technique, such as those developed by Zienkiewicz and Zhu [34, 35], Zhang and Naga [33], and Dolejsi [12].

The paper is organized as follows. In section 2 we derive several estimates for interpolation error on a general mesh. Mesh quality measures are defined and studied in section 3. An analytical example is given in section 4 to illustrate the quality measures. In section 5, two adaptation functionals are developed based on the idea of controlling the overall mesh quality. Numerical results are presented in section 6. Finally, section 7 contains conclusions and further remarks.
2. Interpolation error estimates. In this section we develop several estimates for interpolation error on a general mesh.

Let $\Omega \subset \Re^{n}(n \geq 1)$ be a polyhedral physical domain. It is assumed that an affine family of triangulations $\left\{T_{h}\right\}$ is given on $\Omega$. By affine family, we mean that for each element $K$ of $T_{h} \in\left\{T_{h}\right\}$ there exists an invertible affine mapping $F_{K}: \hat{K} \rightarrow K$ such that $K=F_{K}(\hat{K})$, where $\hat{K}$ is the reference element with size $|\hat{K}|=\mathrm{O}(1)$. The norm and seminorm of Sobolev space $W^{m, p}(K)$ are denoted by $\|\cdot\|_{W^{m, p}(K)}$ and $|\cdot|_{W^{m, p}(K)}$, respectively. We will also use the scaled seminorm $\langle\cdot\rangle_{W^{m, p}(K)} \equiv(1 /|K|)^{1 / p}|\cdot|_{W^{m, p}(K)}$, which is an average.
2.1. A preliminary result. The following lemma is a standard result in the theory of interpolation on finite elements, and the interested reader is referred to, e.g., Ciarlet [11], for its proof.

Lemma 2.1. Let $(\hat{K}, \hat{P}, \hat{\Sigma})$ be a finite element, where $\hat{K}$ is the reference element, $\hat{P}$ is a finite-dimensional linear space of functions defined on $\hat{K}$, and $\hat{\Sigma}$ is a set of degrees of freedom. Let se the greatest order of partial derivatives occurring in $\hat{\Sigma}$. For some integers $m, k$, and $l, 0 \leq m \leq l \leq k+1$, and some numbers $p, q \in[1, \infty]$, if

$$
\begin{align*}
& W^{l, p}(\hat{K}) \hookrightarrow C^{s}(\hat{K})  \tag{2.1}\\
& W^{l, p}(\hat{K}) \hookrightarrow W^{m, q}(\hat{K})  \tag{2.2}\\
& P_{k}(\hat{K}) \subset \hat{P} \subset W^{m, q}(\hat{K}), \tag{2.3}
\end{align*}
$$

where $P_{k}(\hat{K})$ is the space of polynomials of degree no more than $k$, then there exists a constant $C=C(\hat{K}, \hat{P}, \hat{\Sigma})$ such that, for all affine-equivalent finite elements $\left(K, P_{K}, \Sigma_{K}\right)$,

$$
\begin{equation*}
\left|v-\Pi_{k, K} v\right|_{W^{m, q}(K)} \leq C\left\|\left(F_{K}^{\prime}\right)^{-1}\right\|^{m}\left|\operatorname{det}\left(F_{K}^{\prime}\right)\right|^{\frac{1}{q}}|\hat{v}|_{W^{l, p}(\hat{K})} \quad \forall v \in W^{l, p}(K), \tag{2.4}
\end{equation*}
$$

where $\Pi_{k, K}$ denotes the $P_{K}$-interpolation operator on $K$ and $\hat{v}=v \circ F_{K}$ is the composite function defined on $\hat{K}$.

It is remarked that the error bound in (2.4) is given in derivatives on $\hat{K}$. This is crucial to our study since it allows us to develop error bounds coupling mesh properties with solution derivatives on $K$. Also, (2.4) is not optimal when $m \geq 1$, but it greatly simplifies the discussion since there is no need to introduce conditions like the maximum angle condition.

It is instructive to spell out the conditions (2.1)-(2.3). By the Sobolev embedding theorem (e.g., see [1]), we have

$$
\begin{align*}
& \left\{\begin{array}{ll}
l>\frac{n}{p}+s & \text { for } p>1 \\
l \geq n+s & \text { for } p=1
\end{array} \quad \Rightarrow W^{l, p}(\hat{K}) \hookrightarrow C^{s}(\hat{K}),\right. \\
& \begin{cases}l \geq m & \text { for } p \geq q \\
l<\frac{n}{p}+m & \text { for } \frac{1}{q}=\frac{1}{p}-\frac{l-m}{n} \Rightarrow W^{l, p}(\hat{K}) \hookrightarrow W^{m, q}(\hat{K}), \\
l=\frac{n}{p}+m & \text { for } 1 \leq q<\infty\end{cases} \tag{2.5}
\end{align*}
$$

where $n$ is the dimension of $\hat{K}$. Regarding (2.3), we note that $\hat{P}$ is often chosen as $P_{k}(\hat{K})$. If this is the case, condition (2.3) places no constraints on the parameters $m$, $k, l, p$, and $q$.

Take the widely used case of Lagrange interpolation $(s=0)$ with $p=q=2$ as an example. Condition (2.5) becomes $0 \leq m \leq l \leq k+1$ and $l>n / 2$. Thus, (2.4) holds for functions in $H^{1}(\hat{K}) \equiv W^{1,2}(\hat{K})$ in one dimension and for functions in $H^{2}(\hat{K}) \equiv W^{2,2}(\hat{K})$ in two and three dimensions.

Hereafter we assume that the integers $m, k$, and $l$ and the numbers $p, q \in[1, \infty]$ have been chosen such that (2.4) holds. In particular, we assume that $l \geq 1,0 \leq m \leq$ $l \leq k+1$, and $q \leq p$. We use $C$ to denote the generic constant independent of $v, K$, $T_{h}$, and $N$ (the total number of the elements of $T_{h}$ ) but possibly dependent on $n, \hat{K}$, $m, k, l, p$, and $q$.
2.2. Anisotropic error estimates. We now estimate $|\hat{v}|_{W^{l, p}(\hat{K})}$ in (2.4) using derivatives on $K$. Denote by $\boldsymbol{\xi}=\left[\xi_{1}, \ldots, \xi_{n}\right]^{T}$ the coordinates for $\hat{K}$ and by $\boldsymbol{x}=$ $\left[x_{1}, \ldots, x_{n}\right]^{T}$ the local coordinates for $K$. Define the length scales of $K$ along the coordinate directions as

$$
\begin{equation*}
h_{i, K}=\left(\sum_{j=1}^{n}\left|\frac{\partial x_{i}}{\partial \xi_{j}}\right|^{2}\right)^{\frac{1}{2}}, \quad i=1, \ldots, n \tag{2.6}
\end{equation*}
$$

Let

$$
D^{\left(i_{1}, \ldots, i_{l}\right)} v=\frac{\partial^{l} v}{\partial x_{i_{1}}, \ldots, \partial x_{i_{l}}}, \quad \hat{D}^{\left(i_{1}, \ldots, i_{l}\right)} v=\frac{\partial^{l} \hat{v}}{\partial \xi_{i_{1}}, \ldots, \partial \xi_{i_{l}}}
$$

Then, changing variables and noticing that $F_{K}^{\prime}$ is constant, we have

$$
|\hat{v}|_{W^{l, p}(\hat{K})}=\left(\operatorname{det}\left(F_{K}^{\prime}\right)^{-1} \int_{K} \sum_{i_{1}, \ldots, i_{l}}\left|\hat{D}^{\left(i_{1}, \ldots, i_{l}\right)} \hat{v}\right|^{p} d \boldsymbol{x}\right)^{\frac{1}{p}} .
$$

By the chain-rule, we get, for a given integer $t, 0 \leq t \leq l$,

$$
\begin{align*}
& \sum_{i_{1}, \ldots, i_{l}}\left|\hat{D}^{\left(i_{1}, \ldots, i_{l}\right)} \hat{v}\right|^{p} \\
& =\sum_{i_{2}, \ldots, i_{l}} \sum_{i_{1}}\left|\sum_{j_{1}} \frac{\partial x_{j_{1}}}{\partial \xi_{i_{1}}} \hat{D}^{\left(i_{2}, \ldots, i_{l}\right)} D^{\left(j_{1}\right)} v\right|^{p} \\
& \leq C \sum_{j_{1}} h_{j_{1}, K}^{p} \sum_{i_{2}, \ldots, i_{l}}\left|\hat{D}^{\left(i_{2}, \ldots, i_{l}\right)} D^{\left(j_{1}\right)} v\right|^{p} \leq \cdots \\
& \leq C \sum_{j_{1}, \ldots, j_{l-t}} h_{j_{1}, K}^{p}, \ldots, h_{j_{l-t}, K}^{p} \sum_{i_{l-t+1}, \ldots, i_{l}}\left|\hat{D}^{\left(i_{l-t+1}, \ldots, i_{l}\right)} D^{\left(j_{1}, \ldots, j_{l-t}\right)} v\right|^{p} \tag{2.7}
\end{align*}
$$

2.2.1. Case $\boldsymbol{l}=1$. For this case, condition (2.5) implies $s=0$ and $p>n$. Taking $t=0$ in (2.7) and using (2.4), we get

$$
\begin{align*}
\left|v-\Pi_{k, K} v\right|_{W^{m, q}(K)} \leq & C\left\|\left(F_{K}^{\prime}\right)^{-1}\right\|^{m}\left|\operatorname{det}\left(F_{K}^{\prime}\right)\right|^{\frac{1}{q}} \\
& \times \sum_{i_{1}, \ldots, i_{l}} h_{i_{1}, K}, \ldots, h_{i_{l}, K}\left\langle D^{\left(i_{1}, \ldots, i_{l}\right)} v\right\rangle_{L^{p}(K)} \tag{2.8}
\end{align*}
$$

For $l=1,(2.8)$ reduces to

$$
\begin{equation*}
\left|v-\Pi_{k, K} v\right|_{W^{m, q}(K)} \leq C\left\|\left(F_{K}^{\prime}\right)^{-1}\right\|^{m}\left|\operatorname{det}\left(F_{K}^{\prime}\right)\right|^{\frac{1}{q}} \sum_{i} h_{i, K}\left\langle\frac{\partial v}{\partial x_{i}}\right\rangle_{L^{p}(K)} \tag{2.9}
\end{equation*}
$$

Note that (2.8) allows separate control of the length scales based on the derivatives in the corresponding coordinate directions. According to (2.9), for example, $h_{i, K}$ can be chosen based on the derivative $\partial v / \partial x_{i}$. This type of estimate is referred to as an anisotropic estimate in the literature. An anisotropic estimate similar to (2.8) has been developed by Apel and Dobrowolski [4] and Apel [2].

Following [19], we derive here a different anisotropic estimate more suitable for mesh generation. For $l=1$, taking $t=1$ in (2.7) yields

$$
\begin{aligned}
\sum_{i}\left|\hat{D}^{(i)} \hat{v}\right|^{p} & =\sum_{i}\left|\sum_{j} \frac{\partial x_{j}}{\partial \xi_{i}} \frac{\partial v}{\partial x_{j}}\right|^{p}=\left(\sum_{i}\left|\left(F_{K}^{\prime} \boldsymbol{e}_{i}\right)^{T} \nabla v\right|^{p}\right) \\
& \leq C\left\|\left(F_{K}^{\prime}\right)^{T} \nabla v\right\|_{F}^{p}=C\left[\operatorname{tr}\left(\left(F_{K}^{\prime}\right)^{T} \nabla v \nabla v^{T} F_{K}^{\prime}\right)\right]^{\frac{p}{2}}
\end{aligned}
$$

where $\|\cdot\|_{F}$ is the Frobenius matrix norm and $\boldsymbol{e}_{i}$ is the $i$ th unit vector of $\Re^{n}$. By (2.4) and Jensen's inequality, we obtain

$$
\begin{align*}
\left|v-\Pi_{k, K} v\right|_{W^{m, q}(K)} \leq & C\left\|\left(F_{K}^{\prime}\right)^{-1}\right\|^{m}\left|\operatorname{det}\left(F_{K}^{\prime}\right)\right|^{\frac{1}{q}} \\
& \times\left\langle\operatorname{tr}\left(\left(F_{K}^{\prime}\right)^{T} \nabla v \nabla v^{T} F_{K}^{\prime}\right)\right\rangle_{L^{\frac{p}{2}}(K)}^{\frac{1}{2}} . \tag{2.10}
\end{align*}
$$

We note that when $p / 2<1,|\cdot|_{L^{p / 2}(K)}=\left[\int_{K}|\cdot|^{p / 2} d \boldsymbol{x}\right]^{2 / p}$ is no longer a norm since it does not satisfy the triangular inequality, and $L^{p / 2}(K)$ is not well defined as a normed function space. However, for simplicity we will keep using the notation $|\cdot|_{L^{p / 2}(K)}$ for the quantity $\left[\int_{K}|\cdot|^{p / 2} d \boldsymbol{x}\right]^{2 / p}$ and $\langle\cdot\rangle_{L^{p / 2}(K)}$ for the quantity $\left[(1 /|K|) \int_{K}|\cdot|^{p / 2} d \boldsymbol{x}\right]^{2 / p}$.
2.2.2. Case $l \geq \mathbf{2}$. For $l \geq 2$, taking $t=2$ in (2.7) yields

$$
\begin{align*}
& \sum_{i_{1}, \ldots, i_{l}}\left|\hat{D}^{\left(i_{1}, \ldots, i_{l}\right)} \hat{v}\right|^{p} \\
& \quad \leq C \sum_{j_{1}, \ldots, j_{l-2}} h_{j_{1}, K}^{p}, \ldots, h_{j_{l-2}, K}^{p} \sum_{i_{l-1}, i_{l}}\left|\sum_{j_{l-1}, j_{l}} \frac{\partial x_{j_{l-1}}}{\partial \xi_{i_{l-1}}} \frac{\partial x_{j_{l}}}{\partial \xi_{i_{l}}} \frac{\partial^{2}\left(D^{\left(j_{1}, \ldots, j_{l-2}\right)} v\right)}{\partial x_{j_{l-1}} \partial x_{j_{l}}}\right|^{p} \\
& \leq C \sum_{j_{1}, \ldots, j_{l-2}} h_{j_{1}, K}^{p}, \ldots, h_{j_{l-2}, K}^{p} \sum_{i_{l-1}, i_{l}}\left|\left(F_{K}^{\prime} \boldsymbol{e}_{i_{l-1}}\right)^{T} H\left(D^{\left(j_{1}, \ldots, j_{l-2}\right)} v\right)\left(F_{K}^{\prime} \boldsymbol{e}_{i_{l}}\right)\right|^{p}, \tag{2.11}
\end{align*}
$$

where $H\left(D^{\left(j_{1}, \ldots, j_{l-2}\right)} v\right)$ denotes the Hessian of $D^{\left(j_{1}, \ldots, j_{l-2}\right)} v$. Let

$$
\begin{equation*}
\left|H\left(D^{\left(j_{1}, \ldots, j_{l-2}\right)} v\right)\right|=Q \operatorname{diag}\left(\left|\lambda_{1}\right|, \ldots,\left|\lambda_{n}\right|\right) Q^{T} \tag{2.12}
\end{equation*}
$$

where $Q$ is the orthogonal matrix consisting of the (normalized) eigenvectors and the $\lambda_{i}$ 's are the eigenvalues of $H$. It is easy to show (see [19])

$$
\left|\boldsymbol{a}^{T} H \boldsymbol{b}\right| \leq \frac{1}{2}\left(\boldsymbol{a}^{T}|H| \boldsymbol{a}+\boldsymbol{b}^{T}|H| \boldsymbol{b}\right) \quad \forall \boldsymbol{a}, \boldsymbol{b} \in \Re^{n}
$$

Combining this with (2.11) yields

$$
\begin{aligned}
\sum_{i_{1}, \ldots, i_{l}}\left|\hat{D}^{\left(i_{1}, \ldots, i_{l}\right)} \hat{v}\right|^{p} & \leq C \sum_{j_{3}, \ldots, j_{l}} h_{j_{3}, K}^{p}, \ldots, h_{j_{l}, K}^{p} \sum_{i}\left(\left(F_{K}^{\prime} \boldsymbol{e}_{i}\right)^{T}\left|H\left(D^{\left(j_{3}, \ldots, j_{l}\right)} v\right)\right|\left(F_{K}^{\prime} \boldsymbol{e}_{i}\right)\right)^{p} \\
& \leq C \sum_{j_{3}, \ldots, j_{l}} h_{j_{3}, K}^{p}, \ldots, h_{j_{l}, K}^{p}\left[\operatorname{tr}\left(\left(F_{K}^{\prime}\right)^{T}\left|H\left(D^{\left(j_{3}, \ldots, j_{l}\right)} v\right)\right| F_{K}^{\prime}\right)\right]^{p} .
\end{aligned}
$$

By (2.4) and $h_{i_{1}, K}, \ldots, h_{i_{l-2}, K} \leq C\left\|F_{K}^{\prime}\right\|^{l-2}$, we have

$$
\begin{aligned}
\left|v-\Pi_{k, K} v\right|_{W^{m, q}(K)} \leq & C\left\|\left(F_{K}^{\prime}\right)^{-1}\right\|^{m}\left\|F_{K}^{\prime}\right\|^{l-2}\left|\operatorname{det}\left(F_{K}^{\prime}\right)\right|^{\frac{1}{q}} \\
& \times\left\langle\operatorname{tr}\left(\left(F_{K}^{\prime}\right)^{T}\left|H\left(D^{l-2} v\right)\right| F_{K}^{\prime}\right)\right\rangle_{L^{p}(K)},
\end{aligned}
$$

where

$$
\left|H\left(D^{l-2} v\right)\right| \equiv \sum_{i_{1}, \ldots, i_{l-2}}\left|H\left(D^{\left(i_{1}, \ldots, i_{l-2}\right)} v\right)\right|
$$

The estimates (2.10) and (2.13) are of anisotropic type. To explain this, we take (2.13) with $l=2$ as an example. Using (2.12) and letting $Q=\left[\boldsymbol{q}_{1}, \ldots, \boldsymbol{q}_{n}\right]$, we get

$$
\begin{equation*}
\operatorname{tr}\left(\left(F_{K}^{\prime}\right)^{T}|H(v)| F_{K}^{\prime}\right)=\sum_{i}\left|\lambda_{i}\right| \cdot\left\|\left(F_{K}^{\prime}\right)^{T} \boldsymbol{q}_{i}\right\|^{2} \tag{2.14}
\end{equation*}
$$

Thus, the length scale of $K$ in the direction $\boldsymbol{q}_{i},\left\|\left(F_{K}^{\prime}\right)^{T} \boldsymbol{q}_{i}\right\|$, can be chosen (in the $L^{p}$ sense) based on $\sqrt{\left|\lambda_{i}\right|}$ during the course of mesh generation.

It is interesting to point out that (2.10) and (2.13) are independent of the choice of the local coordinate system on $K$. This is because the terms involved in the bounds, such as the norm, determinant, and trace of $F_{K}^{\prime}$, are coordinate-independent.
3. Mesh quality measures. We define and study in this section the mesh quality measures according to the interpolation error estimates obtained in the previous section. Our basic tools are the following lemmas. The interested reader is referred to Hardy, Littlewood, and Pólya [16] and Kober [25] for their proofs.

Lemma 3.1 (the arithmetic-mean geometric-mean inequality and its refined version). For any $r$ positive numbers $a_{1}, \ldots, a_{r}$,

$$
\begin{equation*}
\left(\prod_{i=1}^{r} a_{i}\right)^{\frac{1}{r}} \leq \frac{1}{r} \sum_{i=1}^{r} a_{i} \tag{3.1}
\end{equation*}
$$

with equality if and only if $a_{1}=\cdots=a_{r}$. The inequality can be refined as

$$
\begin{equation*}
\frac{1}{r(r-1)} \sum_{i<j}\left(\sqrt{a_{i}}-\sqrt{a_{j}}\right)^{2} \leq \frac{1}{r} \sum_{i} a_{i}-\left(\prod_{i} a_{i}\right)^{\frac{1}{r}} \leq \frac{1}{r} \sum_{i<j}\left(\sqrt{a_{i}}-\sqrt{a_{j}}\right)^{2} \tag{3.2}
\end{equation*}
$$

Lemma 3.2. Given a weight function $w(\boldsymbol{x})$ with $\int_{\Omega} w d \boldsymbol{x}=1$ on a bounded domain $\Omega \subset \Re^{n}$, let

$$
M_{r}(f)=\left(\int_{\Omega} w|f|^{r} d \boldsymbol{x}\right)^{1 / r}
$$

for arbitrary function $f$ and real number $r$, with the limits that $M_{0}(f)=\exp \left(\int_{\Omega} w\right.$ $\log |f| d \boldsymbol{x})$ (geometric mean), $M_{+\infty}=\max |f|$, and $M_{-\infty}=\min |f|$. Then

$$
\begin{equation*}
M_{r}(f) \leq M_{s}(f) \quad \text { for }-\infty \leq r<s \leq+\infty \tag{3.3}
\end{equation*}
$$

with equality if and only if (a) $M_{r}(f)=M_{s}(f)=+\infty$, (b) $M_{r}(f)=M_{s}(f)=0$, or (c) $f \equiv$ constant.
3.1. Geometric quality measure. The geometric quality measure which characterizes the shape of $K$ can be defined in a number of ways (e.g., see [3]), such as using the maximum angle, the minimum angle, or the aspect ratio. Our objective is to define a measure which is easy to compute, suitable for mesh adaptation, and consistent with the bounds given in (2.8) and (2.13). Motivated by Lemma 3.1 and the fact that the trace and the determinant of a matrix are equal to the sum and the product of its eigenvalues, respectively, we define the geometric quality measure in terms of $F_{K}^{\prime}$ and its inverse $\left(F_{K}^{\prime}\right)^{-1}$ as

$$
\begin{align*}
& Q_{\text {geo }}(K)=\left[\frac{\operatorname{tr}\left(\left(F_{K}^{\prime}\right)^{T} F_{K}^{\prime}\right)}{n \operatorname{det}\left(\left(F_{K}^{\prime}\right)^{T} F_{K}^{\prime}\right)^{\frac{1}{n}}}\right]^{\frac{n}{2(n-1)}}=\left[\frac{\left\|F_{K}^{\prime}\right\|_{F}}{\sqrt{n} \operatorname{det}\left(F_{K}^{\prime}\right)^{\frac{1}{n}}}\right]^{\frac{n}{n-1}}  \tag{3.4}\\
& \hat{Q}_{\text {geo }}(K)=\left[\frac{\operatorname{tr}\left(\left(F_{K}^{\prime}\right)^{-1}\left(F_{K}^{\prime}\right)^{-T}\right)}{n \operatorname{det}\left(\left(F_{K}^{\prime}\right)^{-1}\left(F_{K}^{\prime}\right)^{-T}\right)^{\frac{1}{n}}}\right]^{\frac{n}{2(n-1)}}=\left[\frac{\left\|\left(F_{K}^{\prime}\right)^{-1}\right\|_{F}}{\sqrt{n} \operatorname{det}\left(F_{K}^{\prime}\right)^{-\frac{1}{n}}}\right]^{\frac{n}{n-1}} .
\end{align*}
$$

Note that $Q_{\text {geo }}(K)=\hat{Q}_{\text {geo }}(K)$ when $n=2$. Obviously, these measures are easy to compute. Moreover, by (3.2) it is not difficult to show (cf. the proof of Lemma 4.1 in [19]) that

$$
\begin{align*}
& 1 \leq Q_{\mathrm{geo}}(K) \leq \frac{\mu_{\mathrm{max}}}{\mu_{\mathrm{min}}} \leq\left[\sqrt{n(n-1)\left(Q_{\mathrm{geo}^{\frac{2(n-1)}{n}}}(K)-1\right)}+1\right]^{2 n}  \tag{3.6}\\
& 1 \leq \hat{Q}_{\mathrm{geo}}(K) \leq \frac{\mu_{\mathrm{max}}}{\mu_{\mathrm{min}}} \leq\left[\sqrt{n(n-1)\left(\hat{Q}_{\mathrm{geo}^{\frac{2(n-1)}{n}}}(K)-1\right)}+1\right]^{2 n} \tag{3.7}
\end{align*}
$$

where $\mu_{\min }$ and $\mu_{\max }$ are the minimum and maximum singular values, respectively, of the Jacobian matrix $F_{K}^{\prime}$. Since the singular values are the lengths of the semiaxes of the hyperellipsoid $\left\{\boldsymbol{x} \mid \boldsymbol{x}=F_{K}^{\prime} \boldsymbol{\xi},\|\boldsymbol{\xi}\|=1\right\}$, we conclude by (3.6) and (3.7) that $Q_{\text {geo }}(K)$ and $\hat{Q}_{\text {geo }}(K)$ are equivalent to $\mu_{\max } / \mu_{\min }$, which in turn is equivalent to the aspect ratio of $K$. Moreover, $Q_{\text {geo }}(K)=1$ or $\hat{Q}_{\text {geo }}(K)=1$ implies that $\mu_{\max } / \mu_{\min }=1$ or $K$ is equilateral.
3.2. Case $\boldsymbol{l}=1$. The estimate (2.10) can be rewritten as

$$
\begin{align*}
\left|v-\Pi_{k, K} v\right|_{W^{m, q}(K)} \leq & C \hat{Q}_{\text {geo }^{n}}^{\frac{m(n-1)}{e^{n}}}(K)\left|\operatorname{det}\left(F_{K}^{\prime}\right)\right|^{\frac{1}{q}-\frac{m}{n}} \\
& \times\left\langle\operatorname{tr}\left(\left(F_{K}^{\prime}\right)^{T} \nabla v \nabla v^{T} F_{K}^{\prime}\right)\right\rangle_{L^{\frac{p}{2}}(K)}^{\frac{1}{2}} . \tag{3.8}
\end{align*}
$$

3.2.1. The alignment quality measure. As for the geometric quality measure, the definition of the alignment quality measure is also motivated by Lemma 3.1 but associated with $\left\langle\operatorname{tr}\left(\left(F_{K}^{\prime}\right)^{T} \nabla v \nabla v^{T} F_{K}^{\prime}\right)\right\rangle_{L^{p / 2}(K)}$ in (3.8). Since $\left(F_{K}^{\prime}\right)^{T} \nabla v \nabla v^{T} F_{K}^{\prime}$ is only semi-positive definite, Lemma 3.1 cannot be directly applied to its eigenvalues. To avoid this difficulty, we regularize the expression with a flooring parameter $\alpha_{h, 1}>0$, which will be defined in (3.16). (The subscript 1 stands for $l=1$.) Replace $\operatorname{tr}\left(\left(F_{K}^{\prime}\right)^{T} \nabla v \nabla v^{T} F_{K}^{\prime}\right)$ with

$$
\operatorname{tr}\left(\left(F_{K}^{\prime}\right)^{T}\left[\alpha_{h, 1} I+\nabla v \nabla v^{T}\right] F_{K}^{\prime}\right)=\alpha_{h, 1} \operatorname{tr}\left(\left(F_{K}^{\prime}\right)^{T}\left[I+\frac{1}{\alpha_{h, 1}} \nabla v \nabla v^{T}\right] F_{K}^{\prime}\right)
$$

By Lemma 3.1, we have

$$
\begin{aligned}
\operatorname{tr}\left(\left(F_{K}^{\prime}\right)^{T}\left[I+\frac{1}{\alpha_{h, 1}} \nabla v \nabla v^{T}\right] F_{K}^{\prime}\right) & \geq n \operatorname{det}\left(\left(F_{K}^{\prime}\right)^{T}\left[I+\frac{1}{\alpha_{h, 1}} \nabla v \nabla v^{T}\right] F_{K}^{\prime}\right)^{\frac{1}{n}} \\
& =n \operatorname{det}\left(F_{K}^{\prime}\right)^{\frac{2}{n}}\left(1+\frac{1}{\alpha_{h, 1}}\|\nabla v\|^{2}\right)^{\frac{1}{n}}
\end{aligned}
$$

Thus we define the alignment quality measure as

$$
\begin{equation*}
Q_{\mathrm{ali}, 1}(K)=\left[\frac{\left\langle\operatorname{tr}\left(\left(F_{K}^{\prime}\right)^{T}\left[I+\frac{1}{\alpha_{h, 1}} \nabla v \nabla v^{T}\right] F_{K}^{\prime}\right)\right\rangle_{L^{\frac{p}{2}}(K)}}{n \operatorname{det}\left(F_{K}^{\prime}\right)^{\frac{2}{n}}\left\langle 1+\frac{1}{\alpha_{h, 1}}\|\nabla v\|^{2}\right\rangle_{L^{\frac{p}{2 n}}(K)}^{\frac{1}{n}}}\right]^{\frac{n}{2(n-1)}} \tag{3.9}
\end{equation*}
$$

To see the geometric meaning of $Q_{\text {ali, } 1}$, we denote the normalized eigensystem of $I+\left(1 / \alpha_{h, 1}\right) \nabla v \nabla v^{T}$ by $\left(\lambda_{i}, \boldsymbol{q}_{i}\right), i=1, \ldots, n$. Using $\prod_{i}\left\|\left(F_{K}^{\prime}\right)^{T} \boldsymbol{q}_{i}\right\|^{2} \geq \operatorname{det}\left(F_{K}^{\prime}\right)^{2}$ and an equation similar to (2.14), we have

$$
\frac{\operatorname{tr}\left(\left(F_{K}^{\prime}\right)^{T}\left[I+\frac{1}{\alpha_{h, 1}} \nabla v \nabla v^{T}\right] F_{K}^{\prime}\right)}{n \operatorname{det}\left(\left(F_{K}^{\prime}\right)^{T}\left[I+\frac{1}{\alpha_{h, 1}} \nabla v \nabla v^{T}\right] F_{K}^{\prime}\right)^{\frac{1}{n}}} \geq \frac{\sum_{i} \lambda_{i}\left\|\left(F_{K}^{\prime}\right)^{T} \boldsymbol{q}_{i}\right\|^{2}}{n\left(\prod_{i} \lambda_{i}\left\|\left(F_{K}^{\prime}\right)^{T} \boldsymbol{q}_{i}\right\|^{2}\right)^{\frac{1}{n}}} \geq 1
$$

Thus, $Q_{\text {ali, } 1}(K)=1$ implies that $\sqrt{\lambda_{i}}\left\|\left(F_{K}^{\prime}\right)^{T} \boldsymbol{q}_{i}\right\|, i=1, \ldots, n$, are equal to a constant (in the $L^{p / 2}(K)$ sense). In other words, the length scale of $K$ in the direction $\boldsymbol{q}_{i}$, $\left\|\left(F_{K}^{\prime}\right)^{T} \boldsymbol{q}_{i}\right\|(i=1, \ldots, n)$, is reversely proportional to $\sqrt{\lambda_{i}}$. In this sense, the shape of $K$ is aligned with the eigensystem of $I+\left(1 / \alpha_{h, 1}\right) \nabla v \nabla v^{T}$, or, loosely speaking, with the geometry of $v$. On the other hand, it is easy to see from (3.2) that the farther $\sqrt{\lambda_{i}}\left\|\left(F_{K}^{\prime}\right)^{T} \boldsymbol{q}_{i}\right\|, i=1, \ldots, n$, differ from each other, the larger $Q_{\text {ali, } 1}(K)$ will be. This indicates that $Q_{\text {ali, } 1}(K)$ measures how far the quantities $\sqrt{\lambda_{i}}\left\|\left(F_{K}^{\prime}\right)^{T} \boldsymbol{q}_{i}\right\|, i=1, \ldots, n$, are from being constant, or how well (the shape of) element $K$ is aligned with the geometry of $v$.
3.2.2. Equidistribution and the adaptation quality measure. The definition of the adaptation quality measure is associated with the size of $K,\left|\operatorname{det}\left(F_{K}^{\prime}\right)\right|$, and based on the well-known equidistribution principle [10]. For the moment, let us assume that a so-called adaptation function $\rho=\rho_{K, 1}>0$ is given. (Function $\rho_{K, 1}$ will be defined in (3.14) for the current case.) Then a multidimensional generalization of the equidistribution principle is given by

$$
\begin{equation*}
|K| \rho_{K, 1}=\frac{\sigma_{h, 1}}{N} \quad \text { with } \quad \sigma_{h, 1}=\sum_{K}|K| \rho_{K, 1} \tag{3.10}
\end{equation*}
$$

where $N$ is the total number of the elements. It implies that the size of $K$ should be small for large $\rho_{K}$ and vice versa. We define the adaptation quality measure as

$$
\begin{equation*}
Q_{\mathrm{adp}, 1}(K)=\frac{N|K| \rho_{K, 1}}{\sigma_{h, 1}} \tag{3.11}
\end{equation*}
$$

$Q_{\text {adp, } 1}(K)$ measures how well the mesh is equidistributing according to $\rho_{K, 1}$. In fact, it is not difficult to show that $\max _{K} Q_{\text {adp, } 1}(K) \geq 1$, and the equality holds if and only if the equidistribution relation is satisfied exactly. The farther the mesh is from satisfying (3.10), the larger $\max _{K} Q_{\mathrm{adp}, 1}(K)$ will be.
3.2.3. Choice of $\boldsymbol{\rho}_{\boldsymbol{K}, \mathbf{1}}$ and $\boldsymbol{\alpha}_{\boldsymbol{h}, \mathbf{1}}$. Using $Q_{\mathrm{ali}, 1}(K), Q_{\mathrm{adp}, 1}(K)$, and $\left|\operatorname{det}\left(F_{K}^{\prime}\right)\right| \sim$ $|K|$, we get from (3.8)

$$
\begin{align*}
& \sum_{K}\left|v-\Pi_{k, K} v\right|_{W^{m, q}(K)}^{q} \leq C \alpha_{h, 1}^{\frac{q}{2}}\left(\frac{\sigma_{h, 1}}{N}\right)^{\frac{q(1-m)}{n}} \sum_{K}|K| \\
& .12) \times\left(\hat{Q}_{\mathrm{geo}^{n}}^{\frac{m(n-1)}{n}}(K) Q_{\mathrm{ali}, 1}^{\frac{n-1}{n}}(K) Q_{\mathrm{adp}, 1}^{\frac{1-m}{n}}(K)\right)^{q} \rho_{K, 1}^{-\frac{q(1-m)}{n}}\left\langle 1+\frac{1}{\alpha_{h, 1}}\|\nabla v\|^{2}\right\rangle_{L^{\frac{p}{2 n}}(K)}^{\frac{q}{2 n}} . \tag{3.12}
\end{align*} .
$$

Following [19], we choose $\rho_{K, 1}$ such that

$$
\begin{equation*}
\rho_{K, 1}^{-\frac{q(1-m)}{n}}\left\langle 1+\frac{1}{\alpha_{h, 1}}\|\nabla v\|^{2}\right\rangle_{L^{\frac{p}{2 n}}(K)}^{\frac{q}{2 n}}=\rho_{K, 1}, \tag{3.13}
\end{equation*}
$$

which yields

$$
\begin{equation*}
\rho_{K, 1}=\left\langle 1+\frac{1}{\alpha_{h, 1}}\|\nabla v\|^{2}\right\rangle_{L \frac{p}{2 n}(K)}^{\frac{\gamma}{2}} \tag{3.14}
\end{equation*}
$$

where $\gamma$ is defined as

$$
\begin{equation*}
\gamma=\frac{q}{n+q(l-m)} \tag{3.15}
\end{equation*}
$$

(Recall that $l=1$ for the current case.)
One may notice from (3.14) that the flooring parameter plays a role in weighting the effect of $v$ on the adaptation function. For this reason, $\alpha_{h, 1}$ is often referred to as the (adaptation) intensity parameter in the literature. Evidently, $\alpha_{h, 1}$ cannot be chosen too large or too small. Huang and Sun [19] suggest that $\alpha_{h, 1}$ be chosen such that (i) it has the same dimension as $\|\nabla v\|^{2}$ and (ii) $\sigma_{h, 1} \equiv \sum_{K}|K| \rho_{K, 1} \leq C$ for some constant $C$. This gives

$$
\begin{equation*}
\alpha_{h, 1}=\left[\frac{1}{|\Omega|} \sum_{K}|K|\langle\|\nabla v\|\rangle_{L^{\frac{p}{n}}(K)}^{\gamma}\right]^{\frac{2}{\gamma}} . \tag{3.16}
\end{equation*}
$$

Then, using (3.13) and (3.16), the estimate (3.12) becomes

$$
\begin{equation*}
\left[\sum_{K}\left|v-\Pi_{k, K} v\right|_{W^{m, q}(K)}^{q}\right]^{\frac{1}{q}} \leq C N^{-\frac{1-m}{n}}\left[\sum_{K}|K|\langle\|\nabla v\|\rangle_{L^{\frac{p}{n}}(K)}^{\gamma}\right]^{\frac{1}{\gamma}} Q_{\mathrm{mesh}, h, 1} \tag{3.17}
\end{equation*}
$$

where

$$
\begin{align*}
& Q_{\mathrm{mesh}, h, 1} \\
& \quad \equiv\left[\frac{1}{\left(\sum_{K}|K| \rho_{K, 1}\right)} \sum_{K}|K| \rho_{K, 1}\left(\hat{Q}_{\mathrm{geo}^{n}}^{\frac{m(n-1)}{n}}(K) Q_{\mathrm{ali}, 1}^{\frac{n-1}{n}}(K) Q_{\mathrm{adp}, 1}^{\frac{1-m}{n}}(K)\right)^{q}\right]^{\frac{1}{q}} \tag{3.18}
\end{align*}
$$

$Q_{\text {mesh }, h, 1}$ is the overall quality measure of the mesh. It takes into account the shape (through $\hat{Q}_{\mathrm{geo}}(K)$ and $Q_{\text {ali, } 1}(K)$ ) and the size (through $Q_{\text {adp }, 1}(K)$ ) of elements and the solution behavior (through $Q_{\text {ali }, 1}(K)$ and $Q_{\text {adp }, 1}(K)$ ). In particular, equidistribution (or adaptation) is incorporated (through $Q_{\text {adp }, 1}(K)$ ) into the definition. The inclusion of equidistribution renders $Q_{\text {mesh }, h, 1}$ more suitable for measuring the overall quality of adaptive meshes.

Two observations can be made from (3.17) and (3.18). The first is that (3.17) reveals the relation between the mesh qualities and the interpolation error. Apparently, the geometric, alignment, and adaptation mesh qualities directly affect the interpolation error. On the other hand, since they appear in $Q_{\text {mesh }, h, 1}$ as a product, their effects are not independent but instead compensate for each other. As a consequence, the mesh can maintain a good overall quality when small elements (with smaller $Q_{\text {adp,1 }}$ ) are shaped worse, in the sense of having larger $\hat{Q}_{\text {geo }}$ than large elements, or wellaligned elements (with smaller $Q_{\mathrm{ali}, 1}$ ) are worse shaped than worse aligned elements. The other observation comes from

$$
\begin{equation*}
\langle\|\nabla v\|\rangle_{L^{\gamma}(\Omega)} \leq\left[\frac{1}{|\Omega|} \sum_{K}|K|\langle\|\nabla v\|\rangle_{L^{\frac{p}{n}}(K)}^{\gamma}\right]^{\frac{1}{\gamma}} \leq\langle\|\nabla v\|\rangle_{L^{\frac{p}{n}}(\Omega)}, \tag{3.19}
\end{equation*}
$$

which follows from Lemmas 3.1 and 3.2 and the fact that $\gamma \leq p / n$. In other words, the summation term on the right-hand side of (3.17) is bounded below and above by meshindependent numbers. Thus, we can conclude that $Q_{\text {mesh }, h, 1}$ has been defined in such a way that it appears in the error bound as the only factor depending substantially on the mesh. As an immediate result, the task of mesh adaptation becomes to control $Q_{\text {mesh }, h, 1}$ during the course of mesh adaptation.
3.2.4. Mesh assessment. An adaptive mesh is assessed by comparing the solution error thereon to its counterpart on a uniform mesh with the same number of elements. An error bound on a uniform mesh is obtained from (2.4), (2.7), and the assumption $q \leq p$ as, for any $l \geq 1$,

$$
\begin{equation*}
\left[\sum_{K}\left|v-\Pi_{k, K} v\right|_{W^{m, q}(K)}^{q}\right]^{\frac{1}{q}} \leq C N^{-\frac{l-m}{n}}|v|_{W^{l, p}(\Omega)}, \tag{3.20}
\end{equation*}
$$

where we have used $|K|=|\Omega| / N$ and $Q_{\text {geo }}(K)=\hat{Q}_{\text {geo }}(K)=1$ for the uniform mesh. By requiring that the error bound given in (3.17) be much smaller than that given in (3.20), neglecting the constants, and writing in a dimensionless form, we get

$$
\begin{equation*}
Q_{\mathrm{mesh}, h, 1} \ll Q_{\mathrm{soln}, h, 1}, \tag{3.21}
\end{equation*}
$$

where

$$
\begin{equation*}
Q_{\mathrm{soln}, h, 1}=\frac{\langle\|\nabla v\|\rangle_{L^{p}(\Omega)}}{\sqrt{\alpha_{h, 1}}} . \tag{3.22}
\end{equation*}
$$

To see the physical meaning of $Q_{\text {soln }, h, 1}$, from (3.16) and (3.19) we have

$$
\begin{equation*}
1 \leq \frac{\langle\|\nabla v\|\rangle_{L^{p}(\Omega)}}{\langle\|\nabla v\|\rangle_{L^{\frac{p}{n}}(\Omega)}} \leq Q_{\text {soln }, h, 1} \leq \frac{\langle\|\nabla v\|\rangle_{L^{p}(\Omega)}}{\langle\|\nabla v\|\rangle_{L^{\gamma}(\Omega)}} \leq \frac{\max _{\boldsymbol{x}}\|\nabla v\|(\boldsymbol{x})}{\min \boldsymbol{x}\|\nabla v\|(\boldsymbol{x})}, \tag{3.23}
\end{equation*}
$$

where we have used Lemma 3.2 in the first and last inequalities. We claim that $Q_{\text {soln }, h, 1}$ indicates how well $v$ can be approximated by interpolation on a uniform mesh. (For this reason, we will call $Q_{\text {soln }, h, 1}$ the roughness measure of $v$.) To see this we note that how far its gradient is from being constant is equivalent to how well $v$ can be approximated by interpolation on a uniform mesh. Meanwhile, Lemma 3.2 and (3.23) imply that $Q_{\text {soln }, h, 1}=1$ when $\nabla v$ is constant and $Q_{\text {soln }, h, 1}$ is large if $\nabla v$ is far from being constant.

We now can see from (3.21) that the overall mesh quality is good if $Q_{\text {mesh, } h, 1} \ll$ $Q_{\text {soln }, h, 1}$ for a tough solution (i.e., a solution with large $Q_{\text {soln }, h, 1}$ ). On the other hand, when the solution is smooth, an adaptive mesh will lead to very little improvement in accuracy over a uniform mesh. Hence, the overall quality of a mesh is good if

$$
\begin{array}{ll}
Q_{\text {mesh }, h, 1}=O(1) & \text { if } Q_{\mathrm{soln}, h, 1}=O(1), \\
Q_{\text {mesh }, h, 1} \ll Q_{\text {soln }, h, 1} & \text { if } Q_{\mathrm{soln}, h, 1} \gg 1 . \tag{3.24}
\end{array}
$$

In other words, a mesh has a good overall quality if $Q_{\text {mesh }, h, 1}$ is small or significantly smaller than $Q_{\text {soln }, h, 1}$.
3.2.5. Continuous form. It is often instructive to formulate mesh quality measures and error bounds in a continuous form. Let the coordinate transformation be $\boldsymbol{x}=\boldsymbol{x}(\boldsymbol{\xi}): \Omega_{c} \rightarrow \Omega$, where $\Omega_{c}$ is the computational or logic domain. Denote the Jacobian matrix and its determinant by

$$
\boldsymbol{J}=\frac{\partial \boldsymbol{x}}{\partial \boldsymbol{\xi}}, \quad J=\operatorname{det}(\boldsymbol{J})
$$

Then the continuous form of the equidistribution principle (3.10) reads as

$$
\begin{equation*}
J \rho_{1}(\boldsymbol{x})=\frac{\sigma_{1}}{\left|\Omega_{c}\right|} \quad \text { with } \quad \sigma_{1}=\int_{\Omega} \rho_{1} d \boldsymbol{x} \tag{3.25}
\end{equation*}
$$

Moreover, we have

$$
\begin{align*}
& Q_{\mathrm{geo}}(\boldsymbol{x})=\left[\frac{\operatorname{tr}\left(\boldsymbol{J}^{T} \boldsymbol{J}\right)}{n J^{\frac{2}{n}}}\right]^{\frac{n}{2(n-1)}}=\left[\frac{\|\boldsymbol{J}\|_{F}}{\sqrt{n} J^{\frac{1}{n}}}\right]^{\frac{n}{n-1}},  \tag{3.26}\\
& \hat{Q}_{\mathrm{geo}}(\boldsymbol{x})=\left[\frac{\operatorname{tr}\left(\boldsymbol{J}^{-1} \boldsymbol{J}^{-T}\right)}{n J^{-\frac{2}{n}}}\right]^{\frac{n}{2(n-1)}}=\left[\frac{\left\|\boldsymbol{J}^{-1}\right\|_{F}}{\sqrt{n} J^{-\frac{1}{n}}}\right]^{\frac{n}{n-1}},  \tag{3.27}\\
& \alpha_{1}=\left[\frac{1}{|\Omega|} \int_{\Omega}\|\nabla v\|^{\gamma} d \boldsymbol{x}\right]^{\frac{2}{\gamma}},  \tag{3.28}\\
& \rho_{1}(\boldsymbol{x})=\left[1+\frac{1}{\alpha_{1}}\|\nabla v\|^{2}\right]^{\frac{\gamma}{2}},  \tag{3.29}\\
& Q_{\mathrm{ali}, 1}(\boldsymbol{x})=\left[\frac{\operatorname{tr}\left(\boldsymbol{J}^{T}\left[I+\frac{1}{\alpha_{1}} \nabla v \nabla v^{T}\right] \boldsymbol{J}\right)}{\left.n J^{\frac{2}{n}}\left(1+\frac{1}{\alpha_{1}}\|\nabla v\|^{2}\right)^{\frac{1}{n}}\right]^{\frac{n}{2(n-1)}}},\right.  \tag{3.30}\\
& Q_{\mathrm{adp}, 1}(\boldsymbol{x})=\frac{\rho_{1}(\boldsymbol{x}) J\left|\Omega_{c}\right|}{\sigma_{1}} \text { with } \sigma_{1}=\int_{\Omega}^{\rho_{1}(\boldsymbol{x}) d \boldsymbol{x}}, \tag{3.31}
\end{align*}
$$

$$
\begin{align*}
& {\left[\sum_{K}\left|v-\Pi_{k, K} v\right|_{W^{m, q}(K)}^{q}\right]^{\frac{1}{q}} \lesssim C N^{-\frac{(1-m)}{n}} Q_{\mathrm{mesh}, 1}|v|_{W^{1, \gamma}(\Omega)}}  \tag{3.32}\\
& Q_{\mathrm{mesh}, 1}=\left[\frac{1}{\left(\int_{\Omega} \rho_{1} d \boldsymbol{x}\right)} \int_{\Omega} \rho_{1}\left(\hat{Q}_{\operatorname{geo}^{n}}^{\frac{m(n-1)}{}} Q_{\mathrm{ali}, 1}^{\frac{n-1}{n}} Q_{\mathrm{adp}, 1}^{\frac{1-m}{n}}\right)^{q} d \boldsymbol{x}\right]^{\frac{1}{q}}  \tag{3.33}\\
& Q_{\mathrm{soln}, 1}=\frac{\langle\|\nabla v\|\rangle_{L^{p}(\Omega)}}{\langle\|\nabla v\|\rangle_{L^{\gamma}(\Omega)}}=\frac{\langle\|\nabla v\|\rangle_{L^{p}(\Omega)}}{\sqrt{\alpha_{1}}} \tag{3.34}
\end{align*}
$$

where $\gamma$ is defined in (3.15) and $\lesssim$ is used in (3.32) to indicate that the estimate holds only asymptotically.
3.3. Case $l \geq 2$. For this case, the quality measures and the adaptation function can be defined as in the previous subsection according to estimate (2.13). Indeed, we have

$$
\begin{align*}
Q_{\mathrm{adp}, 2}(K) & =\frac{N|K| \rho_{K, 2}}{\sigma_{h, 2}} \text { with } \quad \sigma_{h, 2}=\sum_{K}|K| \rho_{K, 2}  \tag{3.35}\\
Q_{\mathrm{ali}, 2}(K) & =\left[\frac{\left\langle\operatorname{tr}\left(\left(F_{K}^{\prime}\right)^{T}\left[I+\frac{1}{\alpha_{h, 2}}\left|H\left(D^{l-2} v\right)\right|\right] F_{K}^{\prime}\right)\right\rangle_{L^{p}(K)}}{n \operatorname{det}\left(F_{K}^{\prime}\right)^{\frac{2}{n}}\left\langle\operatorname{det}\left(I+\frac{1}{\alpha_{h, 2}}\left|H\left(D^{l-2} v\right)\right|\right)\right\rangle_{L^{\frac{p}{n}}(K)}^{\frac{1}{n}}}\right]^{\frac{n}{2(n-1)}}  \tag{3.36}\\
\rho_{K, 2} & =\left\langle\operatorname{det}\left(I+\frac{1}{\alpha_{h, 2}}\left|H\left(D^{l-2} v\right)\right|\right)\right\rangle_{L^{\frac{p}{n}}(K)}^{\gamma} \tag{3.37}
\end{align*}
$$

where $\gamma$ is defined in (3.15). For the current case we cannot have an explicit expression for $\alpha_{h, 2}$ since it cannot be separated from the determinant in (3.37). Nevertheless, we can define $\alpha_{h, 2}$ implicitly through

$$
\begin{equation*}
\sigma_{h, 2} \equiv \sum_{K}|K| \rho_{K, 2}=2^{\frac{n \gamma(p-1)}{p}+\max \left\{0, \frac{n \gamma}{p}-1\right\}}|\Omega| \tag{3.38}
\end{equation*}
$$

The calculation of $\alpha_{h, 2}$ is neither difficult nor time-consuming. (We simply use the bisection method in our computations.) It can readily be shown that

$$
\begin{equation*}
\alpha_{h, 2} \leq \frac{1}{n}\left[\frac{1}{|\Omega|} \sum_{K}|K|\left\langle\operatorname{tr}\left(\left|H\left(D^{l-2} v\right)\right|\right)\right\rangle_{L^{p}(K)}^{n \gamma}\right]^{\frac{1}{n \gamma}} . \tag{3.39}
\end{equation*}
$$

The global bound on the interpolation error is given by

$$
\begin{equation*}
\left[\sum_{K}\left|v-\Pi_{k, K} v\right|_{W^{m, q}(K)}^{q}\right]^{\frac{1}{q}} \leq C N^{-\frac{l-m}{n}} \alpha_{h, 2} Q_{\mathrm{mesh}, h, 2} \tag{3.40}
\end{equation*}
$$

where the overall mesh quality measure and the solution roughness are defined as

$$
\begin{align*}
& Q_{\mathrm{mesh}, h, 2}=\left[\frac{1}{\left(\sum_{K}|K| \rho_{K, 2}\right)}\right. \\
& \left.\quad \times \sum_{K}|K| \rho_{K, 2}\left(\hat{Q}_{\text {geo }^{n}}^{\frac{m(n-1)}{n}}(K) Q_{\text {geo }^{n}}^{\frac{(l-2)(n-1)}{n}}(K) Q_{\mathrm{ali}, 2}^{\frac{2(n-1)}{n}}(K) Q_{\mathrm{adp}, 2}^{\frac{l-m}{n}}(K)\right)^{q}\right]^{\frac{1}{q}} \tag{3.41}
\end{align*}
$$

$$
\begin{equation*}
Q_{\mathrm{soln}, h, 2}=\frac{\langle v\rangle_{W^{l, p}(\Omega)}}{\alpha_{h, 2}} . \tag{3.42}
\end{equation*}
$$

$Q_{\text {soln }, h, 2}$ measures how well the function $v$ can be approximated by piecewise polynomials of degree no more than $k$ on a uniform mesh.

In the continuous form, the above formulas read as

$$
\begin{align*}
& \rho_{2}(\boldsymbol{x})=\operatorname{det}\left(I+\frac{1}{\alpha_{2}}\left|H\left(D^{l-2} v\right)\right|\right)^{\gamma},  \tag{3.43}\\
& \sigma_{2} \equiv \int_{\Omega} \rho_{2}(\boldsymbol{x}) d \boldsymbol{x}=2^{\frac{n \gamma(p-1)}{p}+\max \left\{0, \frac{n \gamma}{p}-1\right\}}|\Omega|,  \tag{3.44}\\
& \alpha_{2} \leq \frac{1}{n}\left[\frac{1}{|\Omega|} \int_{\Omega} \operatorname{tr}\left(\left|H\left(D^{l-2} v\right)\right|\right)^{n \gamma} d \boldsymbol{x}\right]^{\frac{1}{n \gamma}},  \tag{3.45}\\
& Q_{\mathrm{ali}, 2}(\boldsymbol{x})=\left[\frac{\operatorname{tr}\left(J^{T}\left[I+\frac{1}{\alpha_{2}}\left|H\left(D^{l-2} v\right)\right|\right] \boldsymbol{J}\right)}{n J^{\frac{2}{n}} \operatorname{det}\left(I+\frac{1}{\alpha_{2}}\left|H\left(D^{l-2} v\right)\right|\right)^{\frac{1}{n}}}\right]^{\frac{n}{2(n-1)}},  \tag{3.46}\\
& Q_{\mathrm{adp}, 2}(\boldsymbol{x})=\frac{\rho_{2}(\boldsymbol{x}) J\left|\Omega_{c}\right|}{\sigma_{2}},  \tag{3.47}\\
& {\left[\sum_{K}\left|v-\Pi_{k, K} v\right|_{W^{m, q}(K)}^{q}\right]^{\frac{1}{q}} \lesssim C N^{-\frac{(l-m)}{n}} \alpha_{2} Q_{\mathrm{mesh}, 2},}  \tag{3.48}\\
& Q_{\mathrm{mesh}, 2}=\left[\frac{1}{\left(\int_{\Omega} \rho_{2} d \boldsymbol{x}\right)} \int_{\Omega} \rho_{2}\left(\hat{Q}_{\operatorname{geo}^{\frac{m(n-1)}{n}}}^{Q_{\text {geo }}^{\frac{(l-2)(n-1)}{n}}} Q_{\mathrm{ali}, 2}^{\frac{2(n-1)}{n}} Q_{\mathrm{adp}, 2}^{\frac{l-m}{n}}\right)^{q} d \boldsymbol{x}\right]^{\frac{1}{q}},  \tag{3.49}\\
& Q_{\mathrm{soln}, 2}=\frac{\langle v\rangle_{W^{l, p}(\Omega)}}{\alpha_{2}} . \tag{3.50}
\end{align*}
$$

Note that the observations made in section 3.2.3 for case $l=1$ can also be made from the above formulas for the current case $l \geq 2$.

To conclude this section, we remark that the ratio $Q_{\text {mesh }, h} / Q_{\text {soln }, h}$ plays a similar role in the error bounds as the matching function used by Kunert [27]. However, it is reported in [27] that the matching function can be small or large for misadapted meshes.
4. An analytical example. To better understand the quality measures defined in the previous section, we consider a two-dimensional example:

$$
\begin{equation*}
v(x, y)=e^{-\frac{x}{\epsilon}}+e^{-\frac{y}{\epsilon}}, \quad(x, y) \in \Omega=(0,1) \times(0,1) \tag{4.1}
\end{equation*}
$$

which exhibits boundary layers near $x=0$ and $y=0$ when $\epsilon \ll 1$. This function is a solution of the singularly perturbed partial differential equation $-\epsilon^{2} \Delta v+v=$ 0 . Function (4.1) is selected as our example because it is simple enough to work analytically and it is known (e.g., see [5]) that a Shishkin-type mesh can resolve the boundary layers.

We consider the linear interpolation ( $k=1$ and $l=2$ ) on a Shishkin-type rectangular mesh as shown in Figure 4.1. The interpolation error is measured in the seminorm of $H^{1}(\Omega)$ (i.e., $p=q=2$ and $m=1$ ). The mesh parameters are given by

$$
a=a_{0} \epsilon|\ln \epsilon|, \quad h=\frac{1-a}{M}, \quad \bar{h}=\frac{a}{M},
$$



Fig. 4.1. Sketch of a Shishkin-type rectangular mesh.
for some given integer $M>0$. For simplicity, we use the continuous formulas in the following analysis. We choose $a_{0} \geq 2$ so that the second derivatives of $v$ remain bounded in $\Omega_{0}$ as $\epsilon \rightarrow 0$.

For this example, $\gamma=1 / 2$ and $|H(v)|=\operatorname{diag}\left(\left|v_{x x}\right|,\left|v_{y y}\right|\right)$. Equation (3.44) reads as

$$
\int_{\Omega} \operatorname{det}\left(I+\frac{1}{\alpha_{2}}|H(v)|\right)^{\frac{1}{2}} d x d y=2^{\frac{3}{2}}|\Omega|,
$$

which leads to

$$
\begin{equation*}
\alpha_{2}=O(1) \tag{4.2}
\end{equation*}
$$

The adaptation function (3.43) becomes

$$
\rho_{2}(x, y)=\operatorname{det}\left(I+\frac{1}{\alpha_{2}}|H(v)|\right)^{\frac{1}{2}}= \begin{cases}O(1) & \text { in } \Omega_{0}  \tag{4.3}\\ O\left(\epsilon^{-1}\right) & \text { in } \Omega_{1}, \Omega_{2} \\ O\left(\epsilon^{-2}\right) & \text { in } \Omega_{3}\end{cases}
$$

The alignment quality measure (3.46) reads as

$$
Q_{\mathrm{ali}, 2}(x, y)=\frac{h_{x}^{2}\left(1+\alpha_{2}^{-1}\left|v_{x x}\right|\right)+h_{y}^{2}\left(1+\alpha_{2}^{-1}\left|v_{y y}\right|\right)}{2 h_{x} h_{y} \rho_{2}(x, y)}
$$

where $h_{x}$ and $h_{y}$ are the length scales of elements in the $x$ and $y$ directions, respectively. The quality measures and the estimate for interpolation error are listed in Table 4.1. For comparison, we also list the results obtained with (4.2) and (4.3) on a uniform mesh.

We observe that the alignment and adaptation qualities are improved, whereas the geometric quality deteriorates from a uniform mesh to a Shishkin-type one. Particularly, the geometric quality of the elements in the regions $\Omega_{1}$ and $\Omega_{2}$ becomes very bad for the Shishkin-type mesh. Nevertheless, due to the improvements in alignment and adaptation, the Shishkin-type mesh has a better overall quality and results in a smaller interpolation error. For both meshes, $Q_{\text {mesh }, 2} \rightarrow \infty$ as $\epsilon \rightarrow 0$. However, $Q_{\text {mesh }, 2} \ll Q_{\text {soln,2 }}$ for the Shishkin-type mesh and $Q_{\text {mesh }, 2}=O\left(Q_{\text {soln,2 }}\right)$ for the uniform one. According to the analysis given in section 3 (cf. (3.24)), the overall quality

TABLE 4.1
Quality measures and interpolation error for Shishkin-type and uniform meshes for example (4.1). In the table, $|e|_{H^{1}(\Omega)}=\left(\sum_{K}\left|v-\Pi_{k, K} v\right|_{H^{1}(K)}^{2}\right)^{\frac{1}{2}}$. It can be shown that $Q_{\mathrm{soln}, 2}=O\left(\epsilon^{-3 / 2}\right)$.

|  | Uniform mesh |  |  | Shishkin-type mesh |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\Omega_{0}$ | $\Omega_{1}, \Omega_{2}$ | $\Omega_{3}$ | $\Omega_{0}$ | $\Omega_{1}, \Omega_{2}$ | $\Omega_{3}$ |
| $Q_{\text {geo }}(x, y)$ | $O(1)$ | $O(1)$ | $O(1)$ | $O(1)$ | $O\left(\epsilon^{-1}\|\ln \epsilon\|^{-1}\right)$ | $O(1)$ |
| $Q_{\text {ali, } 2}(x, y)$ | $O(1)$ | $O\left(\epsilon^{-1}\right)$ | $O(1)$ | $O(1)$ | $O(\|\ln \epsilon\|)$ | $O(1)$ |
| $Q_{\text {adp }, 2}(x, y)$ | $O(1)$ | $O\left(\epsilon^{-1}\right)$ | $O\left(\epsilon^{-2}\right)$ | $O(1)$ | $O(\|\ln \epsilon\|)$ | $O\left(\|\ln \epsilon\|^{2}\right)$ |
| $Q_{\text {mesh, } 2}$ | $O\left(\epsilon^{-\frac{3}{2}}\|\ln \epsilon\|\right)$ |  |  | $O\left(\epsilon^{-\frac{1}{2}}\|\ln \epsilon\|^{\frac{3}{2}}\right)$ |  |  |
| $Q_{\text {mesh }, 2} / Q_{\text {soln, } 2}$ | $\mathrm{O}(1)$ |  |  | $O(\epsilon)$ |  |  |
| $\|e\|_{H^{1}(\Omega)}$ | $O\left(M^{-1} \epsilon^{-\frac{3}{2}}\|\ln \epsilon\|\right)$ |  |  | $O\left(M^{-1} \epsilon^{-\frac{1}{2}}\|\ln \epsilon\|^{\frac{3}{2}}\right)$ |  |  |

of the Shishkin-type mesh is good, whereas that of the uniform mesh is bad. This is not surprising since the uniform mesh is obviously misaligned with function (4.1) in the regions $\Omega_{1}$ and $\Omega_{2}$ and misadapted in all regions but $\Omega_{0}$. It is worth pointing out that $Q_{\text {mesh }, 2} / Q_{\text {soln }, 2}=O(1)$ and thus is small for this misadapted (uniform) mesh. This means that the ratio, which plays a similar role as the matching function in [27] (see the remark at the end of section 3), is not an appropriate measure of the overall mesh quality.
5. Adaptation functionals for variational mesh adaptation. We have seen in section 3 that the task for mesh adaptation is to control the overall mesh quality. In this section we apply this idea to variational mesh generation to develop several adaptation functionals.
5.1. Case $\boldsymbol{l}=\mathbf{1}$. We first consider the overall mesh quality measure (3.18). By Jensen's inequality, we have, for a given $s \in(0,1]$,

$$
\begin{align*}
{\left[\sigma_{h, 1} Q_{\mathrm{mesh}, h, 1}^{q}\right]^{s} } & =\left[\sum_{K}|K| \rho_{K, 1}\left(\hat{Q}_{\mathrm{geo}^{n}}^{\frac{m(n-1)}{n}}(K) Q_{\mathrm{ali}, 1}^{\frac{n-1}{n}}(K) Q_{\mathrm{adp}, 1}^{\frac{1-m}{n}}(K)\right)^{q}\right]^{s} \\
& \leq \sum_{K}\left(|K| \rho_{K, 1}\right)^{s}\left(\hat{Q}_{\mathrm{geo}^{n}}^{\frac{m(n-1)}{n}}(K) Q_{\mathrm{ali}, 1}^{\frac{n-1}{n}}(K) Q_{\mathrm{adp}, 1}^{\frac{1-m}{n}}(K)\right)^{s q} \\
& =\sum_{K}|K| \rho_{K, 1}\left(|K| \rho_{K, 1}\right)^{s-1}\left(\hat{Q}_{\mathrm{geo}^{n}}^{\frac{m(n-1)}{n}}(K) Q_{\mathrm{ali}, 1}^{\frac{n-1}{n}}(K) Q_{\mathrm{adp}, 1}^{\frac{1-m}{n}}(K)\right)^{s q} \\
(5.1) \quad & \sim\left(\frac{\sigma_{1}}{N}\right)^{s-1} \int_{\Omega} \rho_{1}(\boldsymbol{x}) Q_{\mathrm{adp}, 1}^{s-1}(\boldsymbol{x})\left(\hat{Q}_{\mathrm{geo}^{n}}^{\frac{m(n-1)}{n}}(\boldsymbol{x}) Q_{\mathrm{ali}, 1}^{\frac{n-1}{n}}(\boldsymbol{x}) Q_{\mathrm{adp}, 1}^{\frac{1-m}{n}}(\boldsymbol{x})\right)^{s q} d \boldsymbol{x} . \tag{5.1}
\end{align*}
$$

Bearing the equidistribution relation (3.10) or (3.25) in mind, we rewrite the integral on the right-hand side as

$$
\begin{align*}
& \int_{\Omega} \rho_{1}(\boldsymbol{x}) Q_{\mathrm{adp}, 1}^{s-1}(\boldsymbol{x})\left(\hat{Q}_{\mathrm{geo}^{n}}^{\frac{m(n-1)}{n}}(\boldsymbol{x}) Q_{\mathrm{ali}, 1}^{\frac{n-1}{n}}(\boldsymbol{x}) Q_{\mathrm{adp}, 1}^{\frac{1-m}{n}}(\boldsymbol{x})\right)^{s q} d \boldsymbol{x} \\
&= C \int_{\Omega} \rho_{1}\left[\frac{1}{n} \sum_{i}\left(\nabla \xi^{i}\right)^{T} M_{1}^{-1} \nabla \xi^{i}\right]^{\frac{s q m}{2}} \\
& \times\left[\frac{1}{n} \sum_{i}\left(\nabla \xi^{i}\right)^{T} G_{1}^{-1} \nabla \xi^{i}\right]^{\frac{s q(n-1)}{2}}\left(J \rho_{1}\right)^{s q+s-1} d \boldsymbol{x} \tag{5.2}
\end{align*}
$$

where we have used (3.29) and $M_{1}$ and $G_{1}$ are defined as

$$
\begin{align*}
& M_{1}=\rho_{1}^{\frac{2}{n}} I,  \tag{5.3}\\
& G_{1}=\left(1+\frac{1}{\alpha_{1}}\|\nabla v\|^{2}\right)^{\frac{\gamma(m q-n)}{n q}}\left[I+\frac{1}{\alpha_{1}} \nabla v \nabla v^{T}\right] . \tag{5.4}
\end{align*}
$$

It is straightforward to use the right-hand-side term of (5.1) as the adaptation functional for mesh generation. Unfortunately, its highly nonlinear and nonconvex nature makes it difficult to find its extremals. (Indeed, our limited experience shows that the mesh can easily become singular in computation.) For this reason, we seek alternatives as follows. For simplicity we consider only the widely used case $m=0$ for the current situation $l=1$.
5.1.1. The bound-based approach. In this approach, the adaptation functional is constructed using a bound for (5.2). In fact, (5.2) yields

$$
\begin{aligned}
& \int_{\Omega} \rho_{1}\left[\frac{1}{n} \sum_{i}\left(\nabla \xi^{i}\right)^{T} G_{1}^{-1} \nabla \xi^{i}\right]^{\frac{s q(n-1)}{2}}\left(J \rho_{1}\right)^{s q+s-1} d \boldsymbol{x} \\
& \quad \leq \frac{1}{2 w} \int_{\Omega} \rho_{1}\left[\frac{1}{n} \sum_{i}\left(\nabla \xi^{i}\right)^{T} G_{1}^{-1} \nabla \xi^{i}\right]^{s q(n-1)} d \boldsymbol{x}+\frac{w}{2} \int_{\Omega} \rho_{1}\left(J \rho_{1}\right)^{2 s q+2 s-2} d \boldsymbol{x}
\end{aligned}
$$

where the weight $w$ is used to balance the first and second terms on the right-hand side. By assuming that the mesh is well equidistributed (and thus $J \rho_{1} \approx \sigma_{1} /\left|\Omega_{c}\right|$ ), the dimension of the integrands can be found as

$$
\begin{aligned}
\frac{1}{w}\left[\frac{1}{n} \sum_{i}\left(\nabla \xi^{i}\right)^{T} G_{1}^{-1} \nabla \xi^{i}\right]^{s q(n-1)} & \sim \frac{1}{w}\left(J \rho_{1}\right)^{-\frac{2 s q(n-1)}{n}} \sim \frac{1}{w}\left(\frac{\sigma_{1}}{\left|\Omega_{c}\right|}\right)^{-\frac{2 s q(n-1)}{n}} \\
w\left(J \rho_{1}\right)^{2 s q+2 s-2} & \sim w\left(\frac{\sigma_{1}}{\left|\Omega_{c}\right|}\right)^{2 s q+2 s-2}
\end{aligned}
$$

Setting these equal, we get

$$
w=\left(\frac{\sigma_{1}}{\left|\Omega_{c}\right|}\right)^{-\frac{s q(n-1)}{n}-(s q+s-1)} .
$$

The adaptation functional is then defined as

$$
\begin{aligned}
I[\boldsymbol{\xi}]= & \int_{\Omega} \rho_{1}\left[\frac{1}{n} \sum_{i}\left(\nabla \xi^{i}\right)^{T} G_{1}^{-1} \nabla \xi^{i}\right]^{s q(n-1)} d \boldsymbol{x} \\
& +\left(\frac{\sigma_{1}}{\left|\Omega_{c}\right|}\right)^{-\frac{2 s q(n-1)}{n}-(2 s q+2 s-2)} \int_{\Omega} \rho_{1}\left(J \rho_{1}\right)^{2 s l q+2 s-2} d \boldsymbol{x}
\end{aligned}
$$

By the same argument used in [18] (and by Lemmas 3.1 and 3.2), it can be shown that the first integral, which is convex when $s q(n-1) \geq 1$, is related to the alignment quality requirement, while the second integral, obviously nonconvex, is associated with the equidistribution requirement. The geometrical meaning of the second integral can also
be seen from the fact (cf. Lemma 3.2) that a minimizer of functional $\int_{\Omega} \rho_{1}\left(J \rho_{1}\right)^{s} d \boldsymbol{x}$ for any given number $s \in \Re \backslash[-1,0]$ satisfies the equidistribution relation $J \rho_{1}=$ constant.

The choice of $s \in(0,1]$ is subject to the conditions $s q(n-1) \geq 1$ and $2 s q+2 s-2>$ 0 in order to keep the convexity of the first integral and the equidistribution tendency of the second one. In the meantime, it is desirable from the computational point of view to make the indices in the integrals as small as possible. Based on these considerations, we choose $s=2 /(q+1)$ and obtain

$$
\begin{align*}
I_{\mathrm{bnd}, 1}[\boldsymbol{\xi}]= & \int_{\Omega} \rho_{1}\left[\frac{1}{n} \sum_{i}\left(\nabla \xi^{i}\right)^{T} G_{1}^{-1} \nabla \xi^{i}\right]^{\frac{2 q(n-1)}{q+1}} d \boldsymbol{x} \\
& +\left(\frac{\sigma_{1}}{\left|\Omega_{c}\right|}\right)^{-\frac{4 q(n-1)}{n(q+1)}-2} \int_{\Omega} \rho_{1}\left(J \rho_{1}\right)^{2} d \boldsymbol{x} . \tag{5.5}
\end{align*}
$$

5.1.2. The dimensional balancing approach. The goal of this approach is to develop a functional with dimensionally balanced terms. We have from (5.2)

$$
\begin{aligned}
& \int_{\Omega} \rho_{1}\left[\frac{1}{n} \sum_{i}\left(\nabla \xi^{i}\right)^{T} G_{1}^{-1} \nabla \xi^{i}\right]^{\frac{s q(n-1)}{2}}\left(J \rho_{1}\right)^{s q+s-1} d \boldsymbol{x} \\
& \quad \leq \int_{\Omega} \rho_{1}\left[\frac{1}{n} \sum_{i}\left(\nabla \xi^{i}\right)^{T} G_{1}^{-1} \nabla \xi^{i}\right]^{\frac{s q(n-1)}{2}} d \boldsymbol{x} \cdot\left[\max _{\boldsymbol{x}}\left(J \rho_{1}\right)\right]^{s q+s-1} \\
& \quad \leq C\left[\int_{\Omega} \rho_{1}\left(\frac{1}{n} \sum_{i}\left(\nabla \xi^{i}\right)^{T} G_{1}^{-1} \nabla \xi^{i}\right)^{s q(n-1)} d \boldsymbol{x}\right]^{\frac{1}{2}} \cdot\left[\max _{\boldsymbol{x}}\left(J \rho_{1}\right)\right]^{s q+s-1} .
\end{aligned}
$$

Note that minimizing $\max \boldsymbol{x}\left(J \rho_{1}\right)$ is equivalent to minimizing $\int \rho_{1}\left(J \rho_{1}\right)^{s} d \boldsymbol{x}$ for $s \in$ $\Re \backslash[-1,0]$ in the sense that all of their minimizers satisfy the equidistribution relation $J \rho_{1}=$ constant; cf. Lemma 3.2. For this reason, we define the adaptation functional as

$$
I[\boldsymbol{\xi}]=\theta \int_{\Omega} \rho_{1}\left[\frac{1}{n} \sum_{i}\left(\nabla \xi^{i}\right)^{T} G_{1}^{-1} \nabla \xi^{i}\right]^{s q(n-1)} d \boldsymbol{x}+(1-\theta) \int_{\Omega} \rho_{1}\left(J \rho_{1}\right)^{-\frac{2 s q(n-1)}{n}} d \boldsymbol{x},
$$

where $\theta \in[0,1]$ is a weight. The dimensional homogeneity of the terms in the functional can be easily verified by observing that $\sum_{i}\left(\nabla \xi^{i}\right)^{T} G_{1}^{-1} \nabla \xi^{i}$ and $\left(J \rho_{1}\right)^{-2 / n}$ have the same dimension. The first term is simply the integral on the right-hand side of the last inequality of (5.6), while the second is associated with equidistribution. By taking $s=n /(q(n-1))$, we obtain

$$
\begin{equation*}
I_{\mathrm{bal}, 1}[\boldsymbol{\xi}]=\theta \int_{\Omega} \rho_{1}\left[\frac{1}{n} \sum_{i}\left(\nabla \xi^{i}\right)^{T} G_{1}^{-1} \nabla \xi^{i}\right]^{n} d \boldsymbol{x}+(1-\theta) \int_{\Omega} \rho_{1}\left(J \rho_{1}\right)^{-2} d \boldsymbol{x} \tag{5.7}
\end{equation*}
$$

This gives exactly the same functional developed in [18] for the case $(l, m)=(1,0)$.
5.2. Case $l \geq 2$. For this case, we have, for $s \in(0,1]$,

$$
\begin{aligned}
{\left[\sigma_{h, 2} Q_{\mathrm{mesh}, h, 2}^{q}\right]^{s} \lesssim } & C N^{1-s} \int_{\Omega} \rho_{2}\left[\frac{1}{n} \sum_{i}\left(\nabla \xi^{i}\right)^{T} M_{2}^{-1} \nabla \xi^{i}\right]^{\frac{s q(m+(l-2)(n-1))}{2}} \\
& \times\left[\frac{1}{n} \sum_{i}\left(\nabla \xi^{i}\right)^{T} G_{2}^{-1} \nabla \xi^{i}\right]^{s q(n-1)}\left(J \rho_{2}\right)^{s l q+s-1} d \boldsymbol{x}
\end{aligned}
$$

where

$$
\begin{align*}
M_{2} & =\rho_{2}^{\frac{2}{n}} I,  \tag{5.8}\\
G_{2} & =\operatorname{det}\left(I+\frac{1}{\alpha_{2}}\left|H\left(D^{l-2} v\right)\right|\right)^{\frac{\gamma(2 q-n-q(l-m))}{n q}}\left[I+\frac{1}{\alpha_{2}}\left|H\left(D^{l-2} v\right)\right|\right] . \tag{5.9}
\end{align*}
$$

The adaptation functional can be developed as in the previous subsection for general $l$ and $m$. For simplicity, we consider here only the commonly used case $l=2$.
5.2.1. The bound-based approach. We take $s=2 /(2 q+1)$ to get

$$
\begin{align*}
I_{\mathrm{bnd}, 2}[\boldsymbol{\xi}]= & \int_{\Omega} \rho_{2}\left[\frac{1}{n} \sum_{i}\left(\nabla \xi^{i}\right)^{T} G_{2}^{-1} \nabla \xi^{i}\right]^{\frac{4 q(n-1)}{2 q+1}} d \boldsymbol{x} \\
& +\left(\frac{\sigma_{2}}{\left|\Omega_{c}\right|}\right)^{-\frac{4 q(n-1)}{n(2 q+1)}-2} \int_{\Omega} \rho_{2}\left(J \rho_{2}\right)^{2} d \boldsymbol{x} \tag{5.10}
\end{align*}
$$

for $m=0$ and

$$
\begin{align*}
I_{\mathrm{bnd}, 2}[\boldsymbol{\xi}]= & \int_{\Omega} \rho_{2}\left[\frac{1}{n} \sum_{i}\left(\nabla \xi^{i}\right)^{T} M_{2}^{-1} \nabla \xi^{i}\right]^{\frac{3 q}{2 q+1}} d \boldsymbol{x} \\
& +\int_{\Omega} \rho_{2}\left[\frac{1}{n} \sum_{i}\left(\nabla \xi^{i}\right)^{T} G_{2}^{-1} \nabla \xi^{i}\right]^{\frac{6 q(n-1)}{2 q+1}} d \boldsymbol{x} \\
& +\left(\frac{\sigma_{2}}{\left|\Omega_{c}\right|}\right)^{-\frac{12 q(n-1)}{n(2 q+1)}-3} \int_{\Omega} \rho_{2}\left(J \rho_{2}\right)^{3} d \boldsymbol{x} \tag{5.11}
\end{align*}
$$

for $m=1$.
5.2.2. The dimensional balancing approach. Taking $s=n /(q(n-1))$, we get

$$
\begin{equation*}
I_{\mathrm{bal}, 2}[\boldsymbol{\xi}]=\theta \int_{\Omega} \rho_{2}\left[\frac{1}{n} \sum_{i}\left(\nabla \xi^{i}\right)^{T} G_{2}^{-1} \nabla \xi^{i}\right]^{n} d \boldsymbol{x}+(1-\theta) \int_{\Omega} \rho_{2}\left(J \rho_{2}\right)^{-2} d \boldsymbol{x} \tag{5.12}
\end{equation*}
$$

for $m=0$ and

$$
\begin{align*}
I_{\mathrm{bal}, 2}[\boldsymbol{\xi}]= & \frac{\theta}{2} \int_{\Omega} \rho_{2}\left[\frac{1}{n} \sum_{i}\left(\nabla \xi^{i}\right)^{T} M_{2}^{-1} \nabla \xi^{i}\right]^{\frac{n}{n-1}} d \boldsymbol{x} \\
\text { 3) } & +\frac{\theta}{2} \int_{\Omega} \rho_{2}\left[\frac{1}{n} \sum_{i}\left(\nabla \xi^{i}\right)^{T} G_{2}^{-1} \nabla \xi^{i}\right]^{2 n} d \boldsymbol{x}+(1-\theta) \int_{\Omega} \rho_{2}\left(J \rho_{2}\right)^{-4} d \boldsymbol{x} \tag{5.13}
\end{align*}
$$

for $m=1$.

Functionals (5.11) and (5.13) for the case $m=1$ involve three terms, corresponding to the mesh quality requirements of geometry, alignment, and adaptation. Neglecting the first term, the dimensional balancing functional (5.13) gives the same functional developed in [18] based on the regularity and equidistribution considerations.
5.3. Remarks. The functionals developed in this section are similar to those in [18]. To save space we opt not to list their Euler-Lagrange equations here. The reader is referred to $[17,18]$ for their derivations.

Having the roles of independent and dependent variables interchanged, the EulerLagrange equation can be solved for adaptive meshes. A key step in this solution procedure is to compute the adaptation function $\left(\rho_{1}\right.$ or $\left.\rho_{2}\right)$ and the monitor functions $\left(\left(M_{1}, G_{1}\right)\right.$ or $\left.\left(M_{2}, G_{2}\right)\right)$. One may notice from (5.3), (5.4), (5.8), and (5.9) that $\rho$, $M$, and $G$ involve derivatives of the solution which are typically unavailable in a numerical simulation. Fortunately, numerical experiments (also see the numerical results presented in the next section) show that our functionals work well with the numerical approximations of these derivatives obtained using a gradient recovery or approximation technique, such as those developed by Zienkeiwicz and Zhu [34, 35], Zhang and Naga [33], and Dolejsi [12].
6. Numerical results. We present in this section some two-dimensional numerical results to demonstrate the ability of the adaptation functionals developed in the previous section to generate adaptive meshes of good quality. We consider here two examples of given functions, one exhibiting mild and the other having strong anisotropic features. Without loss of generality, we consider the linear interpolation ( $k=1$ and $l=2$ ), with the error being measured in the seminorm of $H^{1}(m=1$ and $p=q=2$ ).

Adaptive meshes are obtained by first interchanging the roles of dependent and independent variables in the Euler-Lagrange equation of the adaptation functionals and then solving the resulting mesh equation through the so-called moving mesh PDE approach. The interested reader is referred to [17] for the implementation detail of the approach. We would like to point out that the mesh equation should ideally be discretized on a triangular computational mesh since linear interpolation is under consideration. For convenience we instead choose to discretize it on a rectangular computational mesh via finite differences and produce quadrilateral adaptive meshes (as shown in Figures 6.1 and 6.3). The needed triangular meshes (not shown in this work) can be obtained by partitioning each quadrilateral element into two triangular elements by drawing one of the diagonal lines, or into four by drawing both lines. Indeed, the linear interpolation error presented in this section is computed on a triangular mesh obtained by drawing the northeast diagonal line in each quadrilateral element of a quadrilateral mesh.

The convergent mesh is obtained when the root-mean-square norm of the residual in the mesh equations is less than $10^{-3}$. All computations start with a uniform mesh, and $\theta=0.1$ is used for the dimensional balancing functional. The boundary points are fixed for the first example but adapted through a one-dimensional mesh equation [17] in the second example.

As mentioned in section 5.3 , solution derivatives are needed in the computation of the adaptation function (3.43) and the monitor functions (5.8) and (5.9). Although in our examples the solution is available analytically, we have not taken this advantage in our computations. Instead, we have chosen to use the numerical approximations of the solution derivatives obtained using a local, quadratic least squares fitting polynomial


Fig. 6.1. Adaptive meshes of size $81 \times 81$ are obtained for Example 6.1 with the bound-based and dimensional balancing functionals.


Fig. 6.2. The linear interpolation error $|e|_{H^{1}(\Omega)}$ is plotted as a function of the total number of points in one of the coordinate directions for Example 6.1.
based on neighboring nodal values of the solution [33]. This approach is more realistic and works for other problems such as the numerical solution of partial differential equations where nodal values of a computed solution are always available.

Example 6.1. The first example is

$$
\begin{equation*}
v(x, y)=\sum_{i=0}^{4} \tanh \left[30\left(\left(x-x_{i}\right)^{2}+\left(y-y_{i}\right)^{2}-\frac{1}{8}\right)\right] \tag{6.1}
\end{equation*}
$$

defined on $\Omega=(-2,2) \times(-2,2)$, where $\left(x_{0}, y_{0}\right)=(0,0),\left(x_{1}, y_{1}\right)=(-0.5,-0.5)$, $\left(x_{2}, y_{2}\right)=(-0.5,0.5),\left(x_{3}, y_{3}\right)=(0.5,0.5)$, and $\left(x_{4}, y_{4}\right)=(0.5,-0.5)$. Figure 6.1 shows typical adaptive meshes obtained with the bound-based and dimensional balancing functionals. It can be seen that the mesh points are concentrated in the correct regions. There is no significant difference between the results obtained with the two functionals. This can also be observed from Figure 6.2 which shows the $H^{1}$ seminorm of the linear interpolation error against the total number of mesh points in one of the coordinate directions. Moreover, the error $|e|_{H^{1}(\Omega)}$ converges at a first order rate in $J$ max (note: the total number of elements $N=J \max ^{2}$ ) for all cases, confirming the theoretical prediction made in section 3. For comparison, the errors are also plotted in Figure 6.2 for a uniform mesh and an adaptive mesh generated using the

TABLE 6.1
Qualities of meshes obtained for Example 6.1 with the bound-based (Bnd-based) and dimensional balancing (Dim bal) functionals.

| Method | $J \max$ | $\left\\|Q_{\text {geo }}\right\\|_{\infty}$ | $\left\\|Q_{\text {ali,2 }}\right\\|_{\infty}$ | $\left\\|Q_{\text {adp }, 2}\right\\|_{\infty}$ | $Q_{\text {mesh }, 2}$ | $Q_{\text {soln }, 2}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Dim bal | 21 | 2.02 | 2.47 | 1.92 | 1.17 | 15.5 |
|  | 41 | 2.24 | 5.34 | 2.28 | 1.24 | 15.5 |
|  | 81 | 2.44 | 5.14 | 2.60 | 1.31 | 15.5 |
|  | 161 | 2.84 | 4.90 | 1.96 | 1.36 | 15.5 |
| Bnd-based | 21 | 1.25 | 1.99 | 3.46 | 1.47 | 15.5 |
|  | 41 | 1.99 | 5.15 | 3.22 | 1.49 | 15.5 |
|  | 81 | 2.28 | 5.76 | 2.81 | 1.51 | 15.5 |
|  | 161 | 2.93 | 5.82 | 2.14 | 1.52 | 15.5 |

harmonic map method [13] with monitor function $G_{2}$ defined in (5.9). These errors are considerably larger than those resulting from the adaptive meshes generated by the bound-based and dimensional balancing functionals.

In Table 6.1 we list the qualities of the adaptive meshes. For all cases, the geometric, alignment, and equidistribution mesh qualities measured in the maximum norm remain relatively small. Moreover, $\left\|Q_{\text {geo }}\right\|_{\infty}<3$ means that the elements are close to being equilateral. This is consistent with the fact that the function (6.1) does not have a strong anisotropic feature. Furthermore, $Q_{\text {mesh }, 2} \leq 1.6 \ll Q_{\text {soln,2 }}=15.5$. According to the analysis given in section 3 (cf. (3.24)), the overall quality of the resulting adaptive meshes is good.

Example 6.2. The second example is

$$
\begin{equation*}
v(x, y)=e^{-\frac{x}{\epsilon}}+e^{-\frac{y}{\epsilon}}, \quad(x, y) \in \Omega=(0,1) \times(0,1) \tag{6.2}
\end{equation*}
$$

where $\epsilon=0.01$. It exhibits a strong anisotropic feature-boundary layers along $x=0$ and $y=0$. This function was used in section 4 to illustrate the mesh quality measures. We use it here to show the ability of the bound-based and dimensional balancing adaptation functionals to generate adaptive meshes of good quality.

The results obtained are shown in Figures 6.3 and 6.4 and Table 6.2. Similar observations can be made as for the previous example, except that $\left\|Q_{\text {geo }}\right\|_{\infty}$ is large (around 24) for the current example, indicating that the adaptive mesh has long, thin


Fig. 6.3. Adaptive meshes of size $81 \times 81$ are obtained for Example 6.2 with the bound-based and dimensional balancing functionals.


Fig. 6.4. Example 6.2: (a) The linear interpolation error $|e|_{H^{1}}$ is plotted as a function of Jmax. (b) The error $|e|_{H^{1}}$ obtained on a mesh of size $81 \times 81$ is plotted as a function of $\epsilon$.

TABLE 6.2
Quality measures for meshes obtained for Example 6.2 with the bound-based (Bnd-based) and dimensional balancing (Dim bal) functionals.

| Method | $J$ max | $\left\\|Q_{\text {geo }}\right\\|_{\infty}$ | $\left\\|Q_{\text {ali,2 }}\right\\|_{\infty}$ | $\left\\|Q_{\text {adp }, 2}\right\\|_{\infty}$ | $Q_{\text {mesh }, 2}$ | $Q_{\text {soln }, 2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Dim bal | 21 | 14.7 | 3.32 | 2.41 | 2.66 | 145.5 |
|  | 41 | 18.9 | 4.56 | 2.67 | 2.96 | 145.5 |
|  | 81 | 20.8 | 4.94 | 2.78 | 2.99 | 145.5 |
|  | 161 | 23.1 | 5.19 | 2.80 | 2.97 | 145.5 |
| Bnd-based | 21 | 17.6 | 2.48 | 2.63 | 2.70 | 145.5 |
|  | 41 | 22.4 | 3.88 | 2.07 | 2.73 | 145.5 |
|  | 81 | 24.8 | 3.97 | 1.99 | 2.66 | 145.5 |
|  | 161 | 13.7 | 2.47 | 3.21 | 2.69 | 145.5 |

elements. Nevertheless, the overall mesh quality measure remains small: $Q_{\text {mesh }, 2} \leq$ $3 \ll Q_{\text {soln }}=145.5$. According to the analysis in section 3 , the overall quality of the resulting meshes is good. In addition, Figure $6.4(\mathrm{a})$ shows that the interpolation error on an adaptive mesh generated using the bound-based or dimensional balancing functional is significantly smaller than that on a uniform mesh or an adaptive mesh generated using the harmonic map method.

Finally, Figure 6.4(b) shows the error $|e|_{H^{1}(\Omega)}$ as a function of $\epsilon$ for uniform, Shishkin-type, and adaptive meshes. It can be seen that the errors with the Shishkintype and adaptive meshes are significantly smaller than that on a uniform mesh for small $\epsilon$. The error on the adaptive mesh is slightly larger than that on the Shishkintype mesh for $\epsilon<4 \times 10^{-3}$. The dependence of the error on $\epsilon$ is $|e|_{H^{1}(\Omega)}=O\left(\epsilon^{-1}\right)$ for the uniform mesh, $O\left(\epsilon^{-\frac{1}{2}}|\ln \epsilon|^{2}\right)$ for the adaptive mesh, and $O\left(\epsilon^{-\frac{1}{2}}|\ln \epsilon|\right)$ for the Shishkin-type mesh.
7. Conclusions. In the previous sections we have studied mesh assessment based on the interpolation error estimates (2.10) and (2.13). According to these estimates, three elementwise measures were introduced: the geometric, alignment, and adaptation quality measures. The overall mesh quality measure, $Q_{\text {mesh }}$, is defined as the weighted $L^{q}$ norm of a product of the three elementwise quality measures; see (3.18) and (3.41). This definition takes into account the shape and size of elements and the solution behavior. In particular, the inclusion of equidistribution or adaptation renders the overall mesh quality measure suitable for assessing adaptive meshes and
makes it relatively straightforward to incorporate it into a mesh adaptation strategy. It also makes the measure distinct from existing ones [3].

The effects of element shape and size and their interaction with the solution can be understood from the definition of $Q_{\text {mesh }}$. Indeed, the geometry, alignment, and adaptation mesh qualities directly affect the overall mesh quality and thus the interpolation error. In the meantime, their effects also compensate for each other since the three measures appear in $Q_{\text {mesh }}$ as a product. As a consequence, a mesh can maintain a good overall quality when its small elements (with a small adaptation measure) are shaped worse in the sense of having a large geometric measure than large elements. It was shown in section 3 that the overall quality of a mesh is good if $Q_{\text {mesh }}$ is small or significantly smaller than the roughness measure of the solution (see (3.22) and (3.42)), which is defined as the ratio of two Lebesgue norms of a derivative of the solution.

The definition of $Q_{\text {mesh }}$ given in section 3 comes in such a way that the measure appears in the error bound as the only factor depending substantially on the mesh. As an immediate result, the task of mesh adaptation becomes controlling the overall mesh quality. This idea has been applied to variational mesh adaptation, and two adaptation functionals have been developed. It has been demonstrated numerically that these functionals are able to generate adaptive meshes of good quality.
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