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The prevalence of dementia is currently increasing worldwide. This syndrome produces a deterioration
in cognitive function that cannot be reverted. However, an early diagnosis can be crucial for slowing its
progress. The Clock Drawing Test (CDT) is a widely used paper-and-pencil test for cognitive assessment
in which an individual has to manually draw a clock on a paper. There are a lot of scoring systems for
this test and most of them depend on the subjective assessment of the expert. This study proposes a20

computer-aided diagnosis (CAD) system based on artificial intelligence (AI) methods to analyze the CDT
and obtain an automatic diagnosis of cognitive impairment (CI). This system employs a preprocessing
pipeline in which the clock is detected, centered and binarized to decrease the computational burden.
Then, the resulting image is fed into a Convolutional Neural Network (CNN) to identify the informative
patterns within the CDT drawings that are relevant for the assessment of the patient’s cognitive status.25

Performance is evaluated in a real context where patients with CI and controls have been classified by
clinical experts in a balanced sample size of 3282 drawings. The proposed method provides an accuracy
of 75.65% in this classification task, with an AUC of 0.83. These results overcome previous studies,
showing that the method proposed has a high reliability to be used in clinical contexts. The large size
of the sample and the performance obtained despite being applied to the classic version of the CDT30

demonstrate the suitability of CAD systems in the CDT assessment process. Explainable AI (XAI)
methods are applied to identify the most relevant regions during classification. Finding these patterns is
extremely helpful to understand the brain damage caused by cognitive impairment. A validation method
using resubstitution with upper bound correction in a machine learning approach is also discussed.

Keywords: Clock Drawing Test, Cognitive Impairment, Clinical diagnosis, Computer-aided diagnosis,
Deep learning, Explanaible AI, Image processing, Machine Learning, Alzheimer’s disease
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1. Introduction

Dementia, which is most frequently caused by

Alzheimer’s disease (AD), is one of the most common

neurological syndromes in the world.1 Its diagnostic

process begins with the use of a test for evaluating40

the cognitive state of the patient. The Clock Drawing

1
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Test (CDT) is a common paper-and-pencil screening

tool for the identification of cognitive changes related

to visuospatial functions, frontal lobe execution or

memory, among others.2 During the test, patients45

are said to draw a clock including the numbers from

1 to 12 and a specific position of the clock hands:

ten past eleven. After that, a physician evaluates the

resulting drawing and establishes a score, which re-

flects the patient’s cognitive status and detects an50

eventual cognitive impairment (CI).

This test is widely employed given its simplicity

and high sensitivity,3 which can be improved by in-

cluding additional cognitive tests such as the Mini-

Cog,4,5 to assess memory and other cognitive do-55

mains.6 However, the CDT scoring task performed

by the physician is manual, time-consuming and

based on a subjective decision. In recent years, the

emergence of machine learning (ML) and deep learn-

ing (DL) techniques7 has provided solutions for the60

automation of the diagnostic process of a high num-

ber of diseases. In the field of neuroimaging, the use

of computer aided diagnosis (CAD) systems has been

successfully applied in the study of diseases such

as Alzheimer’s disease,8–10 Parkinson’s disease,11–1365

Autism14,15 or Dyslexia.16,17

This kind of intelligent systems have also been

used for the automatic evaluation of the CDT. In

fact, the number of works involving machine learn-

ing18–21 or deep learning22–24 has increased substan-70

tially in recent years. Most of these works were fo-

cused on a digital version of the CDT, in which a dig-

ital ballpoint pen was used instead of a pencil. This

allows the acquisition of additional information such

as pressure on surface or air-time during drawing.1975

According to previous studies the digital version of

the CDT provides higher diagnostic accuracy than

the standard one25 and better sensitivity and speci-

ficity to detect mild cognitive impairment (MCI) or

demented patients.26 Despite this boost in perfor-80

mance, the digital version of the test requires ex-

pensive equipment compared to the standard one, in

which only a pencil and a paper is needed. This can

be problematic in scenarios where this technology is

not available. Thus, it would be quite interesting to85

find a methodology that performs similarly to digital

CDTs but applies only on the classical version of the

CDT.

In this work, we propose an alternative for auto-

matically identifying patients with CI using the clas-90

sical version of the CDT. Specifically, our proposal

relies on the use of a preprocessing to isolate the

regions of interest from all images that are subse-

quently entered into a convolutional neural network

(CNN). The model is trained in order to find the re-95

lationship between the drawings and the diagnosis of

all patients. We aim to demonstrate that our method

is able to identify spatial patterns in the drawings

that are relevant in the early diagnosis of mild cog-

nitive impairment.100

The rest of the paper is organized as follows.

Section 3 provides a detailed description of the

database, whereas Section 4 indicates the methods

developed in this work. First, the preprocessing steps

are explained. Then, the classification algorithms105

proposed, based on CNN and Support Vector Ma-

chines (SVM), are described. Afterwards, in Sec-

tion 5 we evaluate the applicability of our proposal

to find differences in the draws depending on the pa-

tient cognitive status. Finally, results are discussed110

in Section 6, whereas conclusions and future works

are available in Section 7.

2. Related works

The use of CAD systems for the classification of med-

ical imaging is widespread. Ref.27 proposed a method115

based on sparse coding in order to automate the diag-

nosis of pneumonia. To do so, images were first par-

titioned into different files. Then, a dictionary was

built after applying Principal Component Analysis

(PCA) to these files. After that, the images were re-120

constructed from an iterative deactivation process of

the different elements of the dictionary, and entered

into a linear SVM classifier, leading to a high per-

formance in a 4-class context. Other studies have

focused on the early diagnosis of AD. Ref.28 pre-125

sented a multiclass classification approach for pre-

dicting the conversion from mild cognitive impair-

ment to AD. Specifically, they proposed a method

for addressing the outlier detection problem based

on pairwise t-test for feature selection. Then, the130

selected features projected by a new subspace after

applying Partial-Least-Squares (PLS). Finally, clas-

sification was performed after using one-versus-one

error correction output codes. Results in the mul-

ticlass scenario (67%) outperformed similar works,135

evidencing the high applicability of the proposal as

an aid for clinicians. Ref.29 proposed a solution for

early diagnosis in neuroimaging based on deep learn-
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ing architectures. Specifically, the brain was parcel-

lated according to an anatomical atlas and entered140

into an individual deep belief network. The final pre-

diction was determined by combining the individ-

ual outputs of all neural networks following different

voting schemes. Frameworks based on deep learn-

ing have been successfully employed in the detection145

of Parkinson’s disease,30,31 epilepsy32,33 or multiple

sclerosis.34,35

All these works have in common that they use

direct measures from the brain (such as different

images modalities or data from electroencephalog-150

raphy) to establish the diagnosis of a specific disor-

der. Although complexity of the classification task

mainly depends on the differences between the two

groups to be classified, patterns extracted from di-

rect measures are usually more informative, which155

means that classification based on them should be

easier than when it relies on indirect measures. such

as behavioral or test measures. However, the use of

indirect measures can also be extremely interesting

because of its reduced cost compared to direct ones,160

as the topic of this work shows. The paper-and-pencil

test is much less expensive than acquiring an MRI

or a PET scan, which means that it would be ex-

tremely relevant to develop a method for detecting

cognitive impairment or dementia. In fact, recent165

works have demonstrated the importance of behav-

ioral data as an indicator of a specific disorder. Ref.36

showed that the way we interact with computer key-

boards can be used to detect motor signs associated

with the early stages of Parkinson’s disease. Ref.37170

presented an approach based on a web-game for uni-

versal screening of dyslexia. Data from auditory and

visual perception were employed for training a ma-

chine learning model, leading to an F1-score of 0.75

for Spanish speakers. Ref.38 developed a method that175

evaluates different social, psychological and biologi-

cal risk factors in order to identify the presence of

a specific conduct disorder in children. To do so, a

feed-forward neural network was used in addition to

an algorithm for estimating the conditional density180

underlying the different classes in order to preserve

the data distribution. Results predicted the presence

of conduct disorders with 91.18% accuracy, identi-

fying and ranking certain factors according to their

relationship with these disorders.185

3. Materials

The database employed in this work was collected

from volunteers in the Multidisciplinary Unit of

CIEN Foundation (Madrid, Spain) and the De-

partment of Neurology of FIDYAN Neurocenter190

(Granada and Malaga, Spain). Cognitive status of

every participant was diagnosed by consensus of a

team of experienced neurologist and neuropsycholo-

gist, taking into account their age, functional status,

clinical data and performance in an extensive neu-195

ropsychological battery. The criteria from the Na-

tional Institute on Aging-Alzheimer´s Association

(NIA-AA),39 and from the fourth edition, text re-

vised, of the Diagnostic and Statistical Manual of

Mental Disorders (DSM-IV-TR)40 were used to di-200

agnose mild cognitive impairment and dementia, re-

spectively. This dataset consists of 7009 CDT draw-

ings; 5368 of them were drawn by individuals with

normal cognition (healthy controls, HC), and 1641

by individuals with CI including mild cognitive im-205

pairment or dementia. The average age of the partic-

ipants is 73.30 years, whereas 51.73% of them have

superior education. All the information regarding de-

mographics is summarized in Table 1.

Regarding the process of the clock drawings col-210

lection, participants were given an A4 size paper and

a pencil and asked to draw a clock with the clock

hands pointing to ten past eleven. Once the clock

drawing was finished, physicians assigned a score to

the resulting drawing from 0 to 7, according to stan-215

dard rules.41 The participant got the maximum score

when a perfect clock was drawn, which usually means

that the person does not suffer any relevant cogni-

tive impairment. By contrast, a score of 0 indicates

that the subject is unable to draw the clock, and it220

is highly likely that he/she suffers a severe CI. Fig-

ure 1 illustrates the diversity of the drawings in the

database. The associated scores from these drawings

range from the lowest score (0, clock in the left) to

the highest (7, clock in the right).225

4. Methods

4.1. Image preprocessing

The paper-and-pencil draws of all patients were

scanned in order to obtain a digital version of the

images. They can contain not only the clock draw-230

ings but another non-relevant information such as

previous drawing attempts, comments from the clini-
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Table 1. Demographics of the subjects contained in the database. The
acronym CI stands for cognitive impairment subject, S denotes superior
education, NS stands for non-superior education, M represents male and F
stands for female.

CI Controls Total

Number of participants 1641 5368 7009
Age 74.36 ±8.21 72.98 ± 6.06 73.30 ± 6.65

Education (S/NS) 671/970 2955/2413 3626/3383
Sex (M/F) 709/932 2104/3264 2813/4196

Figure 1. Examples of drawings made by the subjects of the dataset. From left to right, their associated scores range
from the lowest (0) to the highest (7) possible score.

cians and numerical identifiers related to the subject.

For this reason, we applied a preprocessing process

in order to isolate the region of interest (the clock235

drawing), eliminating the non-relevant information

for further analysis.

Figure 2 summarizes the different stages of the

preprocessing pipeline. First, the original scanned

images were converted to grayscale in order to re-240

duce the number of channels to be processed (from

three to one). After that, the resulting images were

binarized to isolate the pixels contained in the clock

from those that form the background. Then, an edge

filling process42 was applied to detect the objects245

contained in the image and to identify if they be-

long to the region of interest (see Figure 2-c). Our

algorithm properly recognizes elements even when

they are drawn outside the clock face, which is not

unusual for numbers 12, 3, 6 and 9. Finally, the im-250

ages were cropped and downsampled to a final size of

224x224 to reduce the computational burden while

preserving their quality. The resulting images were

binary, which means that the intensity of the pixels

was 1 for the informative ones and 0 for the rest, as255

depicted in Figure 2-e.

4.2. Deep learning approach

After preprocessing the images, the resulting versions

were entered into a deep learning model based on

a CNN. This architecture has become the standard260

one in image processing. The application of CNN to

neuroimaging has revolutionized the field, addressing

problems in a more efficient way, such as in brain’s

tumor detection43 or in the identification of patterns

associated with Autism.44 CNNs are usually formed265

by several layers, from the first related to the extrac-

tion of informative patterns to the last ones whose

purpose is perform classification. This architecture

can be used individually or as a part of a more com-

plex network, such as U-net,45 DenseNet-12146 or270

Mobilenetv2.47

The architecture of our CNN is depicted in Fig-

ure 3, and includes four 2D convolutional blocks: con-

volutional layer, batch normalization, rectified linear

(ReLU) activation function and a maxpooling layer;275

and three fully connected layers. Dropout48 was ap-

plied in combination with the linear layers to prevent

overfitting, whereas a final softmax layer was added

to the model to predict the probability of each sam-

ple belonging to the two classes under analysis (CI280

and HC). Regarding the hyperparameters associated

with the CNN, we employed a dropout of 0.5 and an

Adam optimization algorithm with a learning rate of

0.001. Besides, we used a Binary Cross-Entropy loss

function, whereas the system was trained during 70285

epochs employing a batch size of 1.

4.2.1. Visual explainability

Despite the great performance that CNNs offer, a

clear disadvantage is that they work as black boxes,

which means that it is not easy to explain what290

the network is basing its decisions on. This is espe-

cially problematic in the biomedical field, since any
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a) Grayscale conversion b) Binarisation c) Edge filling

d) Object detection

e) Preprocessed image f) Cropped original image

Figure 2. Steps involved in the preprocessing of the images: a) greyscaling of the original image, b) binarisation with
manually selected threshold (the same for all images), c) filling of existing elements in the image, d) detection of objects
located in the image, e) cropping the image to only the clock and standardise its dimensions (224x224) and f) image
reconverted to greyscale for comparative reasons with the original image. The image obtained in step e) is the one that
is fed into the classification algorithm.
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Figure 3. Design of the convolutional neural network used in this work. The architecture consists of four convolutional
blocks, including a convolutional layer, bach normalisation and maxpooling, as well as fully-connected layers for the
classification stage with dropout.

CAD system to be implemented in a clinical environ-

ment must be understandable by clinicians and apply

trustworthy criteria.49 For this reason, it is extremely295

important to provide models that are interpretable in

order to widen our knowledge about the reasons why

the different classes can be distinguished. To do so,

we used backpropagation-based saliency maps50 and

the Guided Gradient Class Activation Map (Grad-300

CAM) algorithm51 in order to identify which areas

of the patients drawings are more relevant in clas-

sification. Both approaches are explainable methods

that assist in the interpretation of the CNN’s predic-

tions. Neither of them require configuration changes305

or re-training.
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Saliency map is one of the oldest and more com-

mon interpretation method. A saliency map repre-

sents the parts of the image that contribute most

to the network’s decision. Given an image I and a310

class score function Sc(I), which depends on the vec-

tor weights and bias of the model, a saliency map is

computed by obtaining the derivative w calculated

via backpropagation at a given point p:50

w =
∂Sc

∂I

∣∣∣∣
p

(1)

Then, the saliency map is finally obtained by315

rearranging the elements of w, i.e, according to the

pixels distribution in the final score.

Grad-CAM is another of the most commonly

used methods of visual interpretation. It was orig-

inally designed as an improvement of the CAM al-320

gorithm52 and it can be applied to networks that in-

clude fully-connected layers. Once the class c under

analysis is selected, Grad-CAM computes the gradi-

ent of the score for c, yc according to the activations

maps of the final convolutional layer. Then, gradients325

flowing back are global-average-pooled to obtain the

neuron importance weights αc
k:

51

αc
k =

1

Z

∑
i

∑
j

∂yc

∂Ak
ij

(2)

where Ak
ij represents the activation map k in the

convolution layer over the indexes i and j related

to width and height, respectively. The first part of330

the equation represents the global averaged pooling.

Once the importance weights are computed, they are

multiplied by its associated activation map and all

are summed. Finally, the final heatmap is obtained

after applying the ReLU nonlinearity.335

Grad-CAMc = ReLU

(∑
k

αc
kA

k

)
(3)

We applied both methods to all the images of

the database in two different ways. In the first one,

a study was performed for each image individually.

In the second, a collective study was performed over

the images that were correctly classified. First, im-340

ages were separated according to their label. Then,

an averaged saliency map was generated. This class

activation map analysis reveals the patterns associ-

ated with each class that guided the classification.

4.3. Machine Learning approach345

The preprocessed images were also entered into an al-

ternative based on machine learning that was used as

baseline, i.e. a performance to compare with. Follow-

ing the usual pipeline in classification contexts,28,53

a method based on Partial Least Squares54 was em-350

ployed to reduce the dimensionality of the input data

while extracting informative patterns.55 This statis-

tical method establishes a relationship among ob-

served variables by means of latent variables. There-

fore, given an input data Xlxm and its set of labels355

Ylx1, where l represents the number of samples and

m the number of features, PLS computes linear com-

binations of the score matrices, Xs via matrices of

loadings, Xl, assuming an error matrix E:56

X = XsX
T
l +E (4)

The size of the matrix of loadings is mxd, where360

d is the reduced number of components (m > d).

Thus, Xl allows the reduction of the m original fea-

tures to a new d-dimensional space which contains

the original information.

The resulting d features, d = 5 in this work, were365

then used as input of a Support Vector Machines

(SVM) classifier with a linear kernel.57 This clas-

sification algorithm estimates the maximum-margin

hyperplane to separate the existing classes in the

dataset. In a linear binary problem, this hyperplane370

could be described as the sets of points x that meet:

wTx− b = 0 (5)

where w represents the normal vector to the hyper-

plane and b is the error term. There are two parallel

hyperplanes associated with the main one to main-375

tain the largest possible distance between the two

classes:

wTx− b = 1

wTx− b = −1
(6)

Thus, elements above the first hyperplane are

considered to be of one class, and those below the

second hyperplane are considered to be of the other380

class. In neuroimaging, the use of SVM as a classi-

fication algorithm is widely adopted when a small

sample set is involved.28,58
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4.4. Validation procedure

To assess the reliability of our results, we ap-385

plied two different validation methods. In the CNN-

based approach we employed a 5-fold stratified cross-

validation scheme59 in order to guarantee the inde-

pendence between the samples used to train the clas-

sification model and the ones used for estimating its390

generalization ability. As the database was split ran-

domly over K = 5 iterations, in each iteration 80%

of the database was used as the training set. The re-

maining 20% was used as the test set, each time using

a different fold as a test set. This flowchart is shown395

in Figure 4 (left). The mean and standard deviation

(std) of all performance metrics were calculated from

the values obtained in the five iterations.

In contrast to the previous scenario, we used

an upper bound-corrected resubstitution as a valida-400

tion method for the ML approach. The upper bound

can be seen as the difference between empirical and

actual errors, µ ≥ |Eact (f(x))− Eemp (f(x)) |. Thus,
the actual accuracy obtained using the whole dataset

as training and test set could be limited by the upper405

bound proposed in,60 as follows:

µV C ≤

√√√√√h

(
ln

(
2n

h

)
+ 1

)
− ln

(η
4

)
n

(7)

where η is the significance level and n is the size of

the training set. The VC dimension is represented

by h and is equal to d+ 1 for linear functions, as in

this case, being d the features dimension. This upper410

bound could be seen as a theoretical classification

limit, in this case for linear classifiers, which allows

the use of all accessible data to establish the metrics

of interest. Besides, accuracy, sensitivity and speci-

ficity can be limited by this value considering that415

its associated errors are partial errors of the classifi-

cation one.

The flowchart related to this scenario is depicted

in Figure 4 (right). We used the five main compo-

nents extracted by PLS as the input features of the420

classifier. Regarding the upper bound-corrected re-

substitution method, we set a significance level of

0.05.

4.4.1. Dataset validation

To analyse the separabality between the classes in425

the dataset, the divergence between them was esti-

mated by means of covariance matrices. This allows

to validate the results previously obtained by means

of classification algorithms.

First, the images were reduced to a size of 12x12430

for computational reasons. Then, the HC samples set

was partitioned into training and test subsets using

K-fold with the condition that each partition had the

same number of samples as the CI set. The covari-

ance matrix for each subset was estimated and the435

divergence between them was estimated as follows:

Diva,b =
∑
i

∑
j

(
Sa
ij − Sb

ij

)2
/n (8)

where Sa and Sb are any two covariance matrices of

n samples which are compared pixel by pixel. The

scenarios analysed according to these criteria are CI

set vs HC test subset, CI set vs HC training subset440

and HC training vs HC test subsets.

4.5. Performance evaluation

The performance metrics employed for evaluating

the results include accuracy, specificity (true nega-

tive rate) and sensitivity (true positive rate), as fol-445

lows:

Bal Acc =
1

2

(TP

P
+

TN

N

)
Spec =

TN

TN + FP

Sens =
TP

TP + FN

(9)

where TP refers to the number of patients correctly

classified as CI (true positives), TN corresponds to

the number of controls properly identified (true neg-

atives), FP quantifies the number of controls labelled450

as CI (false positives), whereas FN quantifies the

number of CI patients incorrectly classified as con-

trols.

We included two additional metrics: the positive

predictive value (precision) and the negative predic-455

tive value, as follows:

PPV =
TP

TP + FP
NPV =

TN

TN + FN
(10)

The relevance of these two metrics is that while

positive and negative predictive values depend on the

prevalence of the condition in a specific population,

whereas sensitivity and specificity depend on the test460

conducted. Additionally, the area under the receiver
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CDT database
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CNN model fitting
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Test 
data
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Data balancing

Standarization

Feature extraction  
PLS
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Classification

Predictions
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application
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Figure 4. Flowchart of the analysed models. On the left, the flowchart associated with the deep learning-based model,
which is based on cross-validation (K-fold). On the right, the flowchart associated with the machine learning-based model,
based on resubstitution with upper bound correction as validation procedure.

operating characteristic (ROC) curve was employed

as an additional measure for evaluating the ability of

the model to identify the different classes.61,62

4.6. Experimental setup465

Since the number of HC is much higher than the CI

patients and the sample of cases is not recruited as

a population-based cohort, all the experiments were

performed with a balanced version of the database

where the condition has an a priori probability of 0.5.470

Thus, the number of drawings finally included in this

work was 3282. Table 2 shows the demographic data

of the samples contained in this subset.

To estimate the classification performance of the

proposed method in the CDT database, two strate-475

gies were applied. A 5-fold cross validation strategy

in conjunction with the CNN model, and a resubsti-

tution validation strategy based on the VC dimen-

sion and a ML approach. Both strategies are illus-

trated in Figure 4. To do so, we developed custom480

code written in Python3.6, in addition to employ a

number of libraries such as Numpy 1.19.5 and Scikit-

Learn 1.0. The experiments were carried out on a

cluster with the following hardware specifications:

two Intel® Xeon® E5-2630 node 2.40GHz proces-485

sors, with 10 cores per processor. The total RAM

memory capacity of the system is 128 GB.
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Table 2. Demographics of the balanced version of the database. The
acronym CI stands for cognitive impairment subject, S denotes superior
education, NS stands for non-superior education, M represents male and F
stands for female.

CI Controls Total

Number of participants 1641 1641 3282
Age 74.36 ±8.21 72.99 ± 5.51 73.68 ± 7.02

Education (S/NS) 671/970 914/727 1585/1697
Sex (M/F) 709/932 660/981 1369/1913

5. Results

As a preliminary analysis to the classification, the

knowledge of the score obtained in the drawing clock490

test by the 1520 samples from FIDYAN Neurocen-

ter was used to relate different demographic char-

acteristics to this score. Figure 5 contains different

box plots that reflect the connection between edu-

cational level, gender or age and the quality of the495

drawing made by the subject. Using the 7009 sam-

ples, the complexity of identifying the classes from

the estimated correlation matrices for each class is

analysed. The estimated correlation matrices of case-

control sets are depicted in Figure 6 (top). The ex-500

periment was conducted using subsets of samples

from healthy subjects, in order to be able to compare

matrices generated with the same number of sam-

ples in both classes. For this purpose, the HC sample

set was split by K-fold cross validation (K = 3), so505

that the so-called test set contained a similar num-

ber of samples as the CI set, while the training set

was composed of the remaining drawings. The re-

sults were randomised through 100 iterations and

subsequently averaged as shown in Figure 6 (bottom510

right), where the thickness of the lines represents the

standard deviation. It can be observed that the di-

vergence between the correlation matrices of the two

classes (blue lines) is much larger than the estimated

divergence between samples of the same class (green515

line). This is graphically supported by the divergence

matrix of both correlation matrices, depicted in Fig-

ure 6 (bottom left) where slight differences can be ob-

served. This indicates that classification algorithms

should be able to establish separability criteria be-520

tween classes, since lower dimensionality drawings

generate distinguishable correlation matrices.

Final classification results obtained by each ap-

proach are shown in Table 3. In the CNN scenario,

the values for PPV and NPV are 76.86 ± 1.36 and525

74.66 ± 1.84, respectively. The ROC curve obtained

is depicted in Figure 7 with an AUC value of 0.8337.

In the resubstitution with upper bound correction

approach, the accuracy obtained was 72.01% when

all the dataset is trained and evaluated, whereas the530

mean accuracy obtained using the same training sub-

sets as in the CV scenario was 73.37%. In the first

case, the upper bound applied was 0.1263 per unit

since the sample size was 3282. In the latter case, the

upper bound was 0.1394 since the number of samples535

is lower. In addition, the full unbalanced database

was analysed in the CV scenario, where the accuracy

obtained was 70.04% with an AUC value of 0.8322.

Table 4 provides a summary of the performance met-

rics obtained in recent works focused in classification540

systems for diagnosis of CI based on the CDT and

our results applying the DL approach.

In order to verify whether the neural network’s

learning about the distribution of the drawings is cor-

rect and makes sense, saliency maps and Grad-CAMs545

were obtained given an image. Figure 8 shows an ex-

ample of drawing along with its associated saliency

map, illustrated as a heat map (top left) and the dif-

ferent Grad-CAMs depending on whether the label

under analysis is that of normal or cognitively im-550

paired subjects (bottom left and right, respectively).

In addition, the saliency maps of the correctly

classified images have been averaged, separating

them into normal and cognitively impaired samples.

This was repeated for different sample sizes, 50, 100,555

800 and 1250 samples. These results can be seen in

Figure 9.

Finally, based on the probabilities of the last

layer of the network, the difficulty of classifying the

samples according to class was analysed. A represen-560

tative graph of this is shown in Figure 10.

6. Discussion

In this work, a classification framework for the au-

tomatic classification of CDT is proposed. This ap-
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Figure 5. Relationship between (from left to right, from top to bottom) Cdt score and a) education level, b) age, c) sex,
d) diagnosis, given the data subset from FYDIAN neurocenter (1520 samples).

Table 3. Classification results obtained using CNN and SVM with their
different validation methods. **Experiment where the same 2625 subsets of
samples than in the training set of the 5-Fold experiment are evaluated. Its
upper bound is 0.1394.

Experiment CNN SVM+PLS

Validation 5-Fold CV Resubstitution with upper bounding

Dataset Test set All CV training set

Acc (%) 75.65 ± 1.10 72.01 73.37 ± 0.22

Spec (%) 77.82 ± 2.13 70.67 72.11 ± 0.76

Sens (%) 73.49 ± 2.98 73.35 74.65 ± 0.58

PPV (%) 74.66 ± 1.85 72.97 74.36 ± 0.46

NPV (%) 76.86 ± 1.36 71.11 72.46 ± 0.58

AUC (%) 0.8337 ± 0.0143 0.8013 0.8074 ± 0.0029

proach is based on a preprocessing pipeline where565

images are cropped, centered and binarized. Once

these images are standardized, they are entered into

both a ML and a DL approaches that identify the

most relevant features of each individual class. The

performance in the CDT is evaluated to differenti-570

ate between patients diagnosed with cognitive im-

pairment and healthy controls. Besides, we employed

activation maps in order to visually verify that the

training of the deep learning model is performed cor-

rectly. Moreover, we proved reliable results by im-575

plementing a model based on theoretical limits with

similar results. The underlying hypothesis for this

classification is that there are differences between the

drawings made by healthy subjects and those with

cognitive impairment. As shown in Figure 5d, those580

with cognitive impairment tend to score lower on the

test. Furthermore, this score tends to decrease with

age (Figure 5b), which is closely related to the de-

velopment of cognitive dysfunction.
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Figure 6. Correlation matrix of the HC (top left) and CI (top right) sample set using images scaled down to 12x12. Case-
Control divergence matrix (bottom left). Divergence between the estimated correlation matrices of subsets of samples of
healthy subjects and the set related to subjects with cognitive impairment (bottom right). The test HC set contains the
same number of samples as the CI set, while the training HC contains the remaining samples. A 3-fold was performed to
divide the set of healthy subjects and the results were randomised by 100 iterations. The thickness of the lines represents
the standard deviation obtained by averaging the 100 values.

Table 4. Summary of previous works focused on CDT classification automatic in addition to our performance metrics. *La-
bels in this work were ”pass” or ”fail” the test, all subjects had at least one positive diagnosis. Symbol - stands for unknown
information.

Reference
Is the face clock

preprinted?
Methodology

Patients
(CI/HC)

Accuracy AUC

Digital Clock
Drawing Test

63 No
ML methods
(best SVM)

2169 (1763/406) - 0.91

23 No Neural networks 198 (163/35) 83.69 -

24 No
Pretrained

MobileNet V2
3423 (160/3263) 95.50 0.8130

21 No Random forest 231 (56/175) 90.48 0.8976

Clock Drawing Test

22 Yes
Pretrained

DenseNet-121
1315* 96.65 -

64 No CNN 747 (293/454) 77.37 -
Our method No CNN 3282 (1641/1641) 75.65 0.8337
Our method No CNN 7009 (1641/5368) 70.04 0.8322

The results obtained indicate that the method-585

ology proposed outperforms the expected perfor-

mance according to Chan et al.,26 who establish a

mean sensitivity and specificity of 0.63% and 0.77%

when the paper-and-pencil CDT is analysed. The re-

sults are supported by the divergence analysed be-590

tween classes in Figure 6. Moreover, results from our

previous work have been surpassed by more than 7



October 7, 2022 16:53 output

12 Carmen Jimenez-Mesa, Juan E Arco, Meritxell Valenti-Soler, Belen Frades-Payos, Maria A. Zea-Sevilla, Andrés Ortiz et al.

0.0 0.2 0.4 0.6 0.8 1.0
False Positive Rate

0.0

0.2

0.4

0.6

0.8

1.0

Tr
ue

 P
os
iti
ve

 R
at
e

CNN (AUC = 0.83)

Figure 7. ROC curve obtained by our deep learning approach (CNN model in conjunction with 5-fold cross-validation).
The AUC value is also displayed.

Input image Saliency map

Grad-CAM HC class Grad-CAM CI class

Figure 8. Comparison of different activation maps for a specific input image. The particular draw (top left). The saliency
map (top right) is represented like a hot map. Its associated grad-CAMs maps are located in the bottom row, one for
each class, HC (left) and CI (right).

points in accuracy.65 The reason for this improve-

ment is the increase in the number of samples in

the database from less than 1000 to more than 3000595

samples in the balanced case. Previous studies23,66,67

have developed systems for the automatic diagnosis

of cognitive impairment from the clock-drawing test

with better results than those obtained in this work,

as it can be seen in Table 4. Nevertheless, these works600

rely on the use of a digital version of the CDT. This

leads to a higher variety of features to be employed,

resulting in a considerable increase in performance.

We would like to highlight that these devices are not
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Figure 9. Average saliency maps obtained for each class, controls (left) and patients with cognitive impairment (right),
for different samples sizes (from top to bottom n = [50,100,800,1265]). The images used for averaging are those correctly
classified in both the training and test set in the fourth fold of the cross-validation approach.
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Figure 10. Distribution of the class probabilities obtained as classifier output of well-classified test samples in its corre-
sponding class in the first fold of the cross-validation approach.

common in clinical centers, and even unaffordable605

for hospitals of some regions. Therefore, it is also

necessary to continue the development of automatic

classification systems for the original CDT. With re-

spect to the results obtained in other studies using

the paper-and-pencil CDT, it should be pointed out610
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that our method led to a lower accuracy than the

one obtained in Ref.64 However, one of the limita-

tions of that study was the small unbalanced sample

size, 747, whereas our sample size is 3282. Therefore,

our results have a more reliable generalizability. In615

addition, as far we know we have implemented the

study with the largest number of real samples so far,

7009, although the accuracy rate is lower due to the

high unbalance.

Another relevant aspect of our work is that we620

did not provide a preprinted face clock to patients

to make them fill the rest of information.22,68 This

has as an important consequence that all the result-

ing drawings have a common part: the circumfer-

ence used as the face clock. When trying to learn625

the relevant aspects of a clock, using a preprinted

circumference decreases the variability between the

different drawings. This has two main consequences:

first, the differences (if so) between the drawings of

both classes (CI and controls) must be inside the630

face clock. Second, the model can detect easier the

presence of the clock since all of them have the same

structure. However, the way patients draw the face

clock can also contain vital information about their

cognitive state. The main drawback is that model-635

ing and identifying the informative patterns associ-

ated with each individual drawing is not a straight-

forward task, since the variability between clocks is

much higher. The large performance obtained in this

work manifests the ability of our method for accu-640

rately extracting the drawing pattern of a person

with cognitive impairment, regardless of individual

differences in the way the face clock is drawn.

The comparative study conducted on the dif-

ferent validation methods applied suggests that the645

performance associated with cross-validation and re-

substitution with upper bound correction is similar,

as has already been proven before.69 The latter of-

fers the advantage of being able to use the complete

database for the evaluation of the results. The up-650

per bound correction implies not to consider the em-

pirical error obtained but the actual one, setting an

upper limit on the theoretical accuracy the classifier

is able to perform. In this work, we chose Vapnik’s

bound60 because it is the best known, but there is655

a high number of bounds proposals that can be ap-

plied.56,70

Comparing the results obtained in our previous

work65 with those obtained in this study, it can be

seen that the accuracy has increased using the cross660

validation approach (from 68.62% to 75.65%) while

with resubstitution-based approach the results have

slightly decreased (from 74.25% to 73.37%). This is

due to the increase of the sample size. On the one

hand, a methodology based on deep learning requires665

the use of a large sample size in order to learn and

generalise well.71 Therefore, increasing the database

has improved the generalization ability of the model.

On the other hand, the machine learning model ap-

plied is a linear classifier. Therefore, it is not un-670

common that the extension of the database does not

lead to an improvement in the results since the clas-

sification ability of linear kernels can be limited. But

this is must not be considered as a drawback, but a

demonstration of the advantages of applying a sim-675

pler structure in conjunction with a resubstitution-

based method when the sample size is very small,

which is common in the field of neuroimaging. This

approach has allowed us to obtain similar results

with different sample sizes, thus demonstrating the680

validity of the results from the outset.

From a visual perspective, the results reflect

what can be expected from the realisation of the

drawing. Figure 8 clearly shows that the neural net-

work focuses on the position of the clock hands dur-685

ing classification. Moreover, while in controls the rel-

evant features are located in central positions, in cog-

nitively impaired subjects this information is around

the edges. This is due to the high variability between

subjects in these areas, especially those who do not690

draw a clock correctly. This is supported by Figure 9,

where the clock hands are easily identified in the av-

erage activation map of healthy subjects but in the

map associated with CI patients the zone of interest

is much imprecise. Moreover, the hand-clock zone be-695

comes more intense as the sample size increases. Fi-

nally, the results shown in Figure 10 reflect the re-

ality that it is easier to classify drawings of patients

with cognitive impairment than those of healthy sub-

jects, as they can be more variable.700

The fact that a subject is healthy does not imply

that their drawing is perfect. This can be observed in

the preliminary study shown in Figure 5. For exam-

ple, educational level leads to a better score (Fig 5a),

or even the gender (Figure 5c). The latter may be due705

to the fact that historically women have tended to be

more involved in more educational activities, such as

drawing or reading, while men are more associated
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with physical and social activities from an early age.

Therefore, the model presented in this work of-710

fers reliable results that would allow the CAD system

to be implemented as a method to help specialists in

clinical tasks. The method performs both the pre-

processing and the classification stages and has been

tested using a large sample size. Besides, the large715

performance obtained in the analysis of the paper-

and-pencil based clock test demonstrates that is a

reliable and cost-effective method for being used as

an aid for clinicians in any hospital and research cen-

tre.720

7. Conclusion

In this work, we propose a method for the auto-

matic diagnosis of cognitive impairment based on the

clock-drawing test. This is addressed by employing

a preprocessing in which the clock is detected and725

centered, in addition to binarized in order to reduce

the computational cost of the subsequent mathemat-

ical operations. Then, a CNN is used to find the rel-

evant patterns of information that characterize CI

patients and controls. To this end, graph-theoretical730

methods are applied, which also allows us to anal-

yse the capacity for generalisation of the CNN. The

performance of the model was compared with other

approaches, both for classification (support vector

machines) and validation (resubstitution with upper735

bound correction). The performance achieved is in

line with what is expected to be obtained using an

analogical version of the CDT. The large number of

real samples used guarantees the reliability of the re-

sults, overcoming most of previous studies where the740

number of samples was extremely reduced. It is im-

portant to note that our method was applied to the

most difficult classification scenario: the one based

on the analogical CDT without any element of the

printed drawing. Thus, our results manifest the suit-745

ability of our method in hospitals and medical clinics

worldwide, especially in those regions with low re-

sources. The use of the paper-and-pencil based clock

test is much cheaper and easier to perform than those

based on ballpoint pens, which validates its use in a750

wide range of scenarios.

Future work will focus on the implementation

of more sophisticated classification systems based on

ensemble frameworks29,33,44 in order to obtain a sim-

ilar performance than when using digitised versions755

of the test. Besides, the database will be expanded

fruit of the collaboration with the clinical entities

mentioned in this paper.

Acknowledgments

This work was supported by the MCIN/760

AEI/10.13039/501100011033/ and FEDER “Una

manera de hacer Europa” under the RTI2018-

098913-B100 project, by the Consejeria de Econo-

mia, Innovacion, Ciencia y Empleo (Junta de An-

dalucia) and FEDER under CV20-45250, A-TIC-765

080-UGR18, B-TIC-586-UGR20 and P20-00525

projects, and by the Ministerio de Universidades

under the FPU18/04902 grant given to C. Jimenez-

Mesa and the Margarita-Salas grant to J.E. Arco.

Bibliography770

1. D. S. Knopman, H. Amieva, R. C. Petersen,
G. Chételat, D. M. Holtzman, B. T. Hyman, R. A.
Nixon, and D. T. Jones, “Alzheimer disease,” Nature
Reviews Disease Primers, vol. 7, no. 1, may 2021.

2. M. Freedman, L. Leach, E. Kaplan, G. Winocur,775

K. Shulman, and D. C. Delis, Clock drawing: A neu-
ropsychological analysis. Oxford University Press,
USA, 1994.

3. K. I. Shulman, “Clock-drawing: is it the ideal cogni-
tive screening test?” International Journal of Geri-780

atric Psychiatry, vol. 15, no. 6, pp. 548–561, 2000.
4. C. Carnero-Pardo, I. Rego-Garćıa, J. Barrios-López,
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