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1 Introduction

In this paper we describe several new types of invariant sets that appear in the Julia sets of the
complex exponential functions Eλ(z) = λez where λ ∈ C. These invariant sets consist of points that
share the same itinerary under iteration of Eλ. Since these exponential functions are 2πi periodic,
there are several “natural” ways (described below) to decompose the plane into countably many
strips of vertical height 2π which are then indexed in the natural way by the integers according
to the increasing imaginary parts of the strips. The itinerary of a point is then the sequence
of integers that describes how the orbit of that point passes through these various strips. Thus
we investigate the sets of points whose orbits make the transit through these strips in the same
fashion.

For complex analytic maps, the Julia set consists of all points at which the family of iterates
of the map fails to form a normal family in the sense of Montel. Equivalently, the Julia set may
be described as either the closure of the set of repelling periodic points or else as the set of points
on which the map behaves chaotically. For Eλ, the Julia set is also the closure of the set of points
whose orbits tend to ∞ [17]. We denote the Julia set of the exponential map by J(Eλ). It is well
known that, if J(Eλ) contains an open set, then in fact the Julia set must be the entire plane.
Otherwise, J(Eλ) is a nowhere dense subset of the plane.
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In the latter case, it is known [5], [12] that the set of points that share the same itinerary must
lie on hairs in the plane. A hair is a simple, continuous curve extending to ∞ in the right half
plane and having a distinguished endpoint. All non-endpoints of these curves are points whose
orbits tend to ∞ in the right half plane. Hence all points with bounded orbits must lie at the
endpoints of these curves. In particular, since the repelling periodic points are dense in the Julia
set, it follows that the endpoints of these curves must be dense in J(Eλ). In the case where Eλ

admits an attracting fixed point, it is known that the Julia set is a Cantor bouquet [12], [18], an
extremely rich type of topological space, [1]. When the Julia set is nowhere dense but Eλ does
not have an attracting fixed point, the Julia set is still a type of Cantor bouquet, but now distinct
hairs may share the same endpoint. These structures have been described in [3].

The situation is quite different when the Julia set of Eλ is the entire plane. This may occur in
a number of ways. For example, if the orbit of the asymptotic value 0 tends to ∞, then we must
have J(Eλ) = C. This situation occurs when 0 lies on a (non-endpoint of a) hair. In this case,
it is known [7], [11], [21] that the sets of points corresponding to certain itineraries is no longer a
hair but rather an indecomposable continuum. An indecomposable continuum is another example
of a complicated topological space which is defined as a continuum that cannot be written as the
union of two proper subcontinua. These indecomposable continua arise when a hair in the Julia
set becomes so entangled that it accumulates everywhere on itself.

There is another way that J(Eλ) may be the entire plane. If the orbit of 0 eventually lands on
a repelling periodic orbit, then it is known that J(Eλ) = C. Such a λ-value is called a Misiurewicz
parameter. In this case it is known that many of the hairs share the same endpoint (see [10]).

It is here, when λ is preperiodic, that we find several new types of sets that share the same
itinerary. In [22] D. Schliecher pointed out that Theorem 3.3 (and consequently Theorem 3.6) of
[10] cannot be applied to certain dynamic sequences for which an indecomposable continua would
arise. The subject of this paper is to provide the construction and to characterize the sets that give
rise for such sequences. Precisely, one new type is an indecomposable continuum that differs from
the continuum described above in that we have a pair of hairs that accumulate upon each other,
rather than a single hair having this property. The second type consists of an indecomposable
continuum together with a completely separate hair that accumulates on this continuum. We note
that this special kind of indecomposable continua with more than one curve involved is not new
in dynamics since such sets can be constructed by using homoclinic and heteroclinic connections
of hyperbolic saddles for diffeomorphisms of the plane.

Rather than deal with the general Misiurewicz case, we shall deal in this paper only with the
very special case where λ = 2πi. In this case, the orbit of z = 0 lands at z = 2πi, which is a
repelling fixed point for the map.

2 Preliminaries.

In this section we introduce the basic definitions and notation that we shall use in following sections.
We also summarize some well known facts concerning the construction of “hairs” in the dynamical
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plane. The dynamics of the exponential family are well understood if λ is real. See [5], [11], and
[12]. There are no Misiurewicz parameters in the case of real λ-values; hence we shall restrict our
attention in this paper to the case where λ ∈ C \ R.

For such a λ-value, the horizontal lines given by y = x + i(2k − 1)π − i arg λ, x ∈ R, are
mapped to the negative real axis by Eλ. These lines partition the plane into a collection of open
horizontal strips called fundamental domains which we denote by Rk, k ∈ Z. Since λ is not real,
the asymptotic value z = 0 always belongs to one of these strips which we choose to call R0. The
Rk are then indexed in the natural way with increasing imaginary parts.

Using the above partition, we say that the sequence of integers s = (s0, s1, . . .) is the itinerary
of the point z ∈ C if E

j
λ(z) ∈ Rsj

for each j. In the sequel we use the words itinerary and sequence
interchangeably. For a fixed positive integer M we define the set ΣM to be

ΣM = {s = (s0, s1, . . .)| |sj | ≤ M for each j},

and denote by I(s) the set of points sharing a given itinerary s ∈ ΣM . Among all sequences in
ΣM , the so-called regular sequences, i.e., those for which sj 6= 0 for all j will play an important
role.

Fix M ≥ 1. For x > 0, define the half strip

Hx = {z |Re z ≥ x, −(2M + 1)π − arg λ < Im z ≤ (2M + 1)π − arg λ}.

We say that the orbit of z tends directly to ∞ in Hx if the entire orbit of z lies in Hx and
Re En+1

λ (z) > Re En
λ (z) for all n. Let ωs(x) denote the set of points in Hx whose orbits tend

directly to ∞ with itinerary s ∈ ΣM . It follows from [5] that there exists ζ ∈ R
+ such that

ωs = ωs(ζ) is a continuous curve of the form (t, hs(t)) with ζ ≤ t < ∞. The value ζ depends only
on M , not the particular sequence s ∈ ΣM . We call ωs the tail of I(s). Note that, by definition,
if z ∈ ωs, then En

λ (z) ∈ Hζ for all n ≥ 0.

By choosing ζ larger if necessary, we may assume that Eλ maps the vertical line Re z = ζ to a
circle that crosses both horizontal boundaries of Hζ at points with real parts strictly larger than ζ.
That is, the circle of radius |λ|eζ intersects Hζ to the right of the line Re z = ζ. Hence we define
the fundamental domain for the tails as

Fζ = {z ∈ Hζ | |z| < |λ|eζ}.

The portion of ω = ωs(ζ) contained in Fζ , denoted here by αs = αs(ζ), is called the base of the
tail. See Figure 1. It is well known (see [5]) that {αs | s ∈ ΣM} is homeomorphic to the product
of a Cantor set and the interval [0, 1).

We now fix s. To determine the set I(s), we pull back the curve ωs to produce a longer
curve (that will not in general be a graph of the form (t, hs(t)) as is ωs), each point of which
will have itinerary s ∈ ΣM . To accomplish this, we use the shift map σ : ΣM → ΣM defined as
σ(s0s1s2 . . .) = (s1s2s3 . . .). Hence ωσ(s) is a tail that properly contains the curve Eλ(ωs) since
Eλ(ωs) misses the base ασ(s). Consider Ls0(ωσ(s)), where Ls0 is the branch of the logarithm taking
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Figure 1: The set Hζ , the tail ωs and the base αs for some sequence s ∈ ΣM .

values in Rs0 . This is a continuous curve that lies in Rs0 and extends ωs. Clearly, any z ∈ Ls0(ωσ(s))
has itinerary s.

Inductively, consider
Ls0 ◦ . . . ◦ Lsn−1(ωσn(s)).

This backward induction is well defined unless this curve meets z = 0; however, as long as s is
a regular sequence, this backward process is far from z = 0. Hence this curve, by construction,
contains points with itinerary s, and each such curve extends its predecessor. Let

γ(s) =

∞
⋃

n=0

Ls0 ◦ . . . ◦ Lsn−1(ωσn(s)).

We call γ(s) the hair associated to s. Of course γ(s) ⊂ I(s). The following result for regular
sequences is proved in [5].

Theorem 2.1. Let s be a regular sequence. Then set I(s) is the union of γ(s) (the hair) and a
single point zs (the end point of the hair) whose orbit is bounded.

The above theorem fully characterizes the set I(s) for any λ in C and any regular sequence
s, and shows that the pullbacks of the curve ωs described above lands on a unique point with
bounded orbit and itinerary s.
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For most non-regular sequences, this situation is not true. On one hand, we may have, by
choosing convenient “new” fundamental domains, more than one tail following the sequence s and
tending directly to infinity. One the other hand, the pullback process described above may not
land at a particular end point but may become quite entangled and topologically very rich. The
aim of the paper is to show that this occurs in the case of Misiurewicz parameters, and precisely
for λ = 2πi.

3 The dynamical plane for λ = 2πi

For the remainder of this paper, we restrict attention to the case where λ = 2πi. Note that
E2πi(0) = 2πi, which is a repelling fixed point for E2πi. Hence this is a Misiurewicz parameter
value. From now on we denote E2πi by E.

The point 2πi is a repelling fixed point with regular sequence s = (111 . . .) with respect to the
fundamental domains Rk, k ∈ Z. Consequently, from Theorem 2.1, there is a unique hair, denoted
by γ2πi, corresponding to this sequence which lands at the endpoint z = 2πi.

Since 0 maps onto 2πi after one iteration of E, there is a preimage of γ2πi which is a hair
attached to 0. We denote this curve by γ0. The preimage of γ0 consists of infinitely many disjoint
curves, each of which extends from left to right across the entire plane. We denote these curves
by tj , j ∈ Z. We again index the tj so that j increases with increasing imaginary part (note that
tj+1 = tj + 2πi for each j). In particular, we choose t0 so that 0 lies in the region bounded by t0
and t1. Therefore 2πi lies in the strip bounded by t1 and t2.

We remark that t0 is asymptotic to the horizontal line y = −π
2 in the far right hand plane.

Consequently, tj is asymptotic to y = −π
2 + 2πj for each j. We also remark that, since E′(2πi) =

2πi, it can be shown that γ2πi spirals around 2πi in the clockwise direction. Therefore, the tj are
curves whose imaginary parts decrease in the far left half plane as depicted in Figure 2.

The curves tj provide us with a new set of fundamental domains in which we can define, as
before, itineraries for E. We denote by Tj , j ∈ Z, the open strip bounded above by tj+1 and below
by tj . Note that E maps Tj onto C − {γ0} in one-to-one fashion. The itinerary of z in these new
fundamental domains given by the Tj ’s is defined as in the above case of Rj ’s. In particular, the
points z lying on the curves tj have itinerary (j − 1)011 . . .. The Tj fundamental regions are more
natural (and useful) for coding itineraries than the previous Rk regions since the boundaries of
the strips are now dynamically defined. In [10] it is shown that the topological structure of the
set of all points sharing a specific itinerary with respect to the Tj partition, depends only on the
symbols of the itinerary.

To do so, we split the symbols 0 and 1 to 01, 02 and 11, 12, respectively. Precisely, the symbols
01 and 02 specify when the orbit of a point passes through T0 below or above γ0, respectively.
Similarly, the symbols 11 or 12 specify that, far to the right, a point passes through T1 below or
above γ2πi, respectively. As a consequence, far to the right, we consider the augmented partition
T̄j , j ∈ {−M, . . . ,−1, 01, 02, 11, 12, 2, . . . , M}.

Further, we say that s = (s0, s1, . . .) is an A–sequence (respectively B–sequence) if it con-
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Figure 2: The two families of fundamental domains Rj and Tj and the hairs γ0 and γ2πi. Under the action
of E, the boundaries of the domains Tj are mapped to γ0, γ0 is mapped to γ2πi and γ2πi is mapped to itself.

tains infinitely many (respectively, finitely many) symbols sj ∈ {−M, . . . , 0, 1, . . .M}, differ-
ent from 0 and 1. Similarly, we say that s̄ = (s0, s1, . . .) is an Ā–sequence (respectively B̄–
sequence) if it contains infinitely many (respectively, finitely many) augmented symbols sj ∈
{−M, . . . , 01, 02, 11, 12, . . .M}, different from 01, 02, 11 and 12. Note that, by taking preimages, we
may reduce the study of B− (and B̄−) sequences to sequences with (only) {0, 1} (and {01, 02, 11, 12})
symbols, respectively. In what follows, we will only consider this case.

Finally, we use the notation s = (s0, s1, . . .) ∈ ΣM when referring to either an A– or B–
sequence without the augmented symbols, and s̄ = (s̄0, s̄1, . . .) ∈ Σ̄M when referring to either an
Ā– or B̄–sequence with the augmented symbols.

Remark 3.1. There is a major difference between the A– and B–sequences and Ā– and B̄–
sequences. Indeed, not every augmented sequence is “admissible”, that is, for some s̄ there are no
points z ∈ C whose orbit tends directly to ∞ following such sequence. The transition matrix for
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B̄–sequences is given by

L =









0 1 1 0
1 0 0 1
0 1 1 0
1 0 0 1









where the rows and columns of L correspond in order to 01, 02, 11 and 12, so lij = 1 if and only if
i → j. For example, l0101 = 0 since 01 6→ 01 but l0102 = 1 since 01 → 02. The (non) admissibility of
Ā– and B̄–sequences make sense when looking for points in C whose orbit tends directly to infinity
in the asymptotic direction. In subsequent sections we will see that there are points following “non
admissible” sequences but not tending directly to infinity.

Remark 3.2. A sequence s and its augemtation s̄ are related as follows. Let π : Σ̄M → ΣM be
the projection map given by simply erasing the superscripts. If s is an A–sequence, then there
exists a unique admissible Ā–sequence, s̄, such that π(s̄) = s, while if s is a B–sequence, then
there exist exactly two admissible B̄–sequences, s̄1 and s̄2 such that π(s̄i) = s, i = 1, 2. For
instance, the two admissible B̄–sequences corresponding to the B–sequence s = (1, 0, 1, 0, . . .) are
s̄1 = (11, 02, 12, 01, . . .) and s̄2 = (12, 01, 11, 02, . . .), while the unique admissible Ā–sequence corre-
sponding to the A–sequence s = (0, 1, 2, 0, 1, 2, . . .) is s̄ = (02, 12, 2, 02, 12, 2, . . .).

3.1 Hairs in Tj

We redefine as in the previous section the set Hx with respect the new partition Tj where the
top and bottom horizontal boundaries are now given by tM+1 and t−(M+1). By choosing ζ large
enough, E maps the vertical line Re z = ζ to a circle that crosses these boundaries at points with
real parts strictly larger than ζ.

In [10] it is shown that the set of points in Hζ whose orbit tends directly to ∞ with itinerary
s has a different structure depending upon the sequence s. More precisely, we have

Lemma 3.1. Choose ζ > 0 large enough.

(a) If s is an A–sequence, then the set of points, ωs, lying in Hζ whose orbit tends directly to ∞
(inside Hζ) with itinerary s is a continuous curve extending to infinity.

(b) If s is a B–sequence (s̄1 and s̄2 are the two corresponding B̄–sequences), then the set of
points in Hζ whose orbits tend directly to ∞ (inside Hζ) with itinerary s is the union of
two disjoint continuous curves extending to infinity, denoted by ωs̄1 and ωs̄2 and following,
respectively, the B̄–sequences s̄1 and s̄2.

In particular, if s starts with 1 (respectively 0) then ωs̄1 lies below γ2πi (respectively γ0) and ωs̄2

lies above of γ2πi (respectively γ0).

As in Section 2, the ω–curves are called tails and the set Fζ = {z ∈ Hζ | |z| < 2πeζ} is the
fundamental domain of the tails. Finally, the portions of the ω–curves lying in Fζ are called bases
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of the tails. We let αs denote the base of the tail ωs when s is an A–sequence, and we let αs̄1 and
αs̄2 denote the bases of the tails ωs̄1 and ωs̄2 when s is a B–sequence.

By definition, for a fixed s, the tail ωs for A–sequences and the tails ωs̄1 and ωs̄2 for B–sequences
belong to I(s). To characterize the entire set I(s), we need to pull these tails backward. The fact
that the orbit of the asymptotic value z = 0 lands in one iteration at z = 2πi ensures that this
backward iteration process is well defined for any s that does not end in all 1’s.

From the discussion above, it seems natural that this pullback procedure will produce different
topological structures depending upon whether s is an A– or a B–sequence. Indeed, as in Section
2, if s is an A–sequence, we denote by γs the hair associated to s (that is, the limit of the backward
iteration process applied to ωs), and, if s is a B–sequence, we denote by γs̄1 and γs̄2 the hairs
associated to s (that is, the limit of the backward iteration processes applied to ωs̄1 and ωs̄2).

The following result characterizes the set I(s) for a large collection of A– and B–sequences (see
[10]).

Proposition 3.2. Let s = (s0, s1 . . .) be an A– or B–sequence for which there exists K ∈ N such
that s contains no string of consecutive 1’s whose length is greater than K. Then

(a) If s is an A–sequence, then the set I(s) is a hair, i.e., the union of the continuous curve γ(s)
and a single point zs (the endpoint) whose orbit is bounded and has itinerary s.

(b) If s is a B–sequence then the set I(s) is the union of two disjoint continuous curves γs̄1 and
γs̄2, with π(s̄i) = s, i = 1, 2. Each of these curves meet at a common endpoint zs whose orbit
is bounded with itinerary s.

From the above result we conclude that, in order to complete the characterization of the sets
I(s), we must consider sequences with strings of 1’s with arbitrarily (but finite) large length. As a
preliminary observation we show that, with a single exception, the set I(s) is always bounded to
the left.

Lemma 3.3. Suppose that s ∈ ΣM and s 6= (k, 0, 1, 1, 1, . . .) for some k. Then I(s) lies in
Re (z) > x for some x > −∞.

Proof. Assume that s = (k, 0, 1, . . . , 1, sl, . . .), where sl 6= 1 denotes the lth term of the sequence.
The proof now follows by noting that points arbitrarily far to the left have sequences with an
arbitrarily long string of 1’s after the 0 entry.

4 Indecomposable continua for λ = 2πi

Our main goal in this section is to show that if the lengths of the strings of 1’s in a given sequence
grows exponentially fast, then the set I(s) is no longer a hair but rather contains an indecomposable
continuum. The following theorem due to Curry [6] gives a useful criterion for the existence of an
indecomposable continuum

Theorem 4.1. Suppose that X is a one-dimensional nonseparating plane continuum which is the
closure of a ray that limits upon itself. Then X is indecomposable.

8



4.1 Targets in Hζ

We now set up targets around the nth images of the bases αs (αs̄1 and αs̄2 if s is a B–sequence) of
each tail ωs (ωs̄1 and ωs̄2 if s is a B–sequence). The construction is similar to the one in [11]. Let

V (ξ, η) = {z ∈ Hζ | ξ − 1 ≤ Re z ≤ η + 1}.

By definition V (ξ, η) is a “rectangle” bounded above and below by segments of tM+1 and t−M−1,
respectively.

Proposition 4.2. Let ζ be large enough. The following statements hold.

(a) Given any n ∈ Z
+, there exist ξn, ηn ∈ R

+ such that the nth iterate of all of the bases of the
tails belongs to the interior of V (ξn, ηn), called the nth target for E.

(b) Let l ≥ 0. Then, for any n ≥ 0,

E(V (ξn, ηn+l)) ⊃ V (ξn+1, ηn+1+l).

The following proof is quite similar to the proof of Proposition 3.1 and Proposition 3.2 in
[11], although, in our case, we must substitute the map z → ez by E2πi. Also, note that when
considering B–sequences, αs is substituted by αs̄1 and αs̄2 . We provide the proof of the above
proposition for completeness.

Proof. First we prove (a). Since the fundamental domain for the tails Fζ is contained inside
{z | |z| = 2πeζ}, we let ξ0 = ζ and η0 = 2πeζ . Then αs ⊂ V (ξ0, η0), for A–sequences, and also
{αs̄1 , αs̄2} ⊂ V (ξ0, η0), for B–sequences. We also have |En(z)| ≤ En+1(ζ) for each z in any base
of the tails. So we set ηn = En+1(ζ). Since the closure of the union of the αs for all s ∈ ΣM is
compact (here we also include the bases whose itinerary ends in all ones), and all orbits of points
in this union move to the right under Ej , it follows that there exists a maximal ξn such that Re
En(z) ≥ ξn for each z in the union of the bases of the tails.

Therefore we choose ξn to be the maximal value for which the nth iterate of all the bases of
the tails lies to the right of Re z = ξn.

Next we prove (b). We consider the case l = 0 (the case l > 0 follows similarly). We choose
ζ large enough so that the image of the vertical line Re z = ζ meets the strip Hζ in an arc
whose real part is never less than eζ − 1. Because of this, if w and E(w) lie in Hζ , then we have
Re E(w) ≥ |E(w)| − 1. This follows since the image of this line is an “even more vertical” arc in
Hζ .

Take V (ξn, ηn) to be the region bounded on the left by ξn − 1 and to the right by ηn + 1.
From the above discussion, ξn+1 is bigger than 2πeξn − 1. Hence the left hand side boundary of
V (ξn+1, ηn+1) is bigger than 2πeξn − 2. In contrast, eξn−1 = 2πe−1eξn , so 2πe−1eξn < 2πeξn − 2,
as desired.

Turning our attention to the right hand side inequality, notice that ηn+1 = 2πeηn . In contrast
the exponential of the right hand side boundary of V (ξn+1, ηn+1) has real part much bigger than
2πeeηn − 1 > 2πeηn , as desired.
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Let s to be an A–sequence. We next enlarge the base αs inductively to obtain an increasing
sequence of curves αs,n that satisfy the following three conditions:

(i) αs,0 = αs (the base),

(ii) αs,n+1 ⊃ αs,n, and

(iii)
⋃

n

αs,n = ωs.

To construct αs,1, consider the bases ασ−1(s). This is a finite collection of bases, one in each
Tj , j ∈ {−M, . . . , M}. The set E(ασ−1(s)) maps into an arc of ωs and to the right of αs. Let

αs,1 = αs,0 ∪ E(ασ−1(s)),

so this is a subset of ωs that extends αs to the right. It we write

αs,n = αs,n−1 ∪ En(ασ−n(s)),

it is easy to check that the αs,n have the above three properties. We call the αs,n the n–initial
portions of the tail.

Similarly, we expand the bases αs̄1 and αs̄2 when s is a B–sequence, π(s̄i) = s, i = 1, 2.
In this case, the above inductive procedure allows to define αs̄1,n and αs̄2,n, respectively. Note
that, for example, σ−1(11, 02, 12, 01, . . .) consists of the two B̄–sequences (01, 11, 02, 12, 01, . . .) and
(11, 11, 02, 12, 01, . . .). Similarly, σ−1(12, 01, 11, 02, . . .) consists of the two augmented sequences
given by (02, 12, 01, 11, 02, . . .) and (12, 12, 01, 11, 02, . . .).

By construction, the targets V (ξn, ηn+l) cut across the fundamental domains T0 and T1 for
any n ∈ Z

+. Consequently, we may denote by W i(ξn, ηn+l), i = 1, 2, the compact connected
regions V (ξn, ηn+l) ∩ T1, lying below and above γ2πi, respectively. The next step is to show that,
by considering appropriate preimages of the sets W i(ξn, ηn+l), we end up with a nested sequence
of neighborhoods of either αs,l if s is an A–sequence, or, either αs̄1 or αs̄2 if s is a B–sequence. We
note that, because of Proposition 3.2, we may assume that s ∈ ΣM has infinitely many 1’s.

The next lemma is a restatement of Corollary 3.4 in [11].

Lemma 4.3. Let ℓ ≥ 0 and s = (τ0, 1, τ1, 1, τ2, 1, . . .) ∈ ΣM , where τi, i = 0, 1, 2, . . . are blocks of
symbols in {−M, . . . , 0, 1, . . .M} of length ni. Let mj = j + n0 + n1 + . . . + nj , j ≥ 0.

(a) If s is an A–sequence and s̄ is its unique augmentation, then the sets

Ls0 ◦ · · · ◦ Lsmj

(

W ρ(mj)(ξmj
, ηmj+l)

)

(1)

where

ρ(mj) =

{

2 if s̄mj+2 6= {02, 11},

1 if s̄mj+2 = {02, 11}

form a nested sequence of subsets of V (ζ, ηℓ). As mj → ∞ these neighborhoods tend to a
portion of the curve ωs that contains at least αs,ℓ.
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(b) If s is a B–sequence and s̄1 and s̄2 are the two augmentations of s, then

Ls0 ◦ · · · ◦ Lsmj

(

W i(ξmj
, ηmj+l)

)

, i = 1, 2, (2)

form two nested sequences of subsets of V (ξ0, ηℓ). As mj → ∞ these two families of neigh-
borhoods tend to the portions of the curves ωs̄1 and ωs̄2 that contains at least αs̄1,ℓ and αs̄2,ℓ.

Proof. We first prove (a). Since s is an A–sequence, there is a unique augmentation s̄. Note that
the superscript corresponding to s̄mj+1 depends on the next symbol, s̄mj+2. More precisely, this
superscript is 1 if s̄mj+2 = 02 or 11, or 2 otherwise.

Hence, from Proposition 4.2(b), the sets given by (1) form a nested sequence in V (ζ, ηℓ). Notice
that |E′| > 1 in Hζ and the only points in Hζ whose orbits tend directly to ∞ with A–itinerary s

are those in ωs (which is a unique curve because s is an A–sequence).

We claim that such a nested sequence of subsets contains αs,ℓ, l ≥ 0. The claim is straight-
forward for l = 0, since En(αs) ∈ V (ξn, ηn), n ≥ 0 (i.e., En(αs) ∈ W ρ(n)(ξn, ηn), n ≥ 0 for the
suitable n and ρ(n)). So, when considering the k–preimages with k = 1, . . . n of the W–boxes,
following the sequence s, we found inside the En−k(αs). The process finish at αs itself, as desired.

To see the claim with l > 0 we notice that in V (ξn, ηn+l) we have a connected segment of ws

including En(αs) ∪ . . . ∪ En+l(αs). So, the preimage argument above only shows that we finish
at some portion of αs,l (remember that αs,l is constructed by adding the union of the successives
imatges of all sequences σ−i(s), i = 1 . . . l). To finish the proof we use the same preimages
argument not only to the sequence s but to all sequences of the form σ−i(s), i = 1 . . . l (that is,
we take preimages of En(ασ−i(s)) ∪ . . . ∪ En+l(ασ−i(s)), i = 1, . . . l).

Now we prove statement (b). Since s is a B–sequence, there are exactly two augmentations,
s̄1 and s̄2, corresponding to s. Therefore, at each j–step in (2), we get two subsets of V (ζ, ηℓ)
depending on i being equal to 1 or 2. The rest of the argument is similar to the previous case.

Remark 4.1. In Lemma 4.3(b), each step gives two subsets of V (ζ, ηℓ) depending on i = 1, 2. It
is not true in general that, as mj → ∞, for i = 1 (respectively i = 2) we get a nested sequence
of subsets that contains precisely αs̄1,ℓ (respectively αs̄2,ℓ), or viceversa. The lemma only states
that, as mj → ∞, and according to the B̄–sequences s̄1 and s̄2, we end up with two disjoint nested
sequences of subsets in V (ζ, ηℓ).

In the next section we use the above results to show the existence of different types of inde-
composable continua when the sequence has strings of 1–symbols that grow exponentially fast.

4.2 Indecomposable continua for B–sequences

The first step in our construction is to find special B–sequences (that is, sequences with only 0’s
and 1’s as entries) for which the extended tails lie arbitrarily far into the left hand half plane.
We say that two continuous curves parametrized by (x, hi(x)), x > x0, i = 1, 2 are ǫ-close if
|h1(x) − h2(x)| < ǫ, for all x.
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We start the construction by considering B–sequences of the form 1kt where 1k denotes a string
of 1’s of length k, and t = (t0, t1, t2, . . .) is any B–sequence not ending in all 1’s. So, 11

k t̄1 and 12
k t̄2

denote the two admissible augmentations corresponding to 1kt. Finally ω11
k
t̄1

and ω12
k
t̄2

denote the
two tails corresponding to the B–sequence 1kt.

Let ǫ > 0 and let Dδ
2πi be the disk surrounding z = 2πi with radius δ > 0. For k large enough

we may assume that ω1i
k
t̄i
, i = 1, 2 are ǫ–close curves in [ζ,∞), one below and one above ω2πi,

the tail of the hair γ2πi. If we pull back these two curves by applying L1 (the inverse function
of E taking values in T1) we obtain two new curves ̟1i

k+1 t̄i
, i = 1, 2 whose points have itinerary

1k+1t. These curves are ǫ–close over the domain [log ζ,∞]. Continuing the pull back via successive
applications of L1, we find a first positive integer r such that the two curves ̟1i

k+r
t̄i
, i = 1, 2 are

ǫ–close to each other (and to γ2πi), extend to ∞ to the right, and their left hand end lie inside
Dδ

2πi.

At this stage, we pull back the curves ̟1i
k+r

t̄i
once more but now using L0 (the inverse function

of E taking values in T0). We get two new curves, denoted by ̟0i1i
k+r

t̄i
, i = 1, 2, one below and

one above γ0, respectively. These curves extend to ∞ to the right and their left hand end lie inside
Dδ

0 (that is, the disk centered at z = 0 of radius δ). The points in ̟0i1i
k+r

t̄i
follow the B̄–sequence

0i1i
k+r t̄i, i = 1, 2.

Finally, we pull back the two curves once again by using L0 to obtain two curves in T0. The two
curves, ̟010212

k+r
t̄2

and ̟020111
k+r

t̄1
, which we call extended tails, contain the two tails ω010212

k+r
t̄2

and ω020111
k+r

t̄1
, and points on them follow the B–sequence 001k+rt (precisely, in terms of B̄–

sequences, they follow 010212
k+r t̄2 and 020111

k+r t̄1, respectively). They extend arbitrarily far to the
left as long as we start all the construction with a k large enough. Consequently they are part of
γ010212

k+r
t̄2

and γ020111
k+r

t̄1
, respectively. In short, we have shown that

Lemma 4.4. Given any µ < 0, there exits K > 0 such that for all k > K, there exist two
continuous curves, ̟010212

k
t̄2

and ̟020111
k
t̄1
, satisfying:

(a) these curves are the extended tails that follow the B̄–sequences 010212
k t̄2 and 020111

k t̄1, respec-
tively; and

(b) they cross Re z = µ in the far left half plane.

We wish to show that, for any n, the forward image of the targets V (ξn, ηn) map in a convenient
way onto the two curves constructed above. We say that ϑk = (θ0, θ2, . . . , θk−1) is a B-block of
length k if it is an string of B–symbols of length k. Let ϑ̄k,1 and ϑ̄k,2 denote the two B̄-blocks of
length k, correspondingly.

Proposition 4.5. Let l ≥ 0, k > 0 and n > 0. Let t be any B–sequence and ϑn be any B–block of
length n. Let Θ = ϑn1001kt be a B–sequence and let Θ̄1 = ϑ̄n,11

1020111
k t̄1 and Θ̄2 = ϑ̄n,21

2010212
k t̄2

its augmentations. Then there exist K > 0 such that for all k > K, the following statements hold.

12



(a) The forward image of W 2(ξn, ηn+l) cuts twice (once far to the left and once far to the right)
across the extended tail ̟010212

k
t̄2
, and cuts once (to the left) across the extended tail ̟020111

k
t̄1
.

(b) The forward image of W 1(ξn, ηn+l) cuts once (to the right) across the extended tail ̟020111
k
t̄1
.

(c) The hair γΘ̄2
passes twice and the hair γΘ̄1

passes once through

Lθ0 ◦ . . . ◦ Lθn−1

(

W 2(ξn, ηn+l)
)

. (3)

(d) The hair γΘ̄1
passes once through

Lθ0 ◦ . . . ◦ Lθn−1

(

W 1(ξn, ηn+l)
)

.

Remark 4.2. The piece of the hair γΘ̄1
passing through the set defined in (3) follows a “non

admissible” B̄–sequence, precisely, ϑ̄n,11
2010212

k t̄2 (from Remark 3.1 we see that 12 cannot be
followed by 01). Although this seems a contradiction, we notice that these points follow such
itinerary but they do not tend directly to infinity. So, the admissibility condition (introduced in
Remark 3.1) does not apply. Formally, after n + 1 iterates of the exponential this piece of the
hair is mapped to the left hand side of the extended tail ̟010212

k
t̄2
. Hence they follow the desired

B–itinerary (even though the B̄–itinerary is not admissible), by moving from right to left in C.

Proof. Consider the region T0 ∩Hζ . We denote by U01 and U02 the two subregions in T0 ∩Hζ that
lie below and above of the tail of γ0 respectively. Similarly, define the regions U11 and U12 inside
the set T1 ∩ Hζ . Let us fix n.

Clearly, E(W 2(ξn, ηn+l)) is a portion of an annulus originating at γ2πi and ending at γ0 from
below. Hence, this image crosses T0 far to the left and crosses U01 far to the right. On the other
hand, E

(

W 1(ξn, ηn+l)
)

consists of a portion of a “rectangle” far to the right, extending from γ0

to γ2πi from below (that is, the image cuts across U02 ∩ U11). See Figure 3.

Therefore, statements (a) and (b) are easy corollaries of Lemma 4.4, since the extended tails
̟010212

k
t̄2

and ̟020111
k
t̄1

extend arbitrarily far to the left as long as k is large enough.

We claim now that statements (c) and (d) follow from the above statements (a) and (b), and
Lemma 4.3(b). To see this we note that for the suitable k defined above, the following statements
hold.

(i) There are in W 2(ξn, ηn+l) two different pieces of the hair γΘ2 . One is mapped by E to the
right hand side of the extended tail ̟010212

k
t̄2

(that is, the tail of the hair γ010212
k
t̄2

), and the
other is mapped by E to the left hand side of the extended tail ̟010212

k
t̄2

.

(ii) There is in W 2(ξn, ηn+l) a piece of the hair γΘ1 , mapped by E to the left hand side of the
extended tail ̟020212

k
t̄2

. Note this piece follows the non admissible B̄–sequence 12020111
k t̄1 as

it was explained in Remark 4.2.
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̟020111

k
t̄1

̟010212

k
t̄2

γΘ̄2

γΘ̄2

γΘ̄1

γΘ̄1

γ2πi

γ0

Figure 3: The geometric explanation of Proposition 4.5. The arrows denote the forward image of the pieces
of γθ1

and γθ2
.

(iii) There is in W 1(ξn, ηn+l) one piece of the hair γΘ1 , which is mapped by E to the right hand
side of the extended tail ̟020111

k
t̄1

(that is, the tail of the hair γ020111
k
t̄1

). Since the extended
tail ̟020111

k
t̄1

is a connected set and E is a continuous map, the two pieces of the hair γΘ1

lying in W 1(ξn, ηn+l) and W 2(ξn, ηn+l) are connected to each other.

(iv) Pulling back W i(ξn, ηn+l), i = 1, 2 by following the B-block ϑn as in Lemma 4.3, we produce
the desired nested subsets of V (η0, µl).

Remark 4.3. Note that all of the previous results hold for infinitely many B–sequences, since we
use an arbitrary B–sequence t that does not terminate in all 1’s.

Now we state and prove the main result of this paper.

Theorem 4.6. Given an infinite sequence of B–blocks {τm1 , τm2 , . . .} we may find an increasing
sequence of integers kj such that the B–sequence s given by

s = τm11001k1τm21001k2τm3 . . .

is admissible and has the property that I(s) consists of either an indecomposable continuum in the
Riemann sphere and a distinguished curve that accumulates on it, or else the closure of a pair of
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curves that accumulate on themselves as well as on each other. In this case the set of accumulation
points is an indecomposable continuum. The fact that we have one case or the other only depends
on the initial sequence of B–blocks {τm1 , τm2 , . . .}.

Proof. Let l ≥ 0, k0 = 0 and define

pi = m1 + . . . + mi + k1 + . . . + ki−1 + 3(i − 1) + 1, i > 0.

We also construct inductively B–sequences βj , j > 0, given by

βj = τm11001k1τm21001k2 . . . τmj
1001kj

t, (4)

in the following way. First, let t be any B–sequence not ending in 1, and note that each pi term
in βj , i ≤ j, corresponds to the symbol 1. From Proposition 4.5, we choose kj (at each step) in
such a way that the forward image of W 2(ξpj

, ηpj+l) cuts across all extended tails ̟010212
kj

t̄2
twice

(one far to the left and one far to the right), and cuts across the extended tails ̟020111
kj

t̄1
once far

to the left. Moreover, W 1(ξpj
, ηpj+l) cuts across the extended tails ̟020111

kj
t̄1

only once.

As j tends to infinity, the limit of this inductive construction defines a B–sequence s for which
I(s) will satisfy the statements of the theorem. Nevertheless, the above construction does not
define s uniquely, because the blocks 1kj

can be chosen arbitrarily as stated in Proposition 4.5,
but we fix one of those possible choices.

Let s1 and s2 be the augmentations of s and similarly, let βj,1, βj,2 be the augmentations of βj .
By construction the pj terms in each s̄i (similarly in each β̄j,i) are either 11 or 12. Moreover, if it
is 11 for s̄1 (respectively β̄j,1), then it is 12 for s̄2 (respectively β̄j,2), and viceversa.

To see this we divide the proof into two cases.

Case (i). Each s̄k may have a finite number (possibly zero) of symbols 11 or 12 at the pjth
position. We may assume, without loss of generality, that all of the pj terms in s̄1 are 12 symbols,
and consequently all of the pj terms in s̄2 are 11 symbols.

Let j > 0. By construction, we must have three disjoint pieces of curves in W 2(ξpj
, ηpj+l)

satisfying the following: Two of them land after one iteration on the extended tail following the
B̄–sequence σpj+1(s̄1); one far to the left and one far to the right (remember that, by hypothesis,
s̄1 is such that has a 01 in the pj + 1 term). Of course, these two pieces belong to the same
extended tail since they are disjoint parts of the preimage of an extended (connected) tail. The
third piece lands (after one iteration) on the left hand side of the extended tail following the non-
admissible B̄–sequence, σpj+1(s̄2). Moreover we must have in W 1(ξpj

, ηpj+l) a unique piece of the
curve landing (after one iteration) on the extended tail following the B̄–sequence σpj+1(s̄2).

So, if we regard the B–block τm11001k1τm2 . . . tmj
as the B–block ϑn in Proposition 4.5, and

Lemma 4.3(b) is applied, it is easy to see that, after going back through the suitable inverses of
the exponential (following the B–itinerary), we end up in one of the two subsets of V (η0, µl) corre-
sponding to the preimages of W i(ξpj

, ηpj+l), i = 1, 2. One of them (the preimage of W 2(ξpj
, ηpj+l))

includes αsl,1
as well as two further pieces of curves having the desired B itinerary. Indeed, one
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of them is a piece of the hair γs̄1 and the other is a piece of the hair γs̄2 . The other subset (the
preimage of W 1(ξpj

, ηpj+l)) includes αsl,2
.

Since we are assuming that s̄1 has 12 in all of the pj terms, as j → ∞, the above construction
gives two nested sequences of subsets of V (η0, µl) satisfying the same statement at each step, in the
sense that one of the nested sequence includes αsl,1

(a piece of the hair γs̄1) as well as another piece
of the hair γs̄1 , and a piece of the hair γs̄2 . The other nested sequence includes αsl,2

. In summary,
we have shown that the hairs γs̄1 and γs̄2 accumulate on the tail γs1 (since they accumulate on
s̄l,1, l ≥ 0) while the hair γs̄2 does not accumulate onto itself.

To see that γs̄1 and γs̄2 indeed accumulate on points in γs̄1 that do not lie in the tail, we note
that we may perform the same construction for the sequences

τmi
1001ki

τmi+11001ki+1τmi+2 . . . , i = 1, 2, 3, . . . .

Then we may pull the corresponding hairs and their accumulations back by the appropriate loga-
rithms to show that γs̄1 as well as γs̄2 must accumulate on any point in the hair γs̄1 . Consequently,
I(s) is the union of a curve that accumulates on itself and another curve that accumulates on the
first curve.

Case (ii). Here we may assume the symbols 11 and 12 appear infinitely many times in the pjth
positions for both augmented sequences s̄1 and s̄2. Consequently, we may consider two infinite
subsequences, denoted by pj1 and pj2 , such that the terms pj1 of s̄1 are all 12 while the terms pj2

of s̄2 are all 12.

We may now apply a similar argument to the pjk
subsequences. So, if we regard the B–block

τm11001k1τm2 . . . tmjk
as the B–block ϑn in Proposition 4.5, and apply Lemma 4.3(b), it is easy to

see that after pulling back through the suitable inverses of the exponential, we end up in two subsets
of V (η0, µl), namely, the corresponding preimages of W i(ξpjk

, ηpjk
+l), i = 1, 2. The preimage of

W 2(ξpjk
, ηpjk

+l) will include αsl,k
(a piece of the hair γsk

) as well as pieces of the hairs s̄1 and s̄2.

On the other hand, the preimage of W 1(ξpjk
, ηpjk

+l) will include αsl,d
, d 6= k (a piece of the hair

γsd
).

It follows that each of the hairs s̄1 and s̄2 accumulates on itself as well as each other. Hence
the set of accumulation points of both curves is an indecomposable continuum.

Finally we claim that these hairs do not separate the plane. If this were not the case, then
one of the complementary domains would necessarily be a wandering domain. This contradicts
Sullivan’s Theorem. See [17], [23].

Remark 4.4. The case of A–sequences can also be studied to find indecomposable continua under
certain (similar) conditions on the s sequence. However it does not introduce any new phenomena
(in the topology of the indecomposables).
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5 Dynamics for B-sequences

Previous work related to the topology and dynamics of the set I(s) that appear in [7], [11] and [21]
have shown the duality within the complexity of the topology and the simplicity of the dynamics.
Our case is no exception to this rule although the dynamics for λ = 2πi has a peculiar behavior
not found in previous cases. Indeed, there is no point with bounded orbit following a sequence like
in Theorem 4.6.

Lemma 5.1. Let s = τm11001k1τm21001k2τm3 . . . as in Theorem 4.6. Then, any point z ∈ I(s)
has an unbounded orbit.

Proof. The result is trivial if z is a point in one of the hairs γsj
, j = 1, 2. So assume z ∈ I(s)−(γs1∪

γs2) and we proceed by contradiction. Suppose there exist real numbers −∞ < a < 0 < b < ∞, so
for i = 0, 1, we can define the regions

Qi = {z| a ≤ Re z ≤ b} ∩ Ti

whose union contain the orbit of z. Note that the left hand boundary of these regions, Re(z) = a,
is mapped to a circle around 0 of radius r = |E(a)|. Denote by D(0, r) the open disk around z = 0
of radius r and assume D(0, r) is completely contained in R0 (otherwise we may adjust the value
of a to accomplish this). Note that the region Re(z) < a is mapped to the interior of this disk. Let
D(2πi) denote the image of D(0, r) under E and again, assume D(2πi) is completely contained
inside Q1.

Let L1 denote the branch of E−1 restricted to the strip T1. Note L1 is an strict contraction
inside Q1. Then, since 2πi is the only repelling fixed point in Q1, we may find an integer N > 0
large enough so

LN
1 (Q1) ⊂ D(2πi).

Since the sequence kn in increasing and unbounded, we can find an integer n0 for which kn > N for
each n > n0. Let zj = Ej(z) be the point in the orbit of z that follows the itinerary 1kn

τmn+1100 . . . .
This implies that zj ∈ D(2πi) and thus, the point zj−2 that follows the itinerary 001kn

τmn+1100 . . .

must lie to the left of the region Q0, giving us a contradiction.

Now we state the main result of this section.

Theorem 5.2. Assume s is a sequence that satisfies the conditions of Theorem 4.6. Let s̄1 and
s̄2 be the two possible augmentations of s and let z ∈ I(s). Then,

(a) If z is a point in one of the hairs γs̄1 or γs̄2, then the ω-limit set of its orbit is the point at
infinity.

(b) Otherwise, the ω-limit set of the orbit of z contains the orbit of 0 and the point at infinity.
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Proof. Assume z belongs to one of the hairs γs̄j
and let ωs̄j

denote the tail associated to this hair.
By definition, every point in ωs̄j

escapes to infinity. Moreover, γs̄j
is constructed by successive

pullbacks of its tail. Hence, every point in the hairs are wandering points with the point at infinity
as its ω-limit set. So, statement (a) is proved.

Statement (b) is a consequence of Lemma 5.1. If z does not belong to any of the hairs γs̄j
, j =

1, 2, then it cannot escape directly to infinity inside Hζ . However, since it follows the itinerary
given by the sequence s, from Lemma 5.1, its orbit cannot be bounded. So it must visit points
with arbitrary big negative real part (inside T0 ∪ T1). Consequently it must pass through any
arbitrarily small neighborhood of 0. Of course this also implies that the orbit passes arbitrarily
close to z = 2πi and infinity, as desired.
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Figure 4: The geometric explanation of Theorem 4.6. We assume that the B–sequence starts with the
symbol 0. After taking the preimages of V (ξpj

, ηpj+l) by E, we find a nested sequence of neighborhoods of
the two bases of the tails αs1,l

and αs2,l
in V (η0, µl)

20


