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In this work we investigate the dynamics of a piecewise linear 2D discontinuous map modeling
a simple network showing the Braess paradox. This paradox represents an example in which
adding a new route to a specific congested transportation network makes all the travelers worse
off in terms of their individual travel time. In the particular case in which the modeled network
corresponds to a binary choice situation, the map is defined on two partitions and its dynamics
has already been described. In the general case corresponding to a ternary choice, a third par-
tition appears leading to a significantly more complex bifurcation structures formed by border
collision bifurcations of stable cycles with points located in all three partitions. Considering a
map taking a constant value on one of the partitions, we provide a first systematic description
of possible dynamics for this case.

Keywords: piecewise smooth maps; discontinuous maps; border collision bifurcations; Braess
paradox;

1. Introduction

The Braess paradox, initially introduced in [Braess,
1968], is an example of a counter-intuitive situation
in which making an additional resource available de-
creases the overall performance of a system instead
of increasing it. In particular, referring to selfish
routing of agents in a network it is possible to show

that adding edges to a network can increase the la-
tency incurred by all of the traffic at equilibrium
(an equivalent characterization in which edges are
removed is presented in [Lin et al., 2011]).
As pointed out by Korilis et al., this is not a real
paradox but rather an “instance of the Pareto ineffi-
ciency of non-cooperative equilibria” [Korilis et al.,
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(a) (b)

Fig. 1. Networks for the Braess paradox example (a) before and (b) after introducing an additional edge.

1999, p.215]. Nevertheless the original paper by
Braess has received an impressive numbers of ci-
tations with applications to several fields such as
transportation [Nagurney & Boyce, 2005], commu-
nication [Altman et al., 2008], computer science
[Roughgarden & Tardos, 2002], economic planning
[Malkevitch, 2011] and even to outbreaks of global
infectious diseases [Zhang et al., 2013].

The Braess paradox can be illustrated by the ex-
ample shown in Fig. 1. Assume, there is a unitary
mass of commuters moving from Start (S) to End
(E), and there are two symmetrical routes from S
to E each of which consisting of a section of road
and a bridge, as shown in Fig. 1(a). The time spent
along segments S→R and L→E does not depend on
traffic and takes tLE = tSR = 27 minutes. On the
contrary, the bridges are bottlenecks: the time spent
along segments S→L and R→E is proportional to
the number of commuters, i.e., tSL ·z = tRE ·z = 24z
minutes, where z ∈ [0, 1] is the fraction of the pop-
ulation using that segment. In this network there is
a Nash equilibrium with commuters splitting in two
equal groups at S, so that both roads take a total
travel time of 39 minutes. Now we assume that a
very fast road is built connecting L to R in tLR = 3
minutes, as shown in Fig. 1(b). In the augmented
network there is a new Nash equilibrium in which
the entire population chooses route S→L→R→E
with 51 minutes total travel time. Therefore, adding
a link to a network with linear costs depending on
congestion, when each user independently seeks the
best possible route, the total travel time may in-
crease.

Although a lot of interest has been devoted to sev-
eral aspects of the Braess paradox, contributions
analyzing it from the dynamical point of view are
scant. For example, starting from the contributions
[Bischi et al., 2009a], [Bischi et al., 2009b] on the
dynamics of impulsive agents facing binary choices,
[Dal Forno & Merlone, 2013a] analyzes the Braess
paradox as a ternary choice problem and provides
a first analysis of the border collision bifurcation
curves. However, the complexity of the bifurcation
structures appearing in this case has not been ex-
plained so far. The goal of the present paper is to an-
alyze how the bifurcation structures are influences
by introducing a third choice (the new link). In par-
ticular, the goal is to determine the regularities in
the appearance of cycles with points located in all
three partitions.

The paper is organized as follows. In Sec. 2 the
model considered in this work is introduced. Start-
ing from the network mentioned above a model in
form of a piecewise linear discontinuous 2D map is
developed. First, in Sec. 3 the behavior of this map
is briefly described in the case when only two routes
are available and the third route is still not intro-
duced, i.e., in the binary choice situation. There-
after, in Sec. 4 the main subject of the paper is ad-
dressed, namely the full network with three routes,
corresponding to the ternary choice situation. The
bifurcation structures appearing in this case turn
out to be much more complex than in the binary
choice situation, as the map is defined on three
partitions instead of two. To explain this complex-
ity, in Sec. 5 we consider a particular parameter
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plane defined by the condition that the investigated
map takes a constant value on one of its partitions.
This property makes possible to predict which cy-
cles exists in this parameter plane. Eventually, the
obtained results are transferred back to the origi-
nal parameter plane of interest, explaining a large
part of its bifurcation structures (although not all of
them). Additionally, in Sec. 6 we discuss some bifur-
cation phenomena which cannot be explained when
considering only the map with a constant value on
one partition. Sec. 7 concludes.

2. Model

A dynamic formulation of a population interacting
on a network such as the one shown in Fig. 1 is
derived in [Dal Forno & Merlone, 2013a] and [Dal
Forno et al., 2014]. For the sake of brevity we de-
note route S→L→E with L, route S→L→R→E
with M, and route S→R→E with R.
Compared to the basic network in Fig. 1(a), the new
link in the augmented network in Fig. 1(a) makes a
new possibility available: now the commuters have
three choices, where the new one is routeM. Mod-
els with three choices in discrete time have been
introduced in [Dal Forno et al., 2012] and in con-
tinuous time in [Sandholm, 2010]. In this paper we
analyze the dynamics when the travel time tLR for
the new route varies in a range that makes this link
a dominant choice for some values of parameters,
and a dominated choice for others.
We indicate by x ∈ [0, 1] the fraction of the unitary
population choosing the route L, and by y ∈ [0, 1]
the fraction choosing the route R. Consequently,
the fraction of the population choosing the route
M is 1− x− y ∈ [0, 1]. Therefore, the travel times
on the routes L, M, and R are

tL(x, y) = tSL(1− y) + tLE (1a)

tM(x, y) = tSL(1− y) + tLR + tRE(1− x) (1b)

tR(x, y) = tSR + tRE(1− x) (1c)

respectively. In the numerical example presented
above we obtain

tL(x, y) = 51− 24y (2a)

tM(x, y) = 51− 24(x+ y) (2b)

tR(x, y) = 51− 24x (2c)

Since agents are interested to minimize their travel
times, route L is the best choice when

tL(x, y) < tM(x, y) and tL(x, y) < tR(x, y) (3)

This happens when the population is distributed
along routes according to conditions

x < 1− tLE − tLR
tRE

(4a)

y < 1− tSR + tRE (1− x)− tLE
tSL

(4b)

In the following, for the sake of simplicity, as it
is common (see [Bazzan & Klüg, 2005; Rapoport
et al., 2006; Gisches & Rapoport, 2012]) we con-
sider symmetric travel times and define:

troad := tLE = tSR (5a)

tbridge := tSL = tRE , (5b)

In this case, the conditions (4) become

x < 1− troad − tLR
tbridge

and y > x (6)

A similar reasoning can be applied to the routesM
and R. Proceeding in this way and introducing the
abbreviation

k := 1− troad − tLR
tbridge

∈
[
0, 12
]

(7)

we obtain three different sets of population distri-
bution along the routes

DL =
{

(x, y)T ∈ D |
tL(x, y) < min (tM(x, y), tR(x, y))

}
= {(x, y)T ∈ D | (x < k) and (x < y)}

(8a)

DM =
{

(x, y)T ∈ D |
tM(x, y) < min (tR(x, y), tR(x, y))

}
= {(x, y)T ∈ D | (x > k) and (y > k)}

(8b)

DR =
{

(x, y)T ∈ D |
tR(x, y) < min (tL(x, y), tM(x, y))

}
= {(x, y)T ∈ D | (y < k) and (x > y)}

(8c)

in which the best choice is given by route L, route
M and route R, respectively.
Agents are homogeneous and minimize their next
period travel time. At time n+1 the vector (xn, yn)T

becomes common knowledge, and each agent can
estimate travel times tL(xn, yn), tM(xn, yn) and
tR(xn, yn). We assume that if at time n a frac-
tion xn chooses route L and a fraction yn chooses
route R and travel times are such that tR(xn, yn) <
tL(xn, yn) and tR(xn, yn) < tM(xn, yn), then a frac-
tion of the xn agents who chose route L and a frac-
tion of the 1 − xn − yn agents who chose M will
both switch to route R at next time period n + 1.
This is the same for all paths which give the smaller
travel time. In other words, at any time n all the
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agents decide their route for time n+ 1 comparing
times tL(xn, yn), tM(xn, yn) and tR(xn, yn).
As already mentioned, commuters may switch route
whenever another route becomes more attractive;
following [Dal Forno & Merlone, 2013a] we assume
that not all the commuters switch to the new route,
rather the fraction of those who actually switch is
respectively δL ∈ (0, 1] for those switching to L,
δM ∈ (0, 1] for those switching to M, and δR ∈
(0, 1] for those switching to R. Finally, assume that
agents are impulsive, that is, they switch routes
even when the difference between travel times is ex-
tremely small, as in [Bischi et al., 2009a].
In this way we obtain the following model reflecting
the dynamics of the network described above. The
model is given by the 2D piecewise linear map:

(xn+1, yn+1)
T = ~f(xn, yn) (9)

= (fx(xn, yn), fy(xn, yn))T

with

fx(x, y) =



fxL (x, y) = (1− δL)x+ δL
if (x, y)T ∈ DL

fxM(x, y) = (1− δM)x
if (x, y)T ∈ DM

fxR (x, y) = (1− δR)x
if (x, y)T ∈ DR

(10a)

fy(x, y) =



fyL (x, y) = (1− δL)y
if (x, y)T ∈ DL

fyM(x, y) = (1− δM)y
if (x, y)T ∈ DM

fyR (x, y) = (1− δR)y + δR
if (x, y)T ∈ DR

(10b)

The map is defined on the triangular domain

D = {(x, y)T ∈ R2
+ | x+ y 6 1} (11a)

which is in general subdivided in three partitions

DL = {(x, y)T ∈ D | (x < k) and (x < y)} (11b)

DM = {(x, y)T ∈ D | (x > k) and (y > k)} (11c)

DR = {(x, y)T ∈ D | (y < k) and (x > y)} (11d)

as shown in Fig. 2(a), where k is defined in Eq. (7).
To shorten the notation, a point in a 4D parameter
space is denoted in the following by

~∆ = (δL, δM, δR, k)T (12)

Additionally, below the following abbreviations are
used

%L = 1− δL, %M = 1− δM, %R = 1− δR (13)

As follows from the description of the model given
above, the parameters of the map belong to the fol-
lowing ranges:

0 6 k 6 1
2 (14a)

0 < δL, δM, δR 6 1 (14b)

Regarding the limiting values of the parameters,
note that the parameter k determines the size of
the partitions of the region D, as given by Eqs. (11).
When k = 0, the road M is preferred by all com-
muters, so that this this limiting value corresponds
to the trivial case with only one choice available.
On the other hand, when k = 1

2 , the road M is
ruled out by the other roads because it is always
too costly; so that this limiting value corresponds
to a case with only two choices. As a consequence,
the behavior of map (9) in case k = 0 is trivial, and
also in the case k = 1

2 map (9) has a much simpler

dynamics than in the generic case 0 < k < 1
2 .

Parameters δs with s ∈ {L,M,R} model the
propensity of the commuters to change their choice.
The larger δs, the larger the fraction of commuters
will change the road. Thus, in the limiting case
δs = 1 all commuters who have previously chosen
the road s will change to the new faster road avail-
able.
An example of the domain D on which the map (9)
is defined and its partitions its DL, DM, DR is shown
in Fig. 2(a). To summarize we state

Property 1. For k = 0 map (9) is defined on the
partition DM only, while the partitions DL, DR have
zero size. For k = 1

2 map (9) is defined on two par-
titions DL, DR only, as the partition DM has zero
size. In this particular case the map models a bi-
nary choice problem. For 0 < k < 1

2 map (9) is
defined on three partitions and models a ternary
choice problem. The size of the partition DM in-
creases for decreasing k.

Note that map (9) is discontinuous along the bound-
aries

∂LM = {(x, y)T ∈ D | x = k, k 6 y 6 1− k} (15a)

∂MR = {(x, y)T ∈ D | k 6 x 6 1− k, y = k} (15b)

∂LR = {(x, y)T ∈ D | 0 6 x 6 k, y = x} (15c)

of the partitions DL, DM, DR (see Fig. 3). As the goal
of the present paper is bifurcation analysis, and the
values of the functions fx, fy at these boundaries do
not influence the bifurcation structures but only the
behavior at the bifurcation moment, we prefer not
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(a) (b)

Fig. 2. (a) Domain of definition of map (9) and its partitions its DL, DM, DR. (b) The first few points of an example-orbit
of map (9) started in DL. The lines along which the points are aligned are shown. k = 0.3.

(a) (b)

Fig. 3. Functions (a) ~fL and (b) ~fR at δL = 0.6, δM = 0.7, δR = 0.55, k = 0.2.

to define the map at boundaries, as this makes pos-
sible to preserve the symmetry of the phase space.

To understand the dynamics of map (9) it is worth
to note that

Property 2. Each of the functions

~fL(x, y) = (fxL (x, y), fyL (x, y))T (16a)

~fM(x, y) = (fxM(x, y), fyM(x, y))T (16b)

~fR(x, y) = (fxR (x, y), fyR (x, y))T (16c)

is linear and contractive. Unique and globally at-
tracting fixed points of these functions are given by

ÕL = (1, 0)T, ÕM = (0, 0)T, ÕR = (0, 1)T (17)

respectively. For the function ~f these fixed points
are virtual.

The contractiveness of ~fL, ~fM, ~fR follows immedi-
ately from Eqs. (14b) and (10). The fact that for
any parameter value the fixed points are virtual
(i.e., they are located outside the corresponding

partition, ÕL 6∈ DL, ÕM 6∈ DM, ÕR 6∈ DR) follows
from Eqs. (14b) and (11). As a consequence, for the
points of each orbit of map (9) are aligned in the
following way:

Property 3. Suppose, from (m + 1) subsequent
points ~pn, . . . , ~pn+m, m > 1, of an orbit of map (9)
the first m points ~pn, . . . , ~pn+m−1 belong to the same
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partition Ds, with s ∈ {L,M,R}. Then the points
~pn, . . . , ~pn+m belong to the straight line connecting

the point ~pn with the virtual fixed point Õs.

As the virtual fixed points Õs are attractive, the
direction of movement of an orbit along the lines
mentioned above is towards the fixed point.
This property is illustrated in Fig. 2(b) showing
an orbit started at a point ~p0 ∈ DL. As one can
see, the first three points of the orbit belong to DL,
and hence the points ~p0, ~p1, ~p2, ~p3 are aligned to a
straight line towards the point ÕL. Then, as the or-
bit reaches the partition DM, the next points ~p3, ~p4,
~p5 are aligned to a straight line towards the point
ÕM, and so on.

The previous property applies for any orbit of
map (9), both in transient and asymptotic phase of
the dynamics. To explain the asymptotic behavior
of map (9), the following property is useful:

Property 4. Each cycle of map (9) is stable in its
complete existence region. The bifurcations confin-
ing this region are border collision bifurcations
occurring when one of the points of the cycle collides
with one of the boundaries ∂LM, ∂LR, ∂MR.

The stability of the cycle follows from the contrac-
tiveness of the functions ~fs, s ∈ {L,M,R}. Indeed,
let us consider a cycle of map (9), N > 2, with Ns

points belonging to the partition Ds, respectively.
Then both eigenvalues of the cycle are equal to

λ = %NL
L %NM

M %NR
R (18)

and condition (14b) implies 0 6 λ < 1, i.e., the

cycle is stable. As all fixed points of ~f are virtual,
this implies that the only possible attracting sets of
map (9) are stable cycles and – in limiting cases –
Cantor-set attractors.

In the following, when referring to cycles, we use the
standard notation based on the associated symbolic
sequences. The symbolic sequence σ associated with
an n-cycle, n > 1 has length n and consists of let-
ters σi ∈ {L,M,R}, i = 0, . . . , n−1. The i-th letter
of σ is L/M/R iff the i-th point of the cycle is lo-
cated in the partition DL/DM/DR, respectively. The
cycle itself is denoted by Oσ, and its i-th point by
~p σ
i = (xσi , y

σ
i )T. The existence region of Oσ in the

parameter space (which is by Property 4 also its sta-
bility region) is denoted by Pσ. If a point of the cycle
is located at the boundary between two partitions,
i.e., at the moment of a border collision bifurcation,
we associate with this cycle the symbolic sequence
of the cycle existing before the bifurcation.

As in [Dal Forno & Merlone, 2013b], in the follow-
ing we start our considerations with the bifurcation
structure of the (δR, δL) parameter plane of map (9)
for fixed values of the parameters related to the mid-
dle partition, i.e., δM and k. This can be interpreted
as investigation of the following question: A mid-
dle road with given properties has been introduced.
What are possible effects of this act depending on
the properties of the previously existing roads?
It is worth to emphasize the following symmetry of
the (δR, δL) parameter plane of map (9):

Property 5. Suppose, the point (δR, δL)T = (a, b)T

belongs to the existence region of a cycle Oσ of
map (9). Then the point (δR, δL)T = (b, a)T belongs to
the existence region of a cycle O%, where the sym-
bolic sequence % results from σ by interchange all
symbols L and R.

As a consequence, when symbolic sequences are ne-
glected and only periods are considered, then for
any values of δM and k the bifurcation structure
of the (δR, δL) parameter plane of map (9) is nec-
essarily symmetric with respect to the diagonal
δL = δR. Note that this symmetry does not de-
pend on the symmetry of the network, rather it
depends on symmetric travel costs, i.e., tLE = tSR
and tSL(z) ≡ tRE(z) as in Fig. 1. For the sake of
simplicity we assume that travel times are symmet-
rical.

3. Binary choice

Before considering the bifurcation structure of
map (9) related to the ternary choice problem, let us
first recall a few fact about the map and its bifurca-
tion structures in the case that the map is related to
the binary choice problem, i.e., for k = 1

2 (see Prop-
erty 1) A detailed study of this case is presented
in [Bischi et al., 2009a]. It can easily be seen that

Property 6. In the particular case k = 1
2 the asymp-

totic dynamics of map (9) takes place on the bound-
ary of the region D given by the line

∂ = {(x, y)T ∈ R2
+ | x+ y = 1} (19)

Indeed, let us consider an orbit of map (9) started
on an initial value ~p0 ∈ D which does not belong
to the line ∂ (see Fig. 2). By Property 3 the dis-
tance between the points of the orbit and the line ∂
decreases in each iteration step. Therefore, the line
∂ is globally attracting and the asymptotic dynam-
ics of map (9) takes place on this line. In fact, the
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dynamics in this case can be described by a 1D map

x̄n+1 =

{
gL = (1− δL)x̄n + δL if x̄n <

1
2

gR = (1− δR)x̄n if x̄n >
1
2

(20)

defined on the interval [0, 1]. Clearly, each orbit and
each invariant set of map (9) can be obtained from
the corresponding orbit or invariant set of map (20)
by (x, y)T = (x̄, 1− x̄)T. The map (20) is a piecewise
linear map with one border point. As the slopes on
the left and on the right side of the border point
are between zero and one by condition (14b), in the
parameter space of map (20) (and therefore also of
map (9)) the period adding structure can be ob-
served, well-known both in flows [Lyubimov et al.,
1989; Homburg, 1996] and in maps [Leonov, 1959;
Keener, 1980]. Recall that this structure is formed
by stability regions of cycles, whose rotation num-
bers are organized by the Farey tree. Following the
classification of the cycles involved in this structure
according to their complexity levels, as introduced
in [Leonov, 1959, 1960] (see also [Gardini et al.,
2010; Avrutin et al., 2010]), the following two fami-
lies of basic (also called maximal, principal, atomic,
etc.) cycles

O(1)
1 = {OLRn1 | n1 > 1} (21a)

O(1)
2 = {ORLn1 | n1 > 1} (21b)

are referred to as cycles with complexity level one.
In this notation the upper index m > 1 refers to the
complexity level, and the lower index j = 1, . . . , 2m

is the index of a particular family in its complex-
ity level. Families of cycles with a complexity level
m > 1 can are defined recursively, based on the
cycles with the complexity level m − 1. More pre-
cisely, the symbolic sequences associated with cy-
cles with the complexity level m can be obtained
either by an appropriate concatenation of symbolic
sequences associated with cycles with the complex-
ity levelm−1 (as described in [Gardini et al., 2010]),
or applying so-called symbolic replacements (as de-
scribed in [Avrutin et al., 2010]), which can also
be used for an efficient calculation of the bifurca-
tion curves. In both ways, the number of families
is doubled in each step, so that there are 2m fami-
lies with the complexity level m, each of them with
m indexes n1, . . . , nm. For example, the families of
complexity level m = 2 are

O(2)
1 = {OLRn1 (LRn1+1)n2 | n1,2 > 1} (22a)

O(2)
2 = {OLRn1+1(LRn1 )n2 | n1,2 > 1} (22b)

O(2)
3 = {ORLn1 (RLn1+1)n2 | n1,2 > 1} (22c)

O(2)
4 = {ORLn1+1(RLn1 )n2 | n1,2 > 1} (22d)

Note that the families of cycles given by Eqs. (21)
and (22) correspond to the most simple case of the
period adding structure. In other cases (in partic-
ular, when the involved cycles include points lo-
cated in more than two partitions), the correspond-
ing symbolic sequences can be obtained from these
equations by replacing the letters L and R by ap-
propriate symbolic sequences.

The bifurcation structure in the (δR, δL) parameter
plane of map (9) for k = 1

2 is illustrated in Fig. 4(a).
As one can easily see in this figure, the complete
period adding structure issues from an organizing
center (a codimension-2 bifurcation point) at the
origin δR = δL = 0 and covers the (δR, δL) parameter
plane completely. Accordingly, the bifurcation sce-
nario obtained by varying of parameters along the
arc marked in Fig. 5(a), as shown in Fig. 4(b), is
fully representative in the sense that no new cycles
can appear when the radius of the arc changes.
To obtain an analytic description of the presented
bifurcation structure recall that the boundaries of
the existence regions of each cycle are given by bor-
der collision bifurcations (see Property 1) which oc-
cur when a point of a cycle collides with a bor-
der between partitions. In the case of the binary
choice problem the only border is ∂LR (the point 1

2
for map (20)). It can be shown that, as the functions
gL and gR are both increasing, the basic cycles col-
lide with the border by the first and the last point.
Therefore, we obtain the following expressions for
the border collision boundaries of the existence re-
gions of basic cycles:

ξ0,∂LRLRn =
{
~∆ | xLRn

0 = 1
2

}
=

{
~∆ | δL =

1− %nR
%nR

} (23a)

ξn,∂LRLRn =
{
~∆ | xLRn

n = 1
2

}
=

{
~∆ | δL =

%R(%−nR − 1)

(1 + δR)

} (23b)

ξ0,∂LRRLn =
{
~∆ | xRLn

0 = 1
2

}
=

{
~∆ | δR =

1− %nL
%nL

} (23c)

ξn,∂LRRLn =
{
~∆ | xRLn

n = 1
2

}
=

{
~∆ | δR =

%L(%−nL − 1)

1 + δL

} (23d)
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(a) (b)

Fig. 4. (a) Bifurcation structure of the (δR, δL) parameter plane in the case of a binary choice (k = 1
2 ). (b) Bifurcation

scenario obtained by variation of δR, δL along the arc indicated in (a). The angle ϕ is measured along the arc. Red curves
show the boundaries of the region PLR; blue curves – of the regions PLR2 , PRL2 , green curves – of the regions PLR3 , PRL3 .
Regions corresponding to cycles with periods P = 2, . . . , 8 are shown in colors as follows: P = 2 red, P = 3 blue, P = 4 green,
P = 5 yellow, P = 6 cyan, P = 7 magenta, P = 8 orange.

Here and in the following the lower index in the no-
tation used for a border collision bifurcation curve
refers to the symbolic sequence of the cycles under-
going the bifurcation, the first upper index states
which point of the cycle collides, and the second
upper index which boundary is collided.

4. Ternary choice

4.1. Numeric

Examples of bifurcation structures in the (δR, δL)
parameter plane for different values of k < 1

2 are
shown in Fig. 5. As follows from Property 5, the bi-
furcation structures are symmetric with respect to
the diagonal δL = δR.
As one can see in Fig. 5, bifurcation structures ob-
tained for different values of k are essentially dif-
ferent. Hereby the overall bifurcation structure is
intrinsically two-dimensional and can not be in-
vestigated by considering 1D parameter paths, as
it is possible in the case of a binary choice (see
Fig. 4). For example, the bifurcation scenario shown
in Fig. 6(a) is obtained by the variation of δL and δR
along the diagonal of the parameter plane (δR, δL)
marked in Fig. 5(b). The resulting bifurcation sce-
nario resembles the usual period adding scenario.

However, a striking feature of the presented sce-
nario is that the bifurcation and the period dia-
grams seemingly do not match each other. For ex-
ample, at the parameter value marked with A in
Fig. 6(a), four points in the bifurcation diagram are
visible, although the period diagram suggests that
the period is three. As explained below (see Sec. 6),
this is caused by the coexistence of cycles with the
same period. However, it is also clear that the 1D
bifurcation scenario shown in Fig. 6(a) does not re-
flect the complexity of the 2D bifurcation structure
shown in Fig. 5(b).
Several features of the 2D bifurcation structures
shown in Fig. 5 are remarkable. In particular, it is
worth noticing a high number of bifurcation curves
confining region associated with cycles with the
same period. Clearly, to explain that and to under-
stand the organizing principles of the observed bi-
furcation structures it is necessary to identify which
cycles may be involved in and which border colli-
sion bifurcation curves may define the boundaries
of their existence regions.
Another unusual phenomenon is that among the
periodicity regions accumulating to the origin of
the (δR, δL) parameter space there are regions as-
sociated with low periods. This is clearly visible in
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(a) (b)

(c) (d)

Fig. 5. Bifurcation structure of the (δR, δL) parameter plane in the case of a ternary choice. δM = 0.3, (a) k = 0.4, (b)
k = 0.25, (c) k = 0.1, (d) k = 0.05. Bifurcation scenarios observed as parameters (δR, δL) change along the red lines marked
with A and B in (b) and (d) are shown in Fig. 6(a) and (b), respectively. The regions are colored as in Fig. 4.

the bifurcation scenario shown in Fig. 6(b) which
corresponds to the diagonal of the parameter plane
(δR, δL) shown in Fig. 5(d). By contrast to Fig. 6(a)
in which an increase of the periodicity of attractors
for parameters tending to the accumulation point
of the cascade can be observed, in Fig. 6(b) also
a sequence of regions with decreasing periods can
be seen. The question arises whether this sequence
is finite or not and what is the difference between
the observed cascade and the usual period adding
scenario.

4.2. Cycles on two partitions

As the functions ~fL, ~fM, ~fR are linear, a cycle of
map (9) cannot be located completely in one par-
tition. When all three partitions DL, DM, DR are
present, i.e., for k < 1

2 , it is possible that the cycle
is located on two partitions only, however

Property 7. If all points of a cycle of map (9) are
located in two partitions only, then these partitions
are DL and DR.

Indeed, suppose that all points of a cycle are located
in the partitions DL and DM. Then by Property 3
the y-values of these points decrease in each step,
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(a) (b)

Fig. 6. Bifurcation scenario observed by variation of parameters along the diagonal of the (δR, δL) parameter plane at δM = 0.3
and (a) k = 0.25; (b) k = 0.05. The corresponding parameter paths are marked as red lines in Figs. 5(b) and (d), respectively.
The attractors at the parameter values marked with A, B, and C are shown in Fig. 18(a), (b) and (c), respectively.

which is not possible. A similar reasoning applies
also for partitions DR and DM and the x values of
the points. As the dynamics inside the partitions
DL, DR does not change when the middle partition
is introduced, no other cycles with all points located
in these partitions can appear for k < 1

2 , as in the

case k = 1
2 described above. Due to the same rea-

sons as before, the cycles are located on the line ∂.
However, as for k < 1

2 a portion in the middle of ∂
belongs to the middle partition DM, the conditions
of the border collision bifurcations confining the ex-
istence regions of the cycles change. Now the point
of the cycle which is located before the bifurcation
in the partition DL collides with the boundary ∂LM,
and the one located before the bifurcation in the
partition DR collides with the boundary ∂MR. As
a consequence, we obtain for example the follow-
ing expressions for the border collision bifurcation
curves of basic cycles:

ξ0,∂LMLRn =
{
~∆ | xLRn

0 = k
}

=

{
~∆ | δL =

1− k%nR
(1− k)%nR

} (24a)

ξn,∂MR
LRn =

{
~∆ | xLRn

n = 1− k
}

=

{
~∆ | δL =

(1− k)(%1−nR − %R)

k%R + δR

} (24b)

ξ0,∂MR
RLn =

{
~∆ | xRLn

0 = 1− k
}

=

{
~∆ | δR =

(1− k)(%1−nL − %L)

k%L + δL

} (24c)

ξn,∂LMRLn =
{
~∆ | xRLn

n = k
}

=

{
~∆ | δR =

1− k%nL
(1− k)%nL

} (24d)

(for details on the appearance of period adding
structures in a map defined on three partitions we
refer to [Panchuk et al., 2013]). Note also that not
all of the cycles existing for k = 1

2 exist also for

k < 1
2 . Indeed,

Property 8. A cycle with all points located in the
partitions DL, DR exists for k < 1

2 only if the dis-
tance between its points located most close to the
boundaries is larger than the size of the portion of
the line ∂ covered by the partition DM, i.e., larger
than (1− 2k)

√
2.

As the size of the portion of ∂ belonging to the par-
titionDM increases for decreasing k, the cycles exist-
ing for k = 1

2 disappear one after each other for de-
creasing k. This is illustrated in Fig. 7, in which the
existence regions of basic cycles are shown for four
different values of k. As one can see, for k = 0.48
the cycles OLRn and ORLn exist for n = 1, .., 9, for
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Fig. 7. Existence regions of basic cycles OLRn and ORLn for k = 0.48 (red curves), k = 0.44 (blue curves), k = 0.40 (orange
curves), k = 0.36 (green curves). As one can see, instead of infinite families of basic cycles existing in the case of binary choice
(i.e., for k = 1

2 ), for k = 0.48 only 17 basic cycles exist, for k = 0.44 only 5, for k = 0.40 only 3, and for k = 0.36 only one.

k = 0.44 they exist for n = 1, .., 3, for k = 0.40 for
n = 1, 2, and finally for k = 0.36 the only existing
basic cycle is OLR.

4.3. Cycles on three partitions:
possible bifurcations

Let us start the consideration of cycles with points
located on all three partitions with the most sim-
ple case, namely with cycles of period 3. Obviously,
there are only two such cycles, namely OLRM and
ORLM. Moreover, among them only one needs to be
considered, as by Property 5 the bifurcations struc-
tures in the (δR, δL) parameter plane associated with
these cycles are symmetric to each other with re-
spect to the line δL = δR. Hence, in the following
we consider the bifurcations structures of the cycle
OLRM.
As already mentioned (see Property 4), the bound-
aries of the existence region PLRM of the cycle
OLRM are given by border collision bifurcation
curves. As there are three points of the cycle ~p LRM

0 ∈
DL, ~p LRM

1 ∈ DR, ~p LRM
2 ∈ DM and three boundaries

between partitions ∂LM, ∂LR, ∂MR, the question arises
which points of the cycle can undergo collisions with
which boundaries. Seemingly, there are six possibil-

ities for border collision bifurcations: ξ0,∂LMLRM, ξ0,∂LRLRM,

ξ1,∂LRLRM, ξ1,∂MR
LRM, ξ2,∂LMLRM, and ξ2,∂MR

LRM. However,

Property 9. The point ~p LRM
1 of the cycle OLRM

cannot collide with the boundary ∂LR.The point ~p LRM
2

cannot collide with the boundary ∂MR.

The proof follows a pure geometric reasoning. In-
deed, by Property 3 the function ~fR maps the point
~p LRM
1 towards the point (0, 1)T. If the bifurcation

ξ1,∂LRLRM, would be possible, immediately before the
bifurcation the point ~p LRM

1 would be located arbi-
trary close to the boundary ∂LR and hence it would
be mapped on a point in the partition DL. However,
as ~p LRM

1 belongs to the cycle OLRM, it must be
mapped on the point ~p LRM

2 which belongs to DM.

Hence, the bifurcation ξ1,∂MR
LRM cannot occur. Simi-

larly, one can show that the point ~p LRM
2 cannot col-

lide with the boundary ∂MR because close to this
boundary it would be mapped towards the origin
by ~fM on a point in DR, whereas it must be mapped
on ~p LRM

0 ∈ DL.

The remaining four border collisions are possible.
Straight forwardly, the corresponding expressions
can be obtained:

ξ0,∂LRLRM =
{
~∆ | xLRM

0 = yLRM
0

}
=

{
~∆ | δL =

δR
1− δR

} (25a)
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ξ0,∂LMLRM =
{
~∆ | xLRM

0 = k
}

=

{
~∆ | δL =

k(δM + δR%M)

%R(1− k%M)

} (25b)

ξ1,∂MR
LRM =

{
~∆ | yLRM

1 = k
}

=

{
~∆ | δL =

δR%M − k(δM + δR%M)

%M(δR + k%R)

} (25c)

ξ2,∂MR
LRM =

{
~∆ | xLRM

2 = k
}

=

{
~∆ | δL =

k(δR + δM%R)

%R(1− k%M)

} (25d)

The occurrence of these bifurcations in the (δR, δL)
parameter plane for different values of the param-
eter k is illustrated in Fig. 9. As one can see, for
large values of k (sufficiently close to k = 1

2 , i.e.,
when the partition DM is small enough) there are
four regions associated with 3-cycles (see Fig. 9(a)).
Two of these cycles have points in two partitions
only (OLR2 and ORL2). As described in Sec. 4.2,
when k decreases, the corresponding existence re-
gions PLR2 and PRL2 decrease in size and disap-
pear (so, in Fig. 9(b) they are much smaller than
in Fig. 9(a), and in Fig. 9(c) they do not exist any
longer). By contrast, the regions PLRM and PRLM,
which do not exist for k = 1

2 , increase in size when
k decreases. As illustrated in Figs. 9(a) and (b),
for large values of k the region PLRM is confined
by three boundaries: a portion of the line δL = 1

and the border collision bifurcation curves ξ0,∂LRLRM,

ξ0,∂LMLRM. When k decreases, the shape of the region
becomes more complicated, as one more boundary

appears, namely the bifurcation curve ξ1,∂MR
LRM (see

Fig. 9(c)). It is worth noticing that after the curve

ξ0,∂LMLRM crosses the diagonal δL = δR, there is a region
in the plane (δL, δR) in which the cycles OLRM and
ORLM coexist. As a next step, for further decreas-
ing k the boundaries of the region PLRM becomes a
five, given by the border collision bifurcation curve

ξ2,∂MR
LRM (see Fig. 9(d)). Note that the symmetry de-

scribed by Property 5 implies that this bifurcation
curve coincides with the border collision bifurca-
tion curve ξ2,∂LMRLM confining the existence region of
the cycle ORLM. The region PLRM remains con-
fined by five boundaries until for further decreas-

ing k the curves ξ1,∂MR
LRM and ξ2,∂MR

LRM not cross the
diagonal δL = δR and each other. Fig. 9(e) shows
the shape of the region PLRM immediately before
this codimension-2 bifurcation. After this bifurca-
tion, the region PLRM is split in two parts, as shown

in Fig. 9(f). Note that for decreasing k both parts of
the region PLRM decrease in size but do not vanish.

5. Map with a constant value on
one partition

5.1. Basic idea

It has been described in the previous paragraph how
the region PLRM in the (δR, δL) parameter plane is
transformed when k is varied. Clearly, a similar de-
scription is possible for any other cycle. However, to
understand the organizing principles of the (δR, δL)
parameter plane it is preferable not to describe the
existence of each particular cycle separately, but to
identify some reasonable families of cycles whose
existence regions are transformed in a similar way.
To obtain such kind of description let us note first
that for any k one of the boundaries of the region
PLRM is given by a portion of the line δL = 1 (see
Fig. 9). It is evident from Fig. 5 that the bifurca-
tion structures of the (δR, δL) parameter plane is up
to far extent dominated by regions originating from
this line. Therefore, as an intermediate step, let us
change the parameter plane under consideration. In
order to identify groups of cycles whose existence re-
gions in the (δR, δL) parameter plane originate (for a
fixed k) from the line δL = 1 we consider the bifur-
cation structure of the (δR, k) parameter plane for a
fixed value δL = 1. The reason why this mode of op-
eration simplifies the considerations is the following

Property 10. For δL = 1 the function ~f is constant
on the partition DL.

For δL = 1 we straightforwardly obtain from Eq. (9)

~fL(x, y) = ((1− δL)x+ δL, (1− δL)y)T = (1, 0)T

(26)
This property has numerous consequences. First of
all,

Property 11. For δL = 1, each cycle of map (9)
contains exactly one point in the partition DL.

It follows from Property 7, that each cycles contains
at least one point in DL. To proof that this point is
unique, let us assume that there exists a cycle with
more than one point in DL. Each of these points is
mapped onto the same point (1, 0)T. However, a cy-
cle cannot contain the same point more than once,
so the point in DL must be unique. Accordingly,

Property 12. For δL = 1, each cycle of map (9) is
superstable.
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Fig. 8. 3-cycle OLRM (schematic). Dashed lines show the alignment of the points of the cycle and the virtual fixed points ÕL,

ÕM, ÕR as described by Property 3. This alignment implies that the border collision bifurcations ξ0,∂LMLRM , ξ0,∂LRLRM , ξ1,∂MR
LRM , and

ξ2,∂LMLRM are possible, while the border collision bifurcations ξ1,∂LRLRM and ξ2,∂MR
LRM cannot occur.

Indeed, it follows from Eq. (18) with NL = 1 that
at δL = 1 the cycle has two zero eigenvalues.

For simplicity, we unify the notation used below for
cycles existing at δL = 1:

Property 13. For δL = 1, each n-cycle Oσ of
map (9) can be written as

~p σ
0 ∈ DL (27a)

~p σ
1 = (1, 0)T ∈ DR (27b)

and, for n > 3,

~p σ
2 = (1− δR, δR)T ∈ ∂ (27c)

The symbolic sequence σ associated with the cycle
starts with the prefix σ0σ1 = LR, and for n > 3 the
remaining letters σ2, . . . , σn−1 are M and R.

Considering the simplest example of 3-cycles, it
was shown in the previous section that the re-
gions PLRM and PRLM in the (δR, δL) parameter
plane may overlap, which leads to the coexistence
ofOLRM andORLM. For δL = 1 this is not possible:

Property 14. For δL = 1, two cycles of map (9)
cannot coexist.

Clearly, if two cycles would coexist, each of them
would contain the point (1, 0)T, which is not possi-
ble.

Clearly, similar properties can also be stated for the
(δL, k) parameter plane and δR = 1. The structure
of the 3D parameter space (δR, δL, k) is shown in

Fig. 10(a). As shown in this figure, the regions orig-
ination from the lines δL = 1 or δR = 1 in the (δL, δR)
parameter plane for any given value of k can be
identified by considering the corresponding line in
the (δL, k) or (δL, k) parameter plane, respectively.

As stated by Property 13, for δL = 1 the symbolic
sequence associated with any cycle existing at these
parameter values starts with the letter σ0 = L and
the remaining letters σ1, . . . , σn−1 are M and R.
The key point to understand the bifurcation struc-
ture of the (δR, k) parameter plane at δL = 1 is to
count the number of letters R among these letters.
This number is shown in Fig. 10(b). As one can see,
the value NR increases monotonously for decreas-
ing values of δR. For example, if δR > 1

2 , only one
letter R appears in the symbolic sequences. In the
following we consider families of cycles of map (9)
grouped according to the number of letters R in the
associated symbolic sequences.

5.2. One letter R
in the symbolic sequence

As a first step, let us consider cycles of map (9)
which
(i) have points in all three partitions DL, DM, DR;
(ii) exist for δL = 1
(iii) have only one letter R in the associated sym-

bolic sequence.
Recall that by Property 13 the first two letters of
the symbolic sequence σ associated with a cycle ex-
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(a) (b)

(c) (d)

(e) (f)

Fig. 9. Appearance of the border collision bifurcations ξ0,∂LRLRM, ξ0,∂LMLRM, ξ1,∂MR
LRM , and ξ2,∂MR

LRM confining the existence region
PLRM of the 3-cycle OLRM for decreasing values of k. In the figures the corresponding bifurcation curves are labeled with
¬, ­, ®, and ¯, respectively. Existence regions of 3-cycles are shown in light-green and labeled in (a). Parameter values:
δM = 0.3, (a) k = 0.47, (b) k = 0.40, (c) k = 0.32, (d) k = 0.25, (e) k = 0.23 (f) k = 0.22.
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(a) (b)

Fig. 10. (a) Bifurcation structure of the 3D parameter space (δR, δL, k) of map (9) at δM = 0.3. The planes (δR, δL) with
k = 0.2, (δR, k) with δL = 1, and (δL, k) with δR = 1 are shown. (b) Bifurcation structure of the parameter plane (δR, k) of
map (9) at δL = 1, δM = 0.1. The regions with different numbers NR in the symbolic sequences associated with cycles are
indicated by different colors. Note that in this numerically calculated figure the regions corresponding to cycles with the same
period are not distinguished. The same parameter plane in the ranges of δR indicated by A, B, C, and D is shown in more
details in Figs. 11(b), 13(b), 15(b), and 16(b), respectively.

isting at δL = 1 are σ0 = L and σ1 = R. The remain-
ing part of σ cannot contain the letter L (by Prop-
erty 13), neither the letter R (by the assumption
that σ contains only one R). Hence, the remaining
letters can be only M, i.e., there exists only one
family of cycles which satisfy conditions (i) – (iii),
namely

{OLRMn | n > 1} (28)

The mechanism leading to the occurrence of cycles
belonging to this family is illustrated in Fig. 11(a).
As described by the Property 13, the first point of
the cycle ~p LRMn

0 belongs to the partition DL and the
second point is ~p LRMn

1 = (1, 0)T ∈ DR. The next
point ~p LRMn

2 belongs to the partition DM and to the
line ∂. By Property 3, the sequence of the points fol-
lowing ~p LRMn

2 (including the point ~p LRMn

0 ) is aligned

along a straight line towards the point ÕM = (0, 0)T.
Note that the points ~p LRMn

i , i = 2, . . . , n + 1 are
necessarily located above the diagonal y = x, since
otherwise the point ~p LRMn

n+1 cannot be mapped on a
point in DL.

From Fig. 11(a) the conditions of the bifurcations
confining the existence region of a cycle OLRMn ,

n > 1, can be deduced. In general, i.e., not only
for δL = 1, the existence conditions of this cycle
and the the resulting from these conditions bifur-
cation boundaries which confine the corresponding
existence region are described by

Property 15. A sufficient condition for the exis-
tence of the cycle OLRMn, n > 1, is

~p LRMn

0 ∈ DL (29a)

~p LRMn

1 ∈ DR (29b)

~p LRMn

n+1 ∈ DM (29c)

Only the following points of the cycle can collide the
following boundaries:
• The point ~p LRMn

0 can collide the boundaries ∂LM
and ∂LR.
• The point ~p LRMn

1 can collide the boundary ∂MR.
• The point ~p LRMn

n+1 can collide the boundary ∂LM.

Obviously, conditions (29) are necessary for the ex-
istence of the cycle OLRMn . These conditions are
also sufficient since Property 3 implies that condi-
tion (29c) guarantees that the points ~p LRMn

2 , . . . ,
~p LRMn

n are located in the partition DM. Accord-
ingly, these points cannot collide any boundary, as
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(a) (b)

Fig. 11. (a) Mechanism leading to the appearance of cycles OLRMn , n > 1, of map (9) at δL = 1. (b) Regions PLRMn , n > 1,
in the (δR, k) parameter plane at δL = 1. As an example, the border collision bifurcation curves confining the existence region
PLRM5 of the 7-cycle OLRM5 are labeled. The values of k corresponding to Fig. 12 are marked. δM = 0.1.

if the point ~p LRMn

i ∈ DM, i = 2, . . . , n approaches
a boundary, the ~p LRMn

i+1 is necessarily located out-
side DM, i.e., the cycle OLRMn cannot exist. The rea-
sons why the point ~p LRMn

1 cannot collide the bound-
ary ∂LM and why the point ~p LRMn

n+1 cannot collide the
boundary ∂MR are the same as in the particular case
n = 1 (i.e., the cycle OLRM), as explained by Prop-
erty 9. Therefore, for each n > 1 the cycle OLRMn

can undergo only the border collision bifurcations
mentioned above. The expressions for these bifur-
cations can be obtained straightforwardly:

ξ0,∂LMLRMn =
{
~∆ | xLRMn

0 = k
}

=

{
~∆ | δL = k

1− %R%nM
(1− k)%R%nM

} (30a)

ξ0,∂LRLRMn =
{
~∆ | xLRMn

0 = yLRMn

0

}
=

{
~∆ | δL =

δR
1− δR

} (30b)

ξ1,∂MR
LRMn =

{
~∆ | yLRMn

1 = k
}

=

{
~∆ | δL =

%nM(k%R + δR)− k
%nM(k%R + δR)

} (30c)

ξn+1,∂LM
LRMn =

{
~∆ | xLRMn

n+1 = k
}

=

{
~∆ | δL =

k(1− %R%nM)

%R%
n−1
M (1− k%M)

} (30d)

Note that in the particular case δL = 1 the bifur-

cation ξ1,∂MR
LRMn , n > 1, cannot occur, as the point

~p LRMn

1 is necessarily equal (1, 0)T. As one can see in
Fig. 11(b), the regions PLRMn in the (δR, k) param-
eter plane with δL = 1 are confined by the curves of

border collision bifurcations ξ0,∂LMLRMn , ξ0,∂LRLRMn , and

ξn+1,∂LM
LRMn . From Eqs. (30a), (30b) and (30d) with
δL = 1 we obtain that in this plain the correspond-
ing bifurcation curves are given by straight lines:

ξ0,∂LMLRMn

∣∣∣
δL=1

=
{
~∆ | k = %R%

n
M

}
(31a)

ξ0,∂LRLRMn

∣∣∣
δL=1

=
{
~∆ | δR = 1

2

}
(31b)

ξn+1,∂LM
LRMn

∣∣∣
δL=1

=
{
~∆ | k = %R%

n−1
M

}
(31c)

The regions PLRMn , n > 0, in the (δR, k) parame-
ter plane with δL = 1 are shown in Fig. 11(b). As
one can see, the portion of the (δR, k) parameter
plane with δL = 1, δR > 1

2 below the region PLR
is completely covered by the regions PLRMn . This
can easily be seen, since it follows from Eqs. (31a)
and (31c) that

ξn+1,∂LM
LRMn

∣∣∣
δL=1

≡ ξ0,∂LMLRMn+1

∣∣∣
δL=1

(32)

For the transfer of the obtained results to the (δR, δL)
parameter plane the following property is impor-
tant:

Property 16.
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(a) For δL = 1, any δM and any n > 0 there exists a
non-empty region PLRMn in the (δR, k) parame-
ter plane.

(b) For δL = 1 and any 0 < k∗ < 1
2 there exists

a number nmax > 1 so that the line k = k∗ in
the (δR, k) parameter plane intersects the regions
PLRMn for 0 6 n 6 nmax, and does not inter-
sects the regions PLRMn for n > nmax. For de-
creasing values of k the number nmax increases.

This property follows immediately from Eqs. (31).

The transfer of the results from the (δR, k) pa-
rameter plane with δL = 1 to the (δR, δL) param-
eter plane is illustrated in Fig. 12. As one can
see in Fig. 11(b), the line k = 0.46 intersects
only the regions PLR and PLRM. Accordingly, as
one can see in Fig. 12(a), in the (δR, δL) param-
eter plane only these two regions from the fam-
ily (28) appear. Decreasing k (i.e., increasing the
size of the middle partition DM) we observe how
the region PLRM2 appears (Fig. 12(b)), then the
region PLRM3 (Fig. 12(c)). Additionally, it can
be seen in Fig. 12(d) that a fourth bifurcation
boundary confining the existence region of the cy-
cle OLRM appears, namely the border collision bi-

furcation ξ1,∂MR
LRM. Obviously, this bifurcation cannot

occur for δL = 1, since it is defined by the condi-
tion (29b). The effect of this bifurcation has already
been described in detail in Sec. 4.3: first the region
PLRM becomes one additional boundary and then
it becomes split in two parts. As one can see in
Figs. 12(e) and (f), the same effect can be observed
for further regions PLRMn , n > 2. In Fig. 12(e) the
regions PLRM and PLRM2 are split in two parts,
and in Fig. 12(f) the region PLRM3 is split as well.
To simplify the notation, we denote in the following
the part of the region PLRMn connected with the
line δL = 1 as its main part, and the disconnected
part as a PLRMn-island. Then we conclude:

Property 17.
(a) For each value of k there exist a number nmax

such that the regions PLRMn in the (δR, δL) pa-
rameter plane exist for all n = 0, . . . , nmax. The
number nmax increases with decreasing k.

(b) There exists a number n′max < nmax such that
the PLRMn-islands exist for all n = 0, . . . , n′max.
The number n′max increases with decreasing k.
For each n the size of the PLRMn-island de-
creases with decreasing k. The islands with lower
periodicity are located in the (δR, δL) parameter
place closer to the origin.

(c) For each n, there is a non-empty region in
the (δR, δL) parameter plane between the regions
PLRMn and PLRMn+1.

The statement 17(a) follows immediately from the
Property 16(b), the other statements can be proved
by direct calculations.

5.3. Two letters R
in the symbolic sequence

As shown above, there exists only one family of cy-
cles existing in the parameter plane δL = 1 with a
single point in the partition DR. Indeed, as the cor-
responding symbolic sequence has necessarily the
prefix LR, the remaining suffix can contain only let-
tersM. As a next step let us consider cycles which
(i) have points in all three partitions DL, DM, DR;
(ii) exist for δL = 1
(iii) have two letters R in the associated symbolic

sequence.
As before, the associated symbolic sequence has the
prefix LR, but the suffix in this case contains not
only letters M but also one letter R. Obviously,
there are only three possibilities, at which position
in this suffix the letter R can be located, namely at
the end, at the beginning or in the middle. Accord-
ingly, we can define the following three families of
cycles:

{OLRMnR | n > 1} (33a)

{OLR2Mn | n > 1} (33b)

{OLRMn1RMn2 | n1, n2 > 1} (33c)

Note that from a formal point of view it is possi-
ble to extend the definition of the family (33c) by
the cases n1 = 0 and n2 = 0, which correspond to
the families (33b) and (33a), respectively. However,
as shown below, it is preferable to keep these fami-
lies separately, since the mechanisms leading to the
appearance of these cycles and therefore also the
bifurcations confining their existence regions differ.

5.3.1. Family {OLRMnR | n > 1}
The mechanism leading to the appearance of cycles
forming the family (33a) at δL = 1 is illustrated in
Fig. 13. Clearly, the first two points of the cycle
are ~p LRMnR

0 ∈ DL and ~p LRMnR
1 ∈ DR = (1, 0)T. As in

the case of the family (28), the next point ~p LRMnR
2

belongs to the partition DM, however, by contrast
to the previous case, it is necessarily located below
the diagonal y = x. The following points ~p LRMnR

i ,
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(a) (b)

(c) (d)

(e) (f)

Fig. 12. Bifurcation structure of the (δR, δL) parameter plane at δM = 0.1 and (a) k = 0.46, (b) k = 0.42, (c) k = 0.35, (d)
k = 0.28, (e) k = 0.21, (f) k = 0.10. The regions PLRMn , (a) n = 1 (b) n = 1, 2, (c) n = 1, . . . , 4, (d) n = 1, . . . , 6, (e)

n = 1, . . . , 9, (f) n = 1, . . . , 16, are shown. The bifurcation curves ξ0,∂LMLRMn are shown red, ξ0,∂LRLRMn blue, ξ1,∂MR
LRMn orange and

ξn+1,∂LM
LRMn green. The corresponding lines in the (δR, k) parameter plane are marked in Fig. 11(b). The bifurcation scenario

along the line marked in (c) is shown in Fig. 17.
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(a) (b)

Fig. 13. (a) Mechanism leading to the appearance of cycles OLRMnR, n > 1, of map (9) at δL = 1. (b) Regions PLRMnR,
n > 1, in the (δR, k) parameter plane. As an example, the border collision bifurcation curves confining the existence region
PLRM8R of the 11-cycle OLRM8R are labeled. The values of k corresponding to Fig. 14 are marked. δM = 0.1.

i = 3, . . . , n + 2 are aligned along the straight line
towards the origin. Among these points all except
for the last one are located in the partition DM and
the last one in the partition DR. Therefore,

Property 18. A sufficient condition for the exis-
tence of the cycle OLRMnR, n > 1, is

~p LRMnR
0 ∈ DL (34a)

~p LRMnR
1 ∈ DR (34b)

~p LRMnR
n+1 ∈ DM (34c)

~p LRMnR
n+2 ∈ DR (34d)

The following points of the cycle can collide the fol-
lowing boundaries:
• The point ~p LRMnR

0 can collide the boundary ∂LM.
• The point ~p LRMnR

0 can collide the boundary ∂LR.
• The point ~p LRMnR

1 can collide the boundary ∂MR.
• The point ~p LRMnR

n+1 can collide the boundary ∂MR.

• The point ~p LRMnR
n+2 can collide the boundary ∂MR.

• The point ~p LRMnR
n+2 can collide the boundary ∂LR.

To demonstrate that no other border collision
bifurcations are possible note that the condition
~p LRMnR
n+1 ∈ DM implies ~p LRMnR

i ∈ DM for i = 2, . . . , n,
so that these points cannot collide a boundary. Sim-
ilarly, the point ~p LRMnR

1 cannot collide the boundary
∂LR, as ~p LRMnR

2 ∈ DR, while a point approaching the
boundary ∂LR must be mapped in DL.

Straight forward calculations lead to the following
expressions of the border collision bifurcations of

the cycles OLRMnR:

ξ0,∂LMLRMnR =
{
~∆ | xLRMnR

0 = k
}

=

{
~∆ | δL =

1− %nM%2R
(1− k)%nM%

2
R

} (35a)

ξ0,∂LRLRMnR =
{
~∆ | xLRMnR

0 = yLRMnR
0

}
=

{
~∆ | δL =

δR(1 + %nM%R)

%nM(1− δR)2

} (35b)

ξ1,∂MR
LRMnR =

{
~∆ | yLRMnR

1 = k
}

=

{
~∆ | δL =

δR + %nM%R(δR + k%R)− k
δR + %nM%R(δR + k%R)

} (35c)

ξn+1,∂MR
LRMnR =

{
~∆ | yLRMnR

n+1 = k
}

=

{
~∆ | δL =

%n−1M (δR(1 + %R) + k%2R%M)− k
%n−1M (δR%R + k%2R%M)

}
(35d)

ξn+2,∂MR
LRMnR =

{
~∆ | yLRMnR

n+2 = k
}

=

{
~∆ | δL =

%nM(δR(1 + %R) + k%2R)− k
%nM(δR%R + k%2R)

} (35e)

ξn+2,∂LR
LRMnR =

{
~∆ | xLRMnR

n+2 = yLRMnR
n+2

}
=

{
~∆ | δL =

δR(2− δR)

1− δ2R

} (35f)

For the particular case δL = 1 the bifurcations

ξ0,∂LRLRMnR and ξ1,∂MR
LRMnR cannot occur. To show that

the point ~p LRMnR
0 cannot collide ∂LR note that in the
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case δL = 1 the condition ~p LRMnR
2 = (1 − δR, δR)T ∈

DM implies δR > k. Therefore, yLRMnR
n+2 > k, since

yLRMnR
n+2 = yLRMnR

n+1 + δR, and yLRMnR
n+1 > 0. As any point

(x, y)T ∈ ∂LR satisfies x = y < k, a collision of the
point ~p LRMnR

0 with ∂LR is not possible.
For the other bifurcations we obtain form Eqs. (35):

ξ0,∂LMLRMnR

∣∣∣
δL=1

=
{
~∆ | k = %nM%

2
R

}
(36a)

ξn+1,∂MR
LRMnR

∣∣∣
δL=1

=
{
~∆ | k = %n−1M δR

}
(36b)

ξn+2,∂MR
LRMnR

∣∣∣
δL=1

=
{
~∆ | k = %nMδR

}
(36c)

ξn+2,∂LR
LRMnR

∣∣∣
δL=1

=
{
~∆ | δR = 1

}
(36d)

Obviously, the regions PLRMnR and PLRMn+1R are
adjacent in the (δR, k) parameter plane with δL = 1,
since it follows from Eqs. (36b) and (36c) that

ξn+2,∂MR
LRMn+1R

∣∣∣
δL=1

= ξn+2,∂MR
LRMnR

∣∣∣
δL=1

(37)

The bifurcation structure formed by the regions
PLRMnR in the (δR, k) parameter plane is shown in
Fig. 13(b). Similar to Property 16, Eqs. (36) imply:

Property 19.
(a) For δL = 1, any δM and any n > 0 there ex-

ists a non-empty region PLRMnR in the (δR, k)
parameter plane.

(b) For δL = 1 and any 0 < k∗ < 1
2 there exist num-

bers nmax > nmin > 1 so that the line k = k∗ in
the (δR, k) parameter plane intersects the regions
PLRMnR for nmin 6 n 6 nmax, and does not
intersects the regions PLRMn for n < nmin and
n > nmax. For decreasing values of k both num-
bers nmin and nmax increase.

In other words, the family (33a) similar to fam-
ily (28) is represented in the (δR, k) parameter plane
for each value of δM by an infinite family of regions
PLRMnR, among which only a finite number of re-
gions are intersected by the line k = k∗ for each k∗.
The difference between the families (28) and (33a)
regards their regions intersected by this line for de-
creasing k. Recall that by Property 16(b), when a
particular region PLRMn becomes intersected by
this line for some value k∗, it remains intersected
by all smaller values of k∗ as well. By contrast, ac-
cording to Property 22(b), when k∗ is decreased,
each particular region PLRMnR becomes first inter-
sected by the line k = k∗ and then it becomes not
intersected.

The presented results explain the bifurcation struc-
ture formed by the regions PLRMnR in the (δR, δL)
parameter plane. The development of this structure
for decreasing values of k∗ is shown in Fig. 14. It
follows from Fig. 13, that the regions for decreas-
ing values of k∗ the regions PLRMnR for increasing
n > 1 appear after each other (similar to the re-
gions PLRMn discussed above). By contrast to the
regions PLRMn they can also disappear.
As one can see in Fig. 14(a), for a large value of
k∗ the line k = k∗ in the (δR, k) parameter plane
with δL = 1 intersects only the region PLRMR.
The boundaries of this region in the (δR, δL) param-
eter plane are given by the border collision bifurca-

tion curves ξ0,∂LMLRMR and ξ3,∂LRLRMR . Indeed, it can easily
be seen in Fig. 13(b) that when for decreasing k∗

a region PLRMnR appears in the (δR, δL) parame-
ter plane, then at the beginning it is confined by

the border collision bifurcation curves ξ0,∂LMLRMnR and

ξn+2,∂LR
LRMnR. Then, with decreasing k∗ the region be-

comes more boundaries, namely first the border col-

lision bifurcation curve ξn+2,∂MR
LRMnR appears, and then

ξ0,∂MR
LRMnR. So, for example in Fig. 14(b) the region
PLRMR is confined by four border collision bifurca-

tion curves, namely, ξ0,∂LMLRMR, ξ3,∂LRLRMR, ξ3,∂MR
LRMR, and

ξ0,∂MR
LRMR. The next region PLRM2R is confined by

three border collision bifurcation curves, namely,

ξ0,∂LMLRM2R, ξ4,∂LR
LRM2R

, and ξ4,∂MR
LRM2R. Finally, the “new-

born” region PLRM3R is still confined by two curves

only, namely, ξ0,∂LMLRM3R, ξ4,∂LRLRM3R.
When k∗ is further decreased, the regions PLRMnR
become split in two parts. The mechanism lead-
ing to that is the same as in the case of the
regions PLRMn (the border collision bifurcation

curves ξ0,∂LMLRMnR, ξ4,∂LRLRMnR become tangent to each
other). In Fig. 14(c) the PLRMR-island is already
created. Note that the main part of PLRMR is al-
ready shrunk and its boundaries are now defined

by the border collision bifurcation curves ξ0,∂LMLRMR,

ξ3,∂MR
LRMR. For further decreasing k∗ the main part of

the region PLRMR disappears completely, as one
can see in Fig. 14(d), and only the PLRMR-island
remains. The same phenomenon occurs for the re-
gions PLRMnR for higher values of n. So, for exam-
ple, Fig. 14(d) shows the regions PLRM2R immedi-
ately before it splits in two parts.
In the transformations of the bifurcation structure
described above only four border collision bifur-
cation boundaries of the regions PLRMnR are in-
volved. When k∗ becomes small enough, also the
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fifth border collision bifurcation boundary ξ1,∂MR
LRMnR

appears, which leads to a significant change in the
bifurcation structure. As one can see in Fig. 14(e),
a both the main parts of the regions PLRMnR and
the PLRMnR-islands become this new boundary.
As a consequence, the islands decrease in size and
moreover, some of them disappears, as illustrated
in Fig. 14(f).
To summarize, the following result can be stated for
the regions PLRMnR:

Property 20.
(a) For each value of k there exist numbers nmin,
nmax such that the main parts of the regions
PLRMnR exist in the (δR, δL) parameter plane for
all n = nmin, . . . , nmax.

(b) The PLRMnR-islands may exist for some (but
not necessarily for all) n = 1, . . . , nmax. Islands
with lower periodicity are located in the (δR, δL)
parameter place closer to the origin.

This Property follows from Eqs. (35). Comparing
Properties 17 and 20 one can see immediately that
the results obtained for the family (33a) are not so
strong as similar results which hold for the fam-
ily (28). In particular, the existence of islands de-
pends on the particular value of k and can not be
deduced from the existence of the corresponding
main parts of the corresponding PLRMnR region.
Note also that in the example discussed above the

border collision bifurcation curves ξ0,∂LRLRMnR, n > 1,
are not involved. It can be shown that for larger
values of δM these bifurcations appear and lead to
disappearance of some PLRMnR-islands.

5.3.2. Family {OLR2Mn | n > 1}
The appearance of cycles forming the family (33b)
at δL = 1 is illustrated in Fig. 15. As before, the
first two points of the cycle correspond to the pre-
fix LR in the associated symbolic sequence: The
point ~p LRMnR

0 is located in the partition DL and
hence the next point ~p LRMnR

1 is (1, 0)T ∈ DR. How-
ever, the value δR is now not large enough to map
the point (1, 0)T in the partition DM so that next
point ~p LRMnR

2 ∈ ∂ is also located in DR and only the
following point ~p LRMnR

3 ∈ ∂ belongs to DM. More-
over, to prevent the appearance of a third letter
R in the associated symbolic sequence it is neces-
sary to require that point ~p LRMnR

3 is located above
the diagonal y = x. The following points ~p LRMnR

i ,
i = 4, . . . , n+2 are aligned along the straight line to-
wards the origin and are located in the partitionDM.

Therefore,

Property 21. A sufficient condition for the exis-
tence of the cycle OLR2Mn, n > 1, is

~p LRMnR
0 ∈ DL (38a)

~p LRMnR
2 ∈ DR (38b)

~p LRMnR
n+2 ∈ DM (38c)

The following points of the cycle can collide the fol-
lowing boundaries:
• The point ~p LR2Mn

0 can collide the boundary ∂LR.

• The point ~p LR2Mn

0 can collide the boundary ∂LM.

• The point ~p LR2Mn

2 can collide the boundary ∂MR.

• The point ~p LR2Mn

n+2 can collide the boundary ∂LM.

To demonstrate that conditions (38) are sufficient
for the existence of the cycle OLR2Mn note that by

condition (38b) the point ~p LR2Mn

1 is located in the
partition DR. Similarly, condition (38c) implies that

the points ~p LR2Mn

i , i = 3, . . . , n + 1 are located in
the partition DM.

The expressions for the border collision bifurcations
of the cycle OLR2Mn , n > 1, is can be calculated
straightforwardly:

ξ0,∂LRLR2Mn =
{
~∆ | xLR2Mn

0 = yLR
2Mn

0

}
=

{
~∆ | δL =

δR(2− δR)

%2R

} (39a)

ξ0,∂LMLR2Mn =
{
~∆ | xLR2Mn

0 = k
}

=

{
~∆ | δL =

k(1− %nM%2R)

(1− k)%nM%
2
R

} (39b)

ξ2,∂MR
LR2Mn =

{
~∆ | yLR2Mn

2 = k
}

=

{
~∆ | δL =

δR + %nM%R(δR + k%R)− k
%nM%R(δR + k%R)

} (39c)

ξn+2,∂LM
LR2Mn =

{
~∆ | xLR2Mn

n+2 = k
}

=

{
~∆ | δL =

1− %nM%2R
%n−1M %2R(1− k%M)

} (39d)

From Eqs. (39) the expressions of the correspond-
ing border collision bifurcation curves in the (δR, k)
parameter plane can easily be obtained:

ξ0,∂LRLR2Mn

∣∣∣
δL=1

=
{
~∆ | δR = 1−

√
2
2

}
(40a)

ξ0,∂LMLR2Mn

∣∣∣
δL=1

=
{
~∆ | k = %nM%

2
R

}
(40b)

ξ2,∂MR
LR2Mn

∣∣∣
δL=1

=
{
~∆ | k = δR

}
(40c)

ξn+2,∂LM
LR2Mn

∣∣∣
δL=1

=
{
~∆ | k = %n−1M %2R

}
(40d)
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(a) (b)

(c) (d)

(e) (f)

Fig. 14. Bifurcation structure of the (δR, δL) parameter plane at δM = 0.1 and (a) k = 0.46, (b) k = 0.39, (c) k = 0.36, (d)
k = 0.33, (e) k = 0.21, (f) k = 0.18. The regions PLRMnR with (a) n = 1 (b) n = 1, 2, 3, (c) n = 1, . . . , 4, (d) n = 1, . . . , 4, (e)

n = 1, . . . , 9, (f) n = 1, 2, 7, 8, 9, 10, are show. The bifurcation curves ξ0,∂LMLRMnR are shown orange, ξ1,∂MR
LRMnR black, ξn+1,∂MR

LRMnR
red, ξn+2,∂MR

LRMnR blue, and ξn+2,∂LR
LRMnR green. The corresponding lines in the (δR, k) parameter plane are marked in Fig. 13(b).
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(a) (b)

Fig. 15. (a) Mechanism leading to the appearance of cycles OLR2Mn , n > 1, of map (9) at δL = 1. (b) Regions PLR2Mn ,
n = 1, . . . , 5, in the (δR, k) parameter plane. As an example, the border collision bifurcation curves confining the existence
region PLR2M3 of the 6-cycle OLR2M3 are labeled. δM = 0.1.

As follows from Eqs. (40b) and (40d), the regions
PLR2Mn and PLR2Mn+1 are adjacent in the (δR, k)
parameter plane with δL = 1, since

ξn+3,∂LM
LR2Mn+1

∣∣∣
δL=1

= ξ0,∂LMLR2Mn

∣∣∣
δL=1

(41)

The regions PLR2Mn in the bifurcation structure of
the (δR, k) parameter plane with δL = 1 are shown
in Fig. 15(b). It follows from Eqs. (40) that the fam-
ily (33b) differs from the families (28) and (33a) in
the following respect:

Property 22.
(a) For δL = 1 and any δM there exists a number
Nmax > 1 such that non-empty regions PLR2Mn

in the (δR, k) parameter plane exist for n =
1, . . . , Nmax and do not exist for n > Nmax.

(b) For δL = 1 and any n > 1 there exists a value
of δM such that a non-empty regions PLR2Mn in
the (δR, k) parameter plane exist.

(c) For δL = 1 and any 1−
√
2
2 < k∗ < 1

2 there exist
numbers Nmax > nmax > nmin > 1 so that the
line k = k∗ in the (δR, k) parameter plane inter-
sects the regions PLR2Mn for nmin 6 n 6 nmax,
and does not intersects the regions PLR2Mn for

n < nmin and n > nmax. For k∗ >
√
2
2 the line

k = k∗ in the (δR, k) parameter plane does not
intersects any of the regions PLR2Mn.

By contrast to the families (28) and (33a) which
correspond to infinite sequences of regions in the

(δR, k) parameter plane with δL = 1 for each δM,
the family (33b) correspond to a finite sequence of
regions in this plane. However, by Property 22(b),
in the 3D parameter space (δR, k, δM) this sequence
is infinite. Indeed, this can easily be shown taking
into account that the border collision bifurcation
curves ξ0,∂LRLR2Mn and ξ2,∂MR

LR2Mn in the (δR, k) parame-
ter plane with δL = 1 do not depend on δM, whereas
the distance between the border collision bifurca-
tion curves ξ0,∂LMLR2Mn and ξn+2,∂LM

LR2Mn decreases for de-
creasing δM.

5.3.3. Family {OLRMn1RMn2 | n1,2 > 1}
The appearance of a cycle belonging to the fam-
ily (33c) at δL = 1 is illustrated in Fig. 16. As
one cal see, the first two points ~p σ

0 , ~p σ
1 of a cy-

cle Oσ, σ = LRMn1RMn2 , n1,2 > 0, (correspond-
ing to the prefix LR in the associated symbolic se-
quence σ) are located in the same way as it is for all
other cycles considered before. The next point ~p σ

2

is necessarily located at the line ∂ below its inter-
section with the diagonal y = x. Accordingly, the
point ~p σ

n1+2 (which follows a sequence of n1 points
~p σ
2 , . . . , ~p

σ
n1+1 located in DM) belongs to the parti-

tion DR. This is similar to the mechanism leading to
the appearance of the cycles family (33a). The dif-
ference is that the point ~p σ

n1+2 is mapped not in DL

but inDM, so that the point ~p σ
n1+3 starts the next se-

quence of n2 points in the partition DM. This point
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(a)
(b)

(c) (d)

Fig. 16. (a) Mechanism leading to the appearance of cycles OLRMn1RMn2 , n1, n2 > 1, of map (9) at δL = 1. (b) The existence
regions of the cycles OLRMnR, n > 1 are shown red; of the cycles OLR2Mn , n > 1 , blue; and of the cycles OLRMn1RMn2 , n1, n2 > 1
green. The pairs of number specify the values n1, n2 of the cycle existing in the corresponding region. (c) Cycles OLRM3RM3

(blue) and OLRM2RM4 (red) at the moment of the codimension-2 border collision bifurcation occurring at δR ≈ 0.328609,
k ≈ 0.266171. The corresponding parameter point is marked by C in (d). (d) Magnification of the rectangle marked in (b).
Horizontal dashed lines mark the values k = 0.226, k = 0.228, and k = 0.23. δM = 0.1.

is necessarily located above the diagonal y = x, so
that the last point of that sequence, i.e., the point
~p σ
n1+n2+2, is mapped in the partition DL, i.e., on the
~p σ
0 . The described mechanism leads to the following

property:

Property 23. A sufficient condition for the exis-
tence of the cycle Oσ, with σ = LRMn1RMn2,

n1,n2 > 1, is

~p σ
0 ∈ DL (42a)

~p σ
1 ∈ DR (42b)

~p σ
n1+1 ∈ DM (42c)

~p σ
n1+2 ∈ DR (42d)

~p σ
n1+n2+2 ∈ DM (42e)

The following points of the cycle can collide the fol-
lowing boundaries:
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• The point ~p σ
0 can collide the boundary ∂LM.

• The point ~p σ
0 can collide the boundary ∂LR.

• The point ~p σ
1 can collide the boundary ∂MR.

• The point ~p σ
n1+1 can collide the boundary ∂MR.

• The point ~p σ
n1+2 can collide the boundary ∂MR.

• The point ~p σ
n1+n2+2 can collide the boundary ∂LM.

This property can be proven by arguments similar
to Properties 15, 18, and 21.
The expressions for the border collision bifurcations
of the cycle OLR2Mn , n > 1, is can be calculated
straightforwardly:

ξ0,∂LMLRMn1RMn2 =
{
~∆ | xLRMn1RMn2

0 = k
}

=

{
~∆ | δL =

k
(
1− %n1+n2

M %2R
)

(1− k)%n1+n2
M %2R

}
(43a)

ξ0,∂LRLRMn1RMn2 =
{
~∆ | xLRMn1RMn2

0 = yLRMn1RMn2

0

}
=

{
~∆ | δL =

δR(1 + %n1
M %R)

%n1
M %2R

}
(43b)

ξ1,∂MR
LRMn1RMn2 =

{
~∆ | yLRMn1RMn2

1 = k
}

=

{
~∆ | δL =

%n2
M (%n1

M %R(δR + k%R) + δR)− k
%n2
M (%n1

M %R(δR + k%R) + δR)

}
(43c)

ξn1+1,∂LM
LRMn1RMn2 =

{
~∆ | yLRMn1RMn2

n1+1 = k
}

=

{
~∆ | δL =

%n1−1
M (%n2

M %R(δR + k%R%M)− δR) + k

%n1+n2−1
M %R(δR + k%R%M)

}
(43d)

ξn1+2,∂LM
LRMn1RMn2 =

{
~∆ | yLRMn1RMn2

n1+2 = k
}

=

{
~∆ | δL =

%n1
M (%n2

M %R(δR + k%R) + δR)− k
%n1+n2
M %R(δR + k%R)

}
(43e)

ξn1+n2+2,∂LM
LRMn1RMn2 =

{
~∆ | yLRMn1RMn2

n1+n2+2 = k
}

=

{
~∆ | δL =

k(1− %n1+n2−1
M %2R%M)

%n1+n2−1
M %2R(1− k%M)

} (43f)

Clearly, the border collision bifurcations

ξ1,∂MR
LRMn1RMn2 cannot occur in the case δL = 1.

The expressions for the remaining five bifurcations
in the case δL = 1 can easily be obtained from
Eqs. (44):

ξ0,∂LMLRMn1RMn2

∣∣∣
δL=1

=
{
~∆ | k = %n1+n2

M %2R

}
(44a)

ξ0,∂LRLRMn1RMn2

∣∣∣
δL=1

=

{
~∆ | δR =

3

4
%M−

1

4%n1
M

√
6%n1

M + %2n1
M + 1

} (44b)

ξn1+1,∂LM
LRMn1RMn2

∣∣∣
δL=1

=
{
~∆ | k = %n1−1

M δR

}
(44c)

ξn1+2,∂LM
LRMn1RMn2

∣∣∣
δL=1

=
{
~∆ | k = %n1

M δR

}
(44d)

ξn1+n2+2,∂LM
LRMn1RMn2

∣∣∣
δL=1

=
{
~∆ | k = %n1+n2−1

M %2R

}
(44e)

Therefore, the regions PLRMn1RMn2 , PLRMn1+1RMn2 ,
and PLRMn1RMn2+1 are adjacent in the (δR, k) pa-
rameter plane with δL = 1, since

ξn1+2,∂LM
LRMn1+1RMn2

∣∣∣
δL=1

= ξn1+2,∂LM
LRMn1RMn2

∣∣∣
δL=1

(45)

ξ0,∂LMLRMn1RMn2

∣∣∣
δL=1

= ξn1+n2+3,∂LM
LRMn1RMn2+1

∣∣∣
δL=1

(46)

The bifurcation structure formed by the regions
PLRMn1RMn2 , n1, n2 > 1, in the (δR, k) parameter
plane with δL = 1 is shown in Fig. 16(b). As one can
see, the regions form a kind of grid of rhomboid-like
regions uniquely defined by two indexes n1 and n2.
More precisely, we can state the following:

Property 24.
(a) For δL = 1 and any δM a non-empty re-

gion PLRMn1RMn2 exists in the (δR, k) param-
eter plane for any n1 > 1 and any n2 =
1, . . . , Nmax(n1) and does not exist for n2 >
Nmax(n1).

(b) For any n1 > 1 the region PLRMn1RMn2 in
the (δR, k) parameter plane is confined by four

border collision bifurcation curves ξ0,∂LMLRMn1RMn2 ,

ξn1+1,∂LM
LRMn1RMn2 , ξn1+2,∂LM

LRMn1RMn2 , ξn1+n2+2,∂LM
LRMn1RMn2 iff

n2 < Nmax(n1). In general, a part of the re-
gion with the largest possible value of n2, i.e.,
PLRMn1RMNmax(n1), is cut off by the border col-

lision bifurcation curve ξ0,∂LRLRMn1RMn2 .
(c) For a fixed value of δR and k tending to zero, n1

increases to infinity. For a fixed value of k and
δR decreasing, n1 decreases and n2 increases.

As one can see in Fig. 16(b), at the value of δM
used in this figure there exist regions PLRMRMn2

with n2 = 1, . . . , 6, i.e., Nmax(1) = 6. Similarly,
it can be seen that Nmax(2) = 7, Nmax(3) = 7,
Nmax(4) = 8, and so on. It is worth noticing that
for increasing n1 also Nmax(n1) increases. Moreover,
it can be seen in Fig. 10(b), for k tending to zero the
regions PLRMn1RMn2 occupy more and more space
in the (δR, k) parameter plane, leaving less space for
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the existence regions of the cycles with the symbolic
sequences containing more than two letters R.
Property 24(b) is illustrated in Fig. 16(d). The re-
gion PLRM4RM3 represents the generic case, since
n2 = 3 < Nmax(4) = 8. Therefore, this re-
gion is confined by four border collision bifurca-

tion boundaries, namely. ξ0,∂LMLRM4RM3 , ξ5,∂LMLRM4RM3 ,

ξ6,∂LMLRM4RM3 , and ξ9,∂LMLRM4RM3 . By contrast, the re-
gions PLRMRM6 and PLRM2RM6 are not generic,
as n2 = 6 = Nmax(1) and n2 = 6 = Nmax(2). The
first of these regions is confined by three border col-
lision bifurcation curves, which are indicated in the
figure, and the second one by five. Note, that as the
δR values of the upper and of the lower corner of
a region PLRMn1RMNmax(n1) are not identical, it is
also possible that this region has four border col-
lision bifurcation boundaries. It is also clear that
the corners of the regions PLRMn1RMn2 represent
codimension-2 border collision bifurcation points in
the (δR, k) parameter plane (as this plane is already
particular due to δL = 1, in the 4D parameter space
of map (9) this bifurcation has codimension 3). At
the moment of this bifurcation each of four involved
cycles has two points located at the borders, namely
one at ∂LR and another one at ∂MR. As an example,
let us consider the bifurcation occurring at the point

C = ξ8,∂LMLRM2RM4 ∩ ξ4,∂MR
LRM2RM4

= ξ4,∂MR
LRM3RM3 ∩ ξ8,∂LMLRM3RM3

= ξ0,∂MR
LRM3RM2 ∩ ξ0,∂LMLRM3RM2

= ξ0,∂LMLRM2RM3 ∩ ξ4,∂MR
LRM2RM3

(47)

marked with C in Fig. 16(d). From the four
cycles undergoing border collision bifurcations
at this point, namely OLRM2RM4 , OLRM3RM3 ,
OLRM3RM2 , and OLRM2RM3 , the first two are
shown in Fig. 16(c). It can easily be seen that

~p LRM2RM4

4 ∈ ∂MR

~p LRM2RM4

8 ∈ ∂LM
~p LRM3RM3

4 ∈ ∂MR

~p LRM3RM3

8 ∈ ∂LM

(48)

It is worth to emphasize that the cycles at the bifur-
cation moment do not coexist (in particular, since
the points ~p1, . . . , ~p4 of all four cycles are identical).
Instead, only one of them exists, whereby which one
does depends on the definition of the functions fx,
fy at the boundaries, which have not been specified
in Sec. 2.

For the transfer of the obtained results from the
considered parameter plane (δR, k) with δL = 1 to
the parameter plane (δR, δL) with k = k∗ the ques-
tion arises which regions PLRMn1RMn2 in the pa-
rameter plane (δR, k) can be intersected by the line
k = k∗. As the k-values of the left and right corners
of the regions PLRMn1RMn2 are not identical, it is a
cumbersome task to specify all possible situations.
As an example, in Fig. 16(d) the line k = k∗ with
k∗ = 0.23 is shown. It can easily be seen that the se-
quence of the regions PLRMn1RMn2 intersected by
this line is (for decreasing values of δR)

PLRM5RM → PLRM4RM2 → PLRM4RM3

→ PLRM3RM4 → PLRM3RM5

→ PLRM2RM6

(49)

When the value k∗ is decreased to k∗ = 0.228, this
sequence is prolonged by one more region and be-
comes

PLRM5RM → PLRM4RM2 → PLRM4RM3

→ PLRM3RM4 → PLRM3RM5

→ PLRM2RM6 → PLRM2RM7

(50)

However, when k∗ is decreased again, then the se-
quence changes not at the end but in the middle.
As one can see, at k∗ = 0.228 this sequence is given
by

PLRM5RM → PLRM5RM2 → PLRM4RM3

→ PLRM4RM4 → PLRM3RM5

→ PLRM2RM6 → PLRM2RM7

(51)

5.4. More than two letters R
in the symbolic sequence

In Sec. 5.3 we considered all families of cycles with
points in all three partitions existing at δL = 1
for which the associated symbolic sequence contains
two letters R. In a similar way one can treat also
families of cycles with more than two letters R in
the associated symbolic sequences. To identify these
families is a pure combinatorial task.
Clearly, for each number NR > 2 of letters R any
symbolic sequence associated with a cycle existing
at δL = 1 can be written as

σ = LRMn1RMn2 . . .RMnNR

with nj > 0, j = 1, . . . , NR

(52)

As explained above, to identify the mechanism lead-
ing to the appearance of the cycle Oσ and the bor-
der collision bifurcations occurring at the bound-
aries of its existence region Pσ it is necessary to
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distinguish between the cases nj = 0 and nj > 0.
Hence, a simple way to specify all cases to be con-
sidered separately is to write down 2NR symbolic
sequences ρ = ρ1ρ2 . . . ρNr consisting of NR letters
+ and −, with the meaning (ρj = +) ⇒ (nj > 0)
and (ρj = −)⇒ (nj = 0). In this way we obtain for
example for NR = 3:

(ρ1ρ2ρ3) ⇔ σ

(−−−) ⇔ {LR3} (53a)

(−−+) ⇔ {LR3Mn3 | n3 > 0} (53b)

(−+−) ⇔ {LR2Mn3R | n3 > 0} (53c)

(−+ +) ⇔ {LR2Mn2RMn3 | n2,3 > 0} (53d)

(+−−) ⇔ {LRMn1R2 | n1 > 0} (53e)

(+−+) ⇔ {LRMn1R2Mn3 | n1,3 > 0} (53f)

(+ +−) ⇔ {LRMn1RMn2R | n1,2 > 0} (53g)

(+ + +) ⇔ {LRMn1RMn2RMn3 | n1,2,3 > 0}
(53h)

Obviously, (53a) is a single sequence correspond-
ing to a basic cycle. Regarding other families, some
statements can be provided. So, for example it can
be shown that cycles corresponding to families (53e)
and (53f) cannot exist for δL = 1. Hence, when inves-
tigating the part of the (δR, k) parameter plane cor-
responding to cycles for which the associated sym-
bolic sequence contains three letters R, then five
families of cycles must be considered. Clearly, a sim-
ilar procedure can be applies also for any NR. How-
ever, the number of families grows exponentially
with increasing NR, even if some of them can be
excluded from the consideration.

6. Period adding structures

In the previous sections only the cycles were con-
sidered which have extended existence regions in
the parameter plain (δR, k) for δL = 1. It has been
shown that in this plane the existence regions of
these cycles are grouped according to the number
of letters R in the associated symbolic sequences.
This makes it possible to identify the cycles existing
in the (δR, δL) parameter plane, even if the existence
regions of these cycles do not cover this plane com-
pletely. Nevertheless, the knowledge about these re-
gions build a basis for explanation of the bifurcation
structure of the remaining parts the (δR, δL) param-
eter plane. In particular, between several of these
regions period adding structures can be observed.
As an example, let us consider the bifurcation sce-
nario shown in Fig. 17(a). The corresponding pa-

rameter path is marked in Fig. 12(c). As one can see
in this figure, the parameter path intersects (for in-
creasing δR) the regions PLRMn , n = 3, 2, 1 with pe-
riods 5, 4 and 3, respectively. By Property 17(c) for
each n there is some free space between the regions
PLRMn+1 and PLRMn . The bifurcation structure
between these regions is the usual period adding:
between the regions with periods 5 and 4 there is a
region with period 9, between the regions with pe-
riods 4 and 3 there is a region with period 7, and
so on. The symbolic sequences of the cycles forming
this structure can easily be obtained by concatena-
tion of the symbolic sequences of the cyclesOLRMn .
For example, as one can easily see in Fig. 17(b), the
9-cycle located in the parameter space between the
cycles OLRM3 and OLRM2 is OLRM3LRM2 . More
general, the families of cycles with the first com-
plexity level in this period adding structure located
between the regions PLRMn+1 and PLRMn can eas-
ily be obtained by replacing the letters L and R in
Eq. (21) by LRMn+1 and LRMn, respectively. In
this way we obtain the families

{O(LRMn+1)(LRMn)n1 | n1 > 1} (54a)

{O(LRMn+1)n1 (LRMn) | n1 > 1} (54b)

(see Fig. 17(a)) The families cycles with higher com-
plexity levels can be obtained similarly. Note that a
sufficient condition for the appearance of a period
adding structure in the portion of the parameter
space confined by the border collision bifurcation
curves of two cycles colliding the border point from
opposite sides in 1D discontinuous maps is proved
in [Gardini et al., 2014]. To our knowledge, a similar
proof for 2D maps does not exist, nevertheless the
observed phenomenon is the same. In the considered
example, the cycles OLRMn+1 and OLRMn collide the
boundary ∂LM from opposite sides, and in the por-
tion of the parameter space confined by the border

collision bifurcation curves ξn+2,∂LM
LRMn+1 and ξ0,∂LMLRMn

there exists a period adding structure issuing from
the intersection point of these curves formed by the
existence regions of the cycles with the symbolic
sequences specified above.
It is worth noticing that the period adding structure
in map 9 may involve coexisting attractors. This is
particularly the case close to the diagonal δL = δR
of the parameter plane (δR, δL), since the symmetry
of the map given by the Property 5 implies that in
this parameter region cycles with odd periods can
exist only in pairs. As an example let us consider
the bifurcation scenario shown in Fig. 6(a).
As described in Sec. 4.3, the interval in which the
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(a) (b)

Fig. 17. (a) Period adding scenario between the regions PLRMn , n = 3, 2, 1. The corresponding parameter path in the
(δR, δL) plane is marked in Fig. 12(c). Parameters δL = 0.62, δM = 0.1, k = 0.35. (b) Cycle OLRM3LRM2 at δR = 0.421 (the
corresponding point is indicated in (a) by the letter B).

limit sets of the map have period 3, is belongs to the
intersection PLRM∩PLMR (see Fig. 9(d)). Accord-
ingly, in this interval the cycles OLRM and OLMR
coexist and their basins of attraction cover the com-
plete domain D, as shown in Fig. 18(a). Similarly,
the period 5 in the period adding cascade shown in
Fig. 6(a) is related to the coexistence of the cycles
OLRLMR and ORMLRL shown in Fig. 18(b). Also
these cycles are symmetric to each other with re-
spect to the diagonal y = x. Note that these cycles
do not exist at δL = 1 or δR = 1, as the associated
symbolic sequences contain two letters L and two
letters R.
The situation regarding the period 8 existing be-
tween the periods 3 and 5 is slightly different.
It corresponds to two cycles OLRMLRLMR and
OLMRLRLMR which are symmetric to each other
with respect to the diagonal y = x. However, ad-
ditionally to these cycles the cycle ORMLRMLRL
exists which is symmetric in itself, as shown in
Fig. 18(c). Similar structures in the state space
can also be observed for higher periods: cycles with
odd periods exist in pairs, symmetric to each other,
while for even periods we observe pairs of cycles
symmetric to each other and additionally cycles
which are symmetric in itself.
Note that coexistence of cycles occurs not only in
the parameter regions close to the diagonal δL = δR.

As an example, Fig. 18(d) shows two coexisting 6-
cycles observed far away from this diagonal.

7. Conclusions

In this work we considered a standard model com-
monly used to illustrate the Braess paradox. This
paradox states that when an additional resource is
added to a system formed by rational agents, then
the overall performance of the system can be not
only increased by also decreased. The model con-
sidered in this paper shows this effect in a particu-
lar network of roads on which cars are moving from
one point to another one taking the decision which
road to choose depending on the current situation
on the roads. When an additional road is added to
the network, the overall performance of the system
may decrease.
From the mathematical point of view, a model of
the considered network with two roads is given by
a piecewise linear discontinuous 2D map defined
on two partition. Introducing the third road corre-
sponds in the map to the appearance of a third par-
tition. Possible dynamics of the model on two parti-
tion and their organization in bifurcation structures
have been completely understood in the previous
works. In the present work we investigated the ef-
fect of introducing the third partition on these bi-
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(a) (b)

(c) (d)

Fig. 18. Coexisting cycles of map (9) and their basins of attraction. (a) 3-cycles OLRM (green) and ORLM (red); (b) 5-
cycles OLRLRM (green) and ORLRLM (red); (c) 8-cycles OLRMLRLRM (red), ORLMRLRLM (green), and ORMLRMLRL
(blue); (d) 6-cycles OLRRMRM (green) and OLRMRML (red). Insets show the marked rectangles magnified. Parameters:
δM = 0.3, k = 0.25, (a) δL = δR = 0.2, (b) δL = δR = 0.08, (c) δL = δR = 0.11, (d) δL = 0.45, δR = 0.12.

furcation structures.
It is shown that when the third partition is intro-
duced, the bifurcation structure of the parameter
plane of interest changes completely. A high num-
ber of periodicity regions appears, associated with
cycles with points located in all three partitions.
As any cycle of the investigated map is necessarily
stable, the boundaries of these regions are given by
border collision bifurcation curves. Due to the lin-
earity of the map in all three partitions it is possible
to calculate these bifurcation curves analytically for
cycles of any period, provided that the symbolic se-

quence associated with the cycle is known. However,
it turns out to be a circumstantial task to identify
the regularities in the appearance of cycles in the
parameter plane of interest. To solve this problem,
we applied a two-step approach. First, we investi-
gated a different parameter plane at the particular
parameter values for which the investigated map
has a constant value on one on the partitions. This
makes it possible – at least, in principle – to iden-
tify all families of cycles existing in this parameter
plane. Then, as a next step, the results obtained
in this plane can easily be transferred back to the
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original parameter plane of interest. Although set of
cycles which occur in the case that map has a con-
stant value on one on the partitions is only a subset
of all possible cycles, the obtained results show how
several periodicity regions appear, become split in
parts and disappear. It has also been shown that
the period adding structure occurring between the
discussed periodicity regions may be enriched by a
regular appearance of coexisting cycles.
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