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Abstract

The border-collision normal form is a canonical form for two-dimensional, continuous
maps comprised of two affine pieces. In this paper we provide a guide to the dynamics
of this family of maps in the non-invertible case where the two pieces fold onto the
same half-plane. We identify parameter regimes for the occurrence of key bifurcation
structures, such as period-incrementing, period-adding, and robust chaos. We then
apply the results to a classic model of a boost converter for adjusting the voltage of
direct current. It is known that for one combination of circuit parameters the model
exhibits a border-collision bifurcation that mimics supercritical period-doubling and is
non-invertible due to the switching mechanism of the converter. We find that over a
wide range of parameter values, even though the dynamics created in border-collision
bifurcations is in general extremely diverse, the bifurcation in the boost converter can
only mimic period-doubling, although it can be subcritical.

1 Introduction

Periodic and non-periodic oscillations in systems of ordinary differential equations are usually
analysed by constructing a return map. In classical settings, where the differential equations
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induce a unique smooth flow, such maps are typically smooth and invertible, at least locally
[1]. However, for piecewise-smooth differential equations and hybrid systems, return maps
are commonly piecewise-smooth [2].

The phase space of a piecewise-smooth map is characterised by the presence of one or more
switching manifolds where the map is nonsmooth. This nonsmoothness causes the dynamics
to change in a fundamental way at border-collision bifurcations where a fixed point collides
with a switching manifold as parameters are varied. Under quite general conditions, these
dynamics are captured by a piecewise-linear family known as the border-collision normal
form [3, 4, 5]. In two dimensions this family can be written as

[
x
y

]
7→



[
τLx+ y + µ

−δLx

]
, x ≤ 0,[

τRx+ y + µ

−δRx

]
, x ≥ 0,

(1)

where the line x = 0 is the switching manifold, the parameter µ ∈ R controls the border-
collision bifurcation, and τL, δL, τR, δR ∈ R are additional parameters.

The normal form (1) is well-studied as it arises in diverse applications, and, as an extension
of the Lozi map [6], serves as a minimal model for chaotic and highly nonlinear dynamics.
The dynamics of (1) is remarkably rich — it exhibits chaos robustly [7, 8], can have any
number of coexisting attractors [9], of which all could be chaotic [10, 11]. Most studies of (1)
have focussed on parameter regimes where (1) is invertible, i.e. δLδR > 0. For the invertible,
dissipative case, a review is provided by [12]; other works that characterise parameter space
in some detail include [13, 14, 15, 16].

However, it is perhaps under-appreciated that return maps of piecewise-smooth dynam-
ical systems are often, not only piecewise-smooth, but also non-invertible. This is because
a switch to a different mode of operation can readily cause the flow to fold back onto it-
self, as illustrated below for power converters. Some analysis of (1) has been done in the
non-invertible case. For example period-adding is illustrated numerically in [16], global bifur-
cations of a chaotic attractor in an equivalent map are described in [17], and two-dimensional
attractors are identified in [18]. In this paper we provide an overview of the dynamics of (1)
when it is non-invertible, specifically with δLδR < 0. For the special case δLδR = 0, where
the long-term dynamics are essentially one-dimensional, refer to [19, 20].

We begin in §2 by showing how the piecewise-linear normal form (1) applies to border-
collision bifurcations of arbitrary, two-dimensional, piecewise-smooth maps. We then study
(1) subject to δR < 0 < δL, the specific signs being chosen without loss of generality. The
dynamical complexity of (1) means we cannot hope to characterise all dynamics, and for this
reason our approach is to chart the essential features. With µ < 0 the dominate bifurcation
structures are period-adding and robust chaos, §3, while with µ > 0 the map exhibits period-
incrementing and robust chaos, §4.

In §5 we illustrate the results with the power converter model of Deane [21]. This model
exhibits a border-collision bifurcation, and by determining the part of the parameter space of
the normal form that this bifurcation corresponds to, we can use our results to characterise
the bifurcation. Although in general the dynamics created in border-collision bifurcations is
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extremely diverse, it appears this bifurcation acts exclusively as a piecewise-smooth version
of period-doubling. Finally §6 provides concluding remarks.

2 Border-collision bifurcations and the normal form

A border-collision bifurcation occurs when a fixed point of a piecewise-smooth map collides
with a switching manifold. Here we consider a two-dimensional map with variables u, v ∈
R and parameter η ∈ R. We assume a border-collision bifurcation occurs at the origin
(u, v) = (0, 0) when η = 0, and we wish to understand the dynamics in a neighbourhood of
(u, v; η) = (0, 0; 0).

We assume the switching manifold is smooth, at least locally, so there exists a smooth
coordinate change that shifts the switching manifold to the line u = 0 [22]. Then, assuming
the map is continuous and piecewise-C2, locally it has the form

[
u
v

]
7→



[
aL11u+ a12v + b1η

aL21u+ a22v + b2η

]
+O

(
(|u|+ |v|+ |η|)2

)
, u ≤ 0,[

aR11u+ a12v + b1η

aR21u+ a22v + b2η

]
+O

(
(|u|+ |v|+ |η|)2

)
, u ≥ 0,

(2)

for some aL11, a
L
21, a

R
11, a

R
21, a12, a22, b1, b2 ∈ R. Note that the v and η coefficients of the two

pieces of (2) are the same. This is a consequence of the assumed continuity of (2) on u = 0.
Next we work to bring (2) into the normal form (1).

2.1 A derivation of the normal form

By construction the origin is a fixed point of (2) when η = 0. We now consider fixed points
of (2) for small η ∈ R. Let

c = (1− a22)b1 + a12b2 . (3)

Then the left (u ≤ 0) piece of (2) has the fixed point[
uL(η)
vL(η)

]
=

1

(1− aL11)(1− a22)− a12aL21

[
c

aL21b1 +
(
1− aL11

)
b2

]
η +O

(
η2
)
, (4)

assuming the denominator in (4) is non-zero. Similarly the right (u ≥ 0) piece of (2) has the
fixed point[

uR(η)
vR(η)

]
=

1

(1− aR11)(1− a22)− a12aR21

[
c

aR21b1 +
(
1− aR11

)
b2

]
η +O

(
η2
)
, (5)

assuming its denominator is non-zero. In a sufficiently small neighbourhood of (u, v; η) =
(0, 0; 0), these are the only fixed points of (2).

Notice we require c 6= 0 for the fixed points to move away from the switching manifold
at a rate that is asymptotically proportional to η. Thus c 6= 0 is the transversality condition
[23, 24] that ensures η unfolds the border-collision bifurcation in a generic fashion.
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In view of the switching condition in (2),
(
uL, vL

)
is a fixed point of (2) only if uL ≤ 0,

in which case we say it is admissible. Similarly
(
uR, vR

)
is an admissible fixed point of (2)

if uR ≥ 0. If uL < 0, the stability of
(
uL, vL

)
is governed by the eigenvalues of the Jacobian

matrix of (2) evaluated at
(
uL, vL

)
. This matrix is

[
aL11 a12
aL21 a22

]
+O(η). To leading order its

trace and determinant are

τL = aL11 + a22 , δL = aL11a22 − a12aL21 . (6)

We similarly define

τR = aR11 + a22 , δR = aR11a22 − a12aR21 , (7)

for the right piece of (2). By removing the nonlinear terms from each piece of (2) and
applying the coordinate change

x = u, (8)

y = −a22u+ a12v + (a22b1 − a12b2)η, (9)

µ = cη, (10)

we arrive at the normal form (1) with τL, δL, τR, and δR given by (6) and (7). This coordinate
change is invertible when c 6= 0 (discussed above) and a12 6= 0 (otherwise (2) decouples into
two one-dimensional maps).

2.2 The utility of the normal form

The dynamics of the normal form (1) approximates the dynamics of (2) for small values
of u, v, and η. Presently there is little mathematical theory clarifying the validity of this
approximation, but in practice the normal form is useful for characterising the dynamics
created in border-collision bifurcations. For example, if the normal form exhibits a hyperbolic
periodic solution, this solution also exists for (2) [5]. This type of persistence result has
recently been extended to chaotic attractors [25].

Since the normal form is piecewise-linear, the structure of its dynamics is independent of
the magnitude of µ. If µ < 0 its value can be scaled to −1, while if µ > 0 its value can be
scaled to 1. We therefore study the normal form with µ = −1 to understand the dynamics
on one side of the border-collision bifurcation, and with µ = 1 to understand the dynamics
on the other side of the border-collision bifurcation.

With µ = 0 the origin is a fixed point of the normal form. If it is asymptotically stable
then (2) has a local attractor on each side of the border-collision bifurcation [26]. However,
the normal form is non-differentiable at the origin, so its stability can be difficult to ascertain
[27, 28]. For instance in the non-invertible case the origin can be asymptotically stable even
when both pieces of the map are area-expanding [29].

If δLδR < 0, then, in view of the substitution (x, y, µ) 7→ (−x,−y,−µ) that leaves the
normal form invariant other than switching ‘left’ and ‘right’, we can assume δL > 0 and
δR < 0. With δL > 0 and δR < 0 the normal form maps both left and right half-planes to
the upper half-plane (y ≥ 0).
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Figure 1: The lower plot is a bifurcation diagram of the normal form (1) with (11). As the
value of µ is increased through 0, a stable period-3 solution changes to a stable period-4
solution. The upper plots are phase portraits with µ = ±1 (red circle: unstable fixed point;
red triangles: unstable period-2 solution; blue circles: stable period-3 and period-4 solutions;
green line: switching manifold).

2.3 An example of the dynamics of the normal form

Fig. 1 shows a bifurcation diagram and phase portraits of the normal form (1) with

(τL, δL, τR, δR) = (−1, 2,−1,−0.2). (11)

Here δL > 0 and δR < 0 so all invariant sets lie in the upper half-plane (y ≥ 0). For this
example the border-collision bifurcation brings about a transition from a stable period-3
solution to a stable period-4 solution. As with all bounded invariant sets of the normal form,
these solutions contract linearly to the origin as µ→ 0, and this is evident in the bifurcation
diagram. The period-3 solution for µ < 0 consists of one point in the left half-plane and two
points in the right half-plane. Its symbolic representation is therefore LRR (or any cyclic
permutation of this) and we refer to it as an LRR-cycle. Similarly the period-4 solution
for µ > 0 is an LRRR-cycle. Based on symbolic representations, we can characterise the
existence, admissibility, and stability of periodic solutions in a general manner [5, 30].

5



3 The dynamics for µ < 0

Our aim here is to obtain a broad understanding of the attractors of (1) with µ < 0 and
δL > 0, δR < 0, τL ∈ R, and τR ∈ R. As explained above, by scaling it is sufficient to consider
µ = −1. We have found it helpful to study two-dimensional slices of parameter space defined
by fixing the values of δL and δR, and study how the dynamics on these slices differs for
different values of δL and δR. This is summarised by Fig. 2. In the top left this figure shows
the open fourth quadrant

Q4 = {(δL, δR)|δL > 0, δR < 0}, (12)

and has four curves that divide Q4 into seven subsets where (τL, τR)-two-parameter bifur-
cation diagrams have similar features. This division is based on the existence of period-n
periodicity regions for n = 1, 2, 3. Certainly one could divide Q4 further by considering more
features in the bifurcation diagrams, but it is not clear that this would be helpful [31].

(i) (ii)

(iii)

(vii)(vi)

(iv)

(v)

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30

Figure 2: Seven representative two-parameter bifurcation diagrams of the normal form (1)
with µ = −1 obtained by fixing δL and δR and varying τL and τR (black: chaotic, quasi-
periodic, or high period attractor; white: no attractor; red: stable fixed point; cyan: stable
period-2 solution; yellow: stable period-3 solution; other colours: periods 4–30 as indicated
in the colour bar). The figure also shows how the fourth quadrant of the (δL, δR)-plane can
be divided into subsets where the bifurcation diagrams have similar features.

6



3.1 Numerical methods

Before we describe the seven bifurcation diagrams in Fig. 2 in more detail, we first explain
how they were computed. For each point in a 1000× 1000 equispaced grid of (τL, τR) values,
we computed N = 104 iterates (xi, yi) of the forward orbit of a random initial point (x0, y0).
If the norm of (xi, yi) exceeded 106 for any i we concluded the orbit diverges and coloured
this parameter point white. Otherwise we looked to see if the orbit converges to a periodic
solution. If we could find a smallest 1 ≤ p ≤ 30 for which the norm of (xN , yN)−(xN−p, yN−p)
was less than a tolerance of 10−6, we concluded the orbit converges to a period-p solution
and coloured the point according to the colour bar. If no such period was detected the point
was coloured black. In this case the orbit most likely converges to either a periodic solution
with period greater than 30, a quasi-periodic attractor, or a chaotic attractor. Additional
techniques were used to compute the period-3 regions in (i) and (vii). Following [5] for these
we solved for the LRR-cycle exactly and checked admissibility and stability explicitly.

By using random initial points the bifurcation diagrams reveal areas where multiple at-
tractors coexist and areas where attractors are not globally stable. For example the bottom
three bifurcation diagrams are speckled white because the attractors are not globally attract-
ing so some initial points give forward orbits that diverge.

3.2 Seven different two-parameter bifurcation diagrams

First consider (δL, δR) in subset (i). In this case any (τL, τR)-bifurcation diagram has a
vertical red strip, −δL − 1 < τL < δL + 1, where the left half-map has a stable fixed point.
As we cross the τL = −δL − 1 boundary of this strip, from right to left, this fixed point
attains an eigenvalue of −1 and becomes unstable. This is not a period-doubling bifurcation
as the normal form does not have the required nonlinearity, nevertheless a stable period-2
solution (LR-cycle) exists in a certain region (coloured cyan). This region is bounded below

by the curve τR = (1+δL)(1+δR)
τL

, where the LR-cycle has an eigenvalue of −1, and bounded

above by τR = (δL−1)(1−δR)
τL

, where it has an eigenvalue of 1. Fig. 2(i) also has regions where
there exists a stable LRR-cycle (yellow) and a stable LRRR-cycle (brown). For different
values of (δL, δR) in subset (i), our numerical explorations have found that other periodicity
regions can exist, particularly if |δR| is small, but the corresponding symbolic itinerary always
contains exactly one L.

To move from subset (i) to (ii) we cross the line δL = 1 at which the vertical red strip
vanishes. On the line δL = 1, and with −2 < τL < 2, the left half-map has purely imaginary
eigenvalues. For generic families of smooth maps this signals the occurrence of a Neimark-
Sacker bifurcation at which an invariant circle is created. From a curve of Neimark-Sacker
bifurcations there emanate Arnold tongues where the dynamics on the invariant circle includes
a stable periodic solution (i.e. is mode-locked) [24, 32]. In our piecewise-linear setting, similar
features arise [13]. An invariant circle is often created, as in Fig. 3(a). However, since the
map is non-invertible the interior of the circle does not map to itself.

Fig. 2(ii) shows a typical bifurcation diagram for subset (ii). Stable periodic solutions
exist in the coloured regions (Arnold tongues) which overlap in places resulting in coexisting
attractors, Fig. 3(b) shows an example. Overall the Arnold tongues have a period-adding
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structure as discussed below.

(a)

-10 -5 0 5 10 15
0

5

10

15

(b)

Figure 3: Panel (a) is a phase portrait of (1) with µ = −1 and (τL, δL, τR, δR) =
(2.2, 2, 0.6,−0.2) showing an attracting invariant circle. Panel (b) is with instead
(τL, δL, τR, δR) = (−3.126, 2,−0.3785,−0.1) where the map has a stable LR-cycle (blue trian-
gles) and a stable LRR-cycle (blue circles). The boundary between the basins of attraction
of these solutions is the stable manifold of a saddle-type LLR-cycle (red circles).

To move from subset (ii) to (iii) we cross the curve δL = −1
δR

, labelled γ2, which is where
the cyan region vanishes. This can be explained as follows. The eigenvalues that govern the
stability of an admissible LR-cycle are those of the matrix ARAL [5]. The curve γ2 is where
the determinant of this matrix is −1. Below γ2 we have det(ARAL) < −1 so the LR-cycle
cannot be stable for any values of τL and τR.

By next crossing the curve δL = 1
δ2R

, labelled γ3, the yellow region (for the existence

of a stable LRR-cycle) vanishes for a similar reason. One could further identify additional
curves for higher periods but this is complicated by the fact that for higher periods multiple
symbolic representations occur.

Our numerical explorations suggest that throughout subset (iv) the only attractors that
are possible are chaotic. But unlike when the normal form is invertible — where chaotic
attractors are typically quasi-one-dimensional, formed from one or more one-dimensional
unstable manifolds [8] — in the non-invertible setting attractors can be two-dimensional,
Fig. 4(a). Glendinning [18] proved that throughout an open subset of parameter space the
normal form has a two-dimensional attractor for one sign of µ and a stable fixed point
for the other sign of µ. This shows that the sudden and local transition of a stable fixed
point to a two-dimensional attractor can occur via a border-collision bifurcation in a generic
(codimension-one) fashion. Coexisting chaotic attractors are also possible, Fig. 4(b). In fact
for all n ≥ 1 there exist parameter combinations for which the normal form has n coexisting
chaotic attractors [11].

Next as we move in Q4 from (iv) into (v), then into (vi), and lastly into (vii), we again
cross the curves δL = 1, γ2, and γ3, in this order. Consequently the vertical red strip reappears
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(a)

-1.5 -1 -0.5 0 0.5 1 1.5
0

0.5

1

1.5

2

2.5

(b)

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4

0

0.2

0.4

0.6

0.8

1

1.2

1.4

Figure 4: Panel (a) is a phase portrait of (1) with µ = −1 and (τL, δL, τR, δR) =
(0.2, 2, 0,−0.8) showing a two-dimensional attractor, see [18]. Panel (b) is with instead
(τL, δL, τR, δR) = (0, 1.4, 0,−0.9) where there are two coexisting chaotic attractors, see [10].

(fixed point), then the cyan region reappears (LR-cycle), and lastly a yellow region reappears
(LRR-cycle). The difference between subsets (i) and (vii) is that the yellow region has two
connected components in subset (i), but only one connected component in subset (vii). The
boundary between these subsets is a curve ζ3 derived in Appendix A.

3.3 Period-adding

Arnold tongues are shown in Fig. 2(ii) and more closely in the magnification, Fig. 5(a). While
the precise location and shape of the Arnold tongues depends on the values of δL and δR,
they have a broadly consistent two-dimensional structure. This structure is described in [16]
for our non-invertible setting, in [20] for the special case δLδR = 0, and in several papers
[33, 34, 35, 36] (each motivated by a different physical application) for the invertible case.

In the Arnold tongues only certain ‘rotational’ symbolic itineraries are possible [37]. As in
the classical smooth setting [38, 39], the periodic solution can be assigned a rotation number
m
p
∈ (0, 1), where p is the period and m represents the number of rotations per period. As

we move left to right across Fig. 5(a), the rotation number decreases roughly monotonically.
Between any two Arnold tongues of frequencies m1

p1
and m2

p2
with m1p2−m2p1 = ±1, there

are usually more Arnold tongues, the largest of which has frequency m1+m2

p1+p2
. Such Farey

addition [40, 41] repeats indefinitely and, as in the smooth setting, explains the ordering
and relative size of the Arnold tongues. One-parameter slices that cut horizontally through
Fig. 5(a) consequently display periodic windows where the period of a window is often given
by adding the periods of the largest windows on either side. Fig. 5(b) shows a typical
example where we can see period-5 and period-6 windows, and between them a period-11
window (centred at about τL = 1.2). This structure is referred to as period-adding [2].
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(a)

-1 0 1 2 3

-0.2

0

0.2

0.4

0.6

0.8

1

(b)

Figure 5: Panel (a) is a magnification of the two-dimensional bifurcation diagram, Fig. 2(ii),
showing Arnold tongues (regions where periodic solutions are stable) up to period 30. Panel
(b) is a one-parameter bifurcation diagram obtained by further fixing τR = 0.2.

However, unlike in the smooth setting, the Arnold tongues also exhibit structure in a
second direction. As we move up Fig. 5(a) the fraction of L’s in the symbolic itineraries
decreases. As we cross any shrinking point, where an Arnold tongue has zero width, one L
in the symbolic itinerary associated with the stable periodic solution changes to an R [37].

4 An overview of the dynamics with µ > 0

We now consider µ > 0. As discussed in §2 it suffices to consider µ = 1.
The dynamics are summarised by Fig. 6 which shows four representative (τL, τR)-two-

parameter bifurcation diagrams and shows how Q4, for the pairs (δL, δR), can be divided
into different subsets based on features of the bifurcation diagrams. If −1 < δR < 0 the
bifurcation diagram has a (red) horizontal strip −δR− 1 < τR < δR + 1 where the right half-
map has a stable fixed point. Otherwise the dominate periodic solutions are those whose
symbolic itinerary contains exactly one R. That is, for a period-p solution the itinerary
is Lp−1R (or a cyclic permutation of this). Its stability multipliers are the eigenvalues of
Mp = ARA

p−1
L . Notice det(Mp) = δp−1L δR < 0 (because δR < 0 < δL). So if det(Mp) > −1

then the Lp−1R-cycle is stable when

− det(Mp)− 1 < trace(Mp) < det(Mp) + 1. (13)

Regions where Lp−1R-cycles are stable and admissible are coloured in Fig. 6. Roughly
speaking these regions are narrow and aligned vertically. Their left boundary is where
trace(Mp) = det(Mp) + 1, where Mp has an eigenvalue 1, and their right boundary is where
trace(Mp) = − det(Mp) − 1, where Mp has an eigenvalue −1. Upper boundaries are where
admissibility is lost via a border-collision bifurcation where one point of the Lp−1R-cycle is
located on the switching manifold.
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(i) (ii)

(iii) (iv)

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28+ 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30

Figure 6: Four representative two-parameter bifurcation diagrams of (1) with µ = 1 using
the same colour scheme as Fig. 2. The left plot shows curve γp that form a boundary for the
existence of a region in the bifurcation diagrams where the map has a stable Lp−1R-cycle.
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As the pair (δL, δR) is varied, the left and right boundaries coincide, and the stability
region vanishes, when det(Mp) = −1. That is,

δR =
−1

δp−1L

. (14)

These are curves labelled γp in Fig. 6. As p→∞ the curves converge to δL = 1 and part of
the δL-axis.

Thus with 0 < δL < 1 and −1 < δR < 0, for each p ≥ 2 the (τL, τR)-bifurcation diagram
has a region where there exists a stable Lp−1R-cycle. The top-left bifurcation diagram of Fig. 6
provides a typical example. Only finitely many regions are visible because as p increases they
only exist for successively larger (more negative) values of τR. By then increasing the value
of δL, but keeping δR fixed, the regions vanish as we cross the curves γp for successively
decreasing values of p. The top-right bifurcation diagram of Fig. 6 is for (δL, δR) between γ3
and γ4, so the period-p regions exist for p = 2 and p = 3 but no higher values of p.

If instead we fix δR < −1 and start with δL such that (δL, δR) lies to the left of γ2, then
again the period-p region exists for all p ≥ 2 (bottom-left bifurcation diagram). But now
as we increase the values of δL the regions vanish for successively increasing values of p.
With δL > 1 and δR < −1, as in the bottom-right bifurcation diagram, stable, admissible
periodic solutions cannot exist and all attractors appear to be chaotic. Here the region
where an attractor exists has a similar spiked shape to the region of [29] where the origin is
asymptotically stable when µ = 0. This is because asymptotic stability of the origin with
µ = 0 implies the existence of a local attractor for all µ 6= 0 [26].

In the bifurcation diagrams, just past the right boundary of a period-p region where the
Lp−1R-cycle attains an eigenvalue of −1, there can exist a region where a period-2p solution
is stable. For example in the brown region of the top-right bifurcation diagram of Fig. 6,
there exists a stable LRRR-cycle.

In the black regions of the bifurcation diagrams the attractor is typically chaotic. At-
tractors can coexist and Fig. 7(a) shows a typical example. Here the boundary between two
basins of attraction is given by the stable manifold of a saddle LRR-cycle.

Chaotic attractors undergo several global bifurcations as we move about the black regions.
These are described in [17] for a one-parameter family. Fig. 7(b) shows an example of an
attractor in their family (in terms of the normal for (1)). They found the attractor can be
bounded by images of the switching manifold and sometimes also by one or more unstable
manifolds. Bifurcations occur as the geometry of these one-dimensional objects changes.

5 Application to power converters

Whenever an electrical device requires the use of current with a voltage different to that of
its power supply, it is necessary to alter the voltage level. This is usually achieved with a
power converter. Power converters commonly employ rapid switching to minimize energy
loss and allow components (such as inductors and capacitors) to be small in size.

Here we consider the boost converter model of Deane [21]. This model has two variables:
u(t) and v(t) for the current and voltage, respectively, in an inductor. To regulate the output
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(a) (b)

-3 -2 -1 0 1 2 3 4

0

1

2

3

4

5

Figure 7: Panel (a) is a phase portrait of (1) with (τL, δL, τR, δR) = (0.5, 0.5,−2,−0.5). There
exists a stable LLR-cycle (blue circles) and an apparently chaotic attractor (also blue). The
stable manifold of a saddle LRR-cycle forms the boundary between their basins of attraction.
Panel (b) is a phase portrait of (1) with (τL, δL, τR, δR) = (2, 0.75,−1,−1.25) corresponding
to Fig. 11 of [17].

voltage the converter has a switch that closes whenever t
T
∈ Z, where t ∈ R is time and T > 0

is the period of the converter. While the switch is closed the variables evolve according to

u̇ =
VI
L
, v̇ = − 1

RC
v, (15)

and Deane [21] gives the following parameter values

R = 20, L = 0.001, C = 0.000012, T = 0.0001, VI = 10. (16)

The switch opens whenever the value of the current u(t) reaches a threshold value Iref , and
while the switch is open the variables evolve according to

u̇ =
VI
L
− 1

L
v, v̇ =

1

C
u− 1

RC
v. (17)

Fig. 8 shows a typical time series. Notice the system evolves according to (15) (switch
closed) until u(t) = Iref , then evolves according to (17) until t = nT for some n ∈ Z. For the
given parameter values the dynamics of the converter converges to a period-2T orbit.

Fig. 9 shows a bifurcation diagram obtained by varying the value of Iref . For small
values of Iref solutions converge to a period-T orbit. This solution loses stability in a period-
doubling bifurcation at Iref ≈ 1.7060 (labelled PD in Fig. 9) past which solutions converge
to a period-2T orbit. The period doubles again at Iref ≈ 2.3721, except this is not another
period-doubling bifurcation, it is a border-collision bifurcation (labelled BCB) that mimics
supercritical period-doubling. In the remainder of this section we analyse this bifurcation by
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0 0.001 0.002

1

1.5

2

Figure 8: A time series of the boost converter model with (16) and Iref = 2. A switch in the
converter closes whenever t

T
∈ Z (vertical grey lines) after which the current u(t) increases.

The switch opens whenever u(t) = Iref after which the current decreases.

PD

BCB

Figure 9: A numerically computed bifurcation diagram of the boost converter model with
(16) (PD: period-doubling bifurcation; BCB: border-collision bifurcation).
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using the results of the previous sections and explain how it can differ for different values of
the parameters (16).

To analyse the border-collision bifurcation, as in [21] we construct a stroboscopic map.
Given values u and v for the variables at a time t = nT , where n ∈ Z, let (u′, v′) = g(u, v)
be the values of variables at t = (n+ 1)T . The map g is piecewise-smooth, specifically it has
the form

g(u, v) =

{
gL(u, v), u ≤ Iref − VIT

L
,

gR(u, v), u ≥ Iref − VIT
L
,

(18)

because the switch may or not open between the times nT and (n + 1)T . If u < Iref − VIT
L

the switch is closed for the whole period and from the flow of (15) we obtain

gL(u, v) =

[
u+ VIT

L

e−
T
RC v

]
. (19)

If u > Iref − VIT
L

the switch opens at t = nT + tsw where tsw = L
VI

(Iref − u). At this time
the current and voltage are given by (19) except with tsw in place of T . By then evolving
these values under the flow of (17) (readily obtainable because (17) is affine) we obtain (after
much simplification)

gR(u, v) = e−kt
[(
Iref − VI

R

)
cos(ωt) + 1

ωL

(
VI − e−2ktswv + kL

(
Iref − VI

R

))
sin(ωt)

1
ωC

(
Iref − VI

R

)
sin(ωt) +

(
VI − e−2ktswv

)(
k
ω

sin(ωt)− cos(ωt)
) ]+

[
VI
R

VI

]
,

(20)

where k = 1
2RC

, ω =
√

1
LC
− k2, and t = T − tsw. These formulas are also given in [21].

The period-2T orbit described above corresponds to a period-two solution (RR-cycle) of
g. The border-collision bifurcation occurs when one point of this solution collides with the
switching manifold of g. Thus in a neighbourhood of this point the second iterate of g, call
it f , has the form

f(u, v) =

{
(gR ◦ gL)(u, v), u ≤ Iref − VIT

L
,

(gR ◦ gR)(u, v), u ≥ Iref − VIT
L
.

(21)

We can then bring (21) into the general form (2) via a change of variables. To end up with
δR < 0 < δL (matching Sections 3 and 4) we assume this change of variables is done so that
gR ◦ gR becomes the left piece of (2) and gR ◦ gL becomes the right piece of (2).

Since we have explicit formulas for gL and gR, it is a straight-forward (although tedious)
exercise to evaluate the Jacobian matrices D(gR ◦ gR) and D(gR ◦ gL) at the border-collision
bifurcation. Numerically we find that with the parameter values (16), at the border-collision
bifurcation the trace and determinant of D(gR ◦ gR) are

τL = −0.2726, δL = 0.1136, (22)

and the trace and determinant of D(gR ◦ gL) are

τL = −1.4992, δL = −0.2222, (23)
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to four decimal places. With these values the border-collision normal form has a stable fixed
point for µ < 0 and a stable LR-cycle for µ > 0. Specifically for µ < 0, (δL, δR) belongs
to subset (vii) of Fig. 2 and (τL, τR) belongs to the red strip −δL − 1 < τL < δL + 1 where
the left half-map has a stable fixed point. For µ > 0, (δL, δR) belongs to the top-left part of
Q4 and (τL, τR) belongs to the cyan region where there exists a stable LR-cycle. In terms
of the stroboscopic map g, this corresponds to a stable period-two solution bifurcating to a
stable period-four solution as the value of Iref is increased to pass through the border-collision
bifurcation, which confirms what we are seeing in Fig. 9.

We now consider parameter values different to (16). As we decrease the value of the
resistance R from the value 20 and keep the other values in (16) fixed, a border-collision
bifurcation still occurs but at a varying value of Iref , as shown in Fig. 10. The values of τL,
δL, τR, and δR also vary with R, as shown in Fig. 11. These values belong to the same subsets
and regions of Figs. 2 and 6 until atR ≈ 16.8623 we exit the cyan region for µ > 0. Specifically
we cross the left boundary τR = (1+δL)(1+δR)

τL
where the LR-cycle attains an eigenvalue of 1.

Beyond this boundary the border-collision normal form has no local attractor for µ > 0, and
an unstable LR-cycle is created for µ < 0.

In terms of g, the border-collision bifurcation now mimics subcritical period-doubling
because an unstable period-four solution is created and grows as the value of Iref decreases.
However this solution soon becomes stable in a saddle-node bifurcation. In the two-parameter
bifurcation diagram, Fig. 10, the curve of saddle-node bifurcations emanates from the curve
of border-collision bifurcations with a quadratic tangency at the codimension-two point (R ≈
16.8623) in accordance with the bifurcation theory for such points [42, 43].

2 2.5 3 3.5 4 4.5

10

12

14

16

18

20

Figure 10: A two-parameter bifurcation diagram of the boost converter model obtained by
varying Iref and R and keeping all other parameter values fixed as in (16) (SN: saddle-node
bifurcation; BCB: border-collision bifurcation).

Thus the power converter has a small region of bistability (between the saddle-node and
border-collision bifurcations) where stable period-2T and period-4T orbits coexist. Below the
codimension-two point and to the right of the border-collision bifurcation, the power converter
model has a stable period-4T orbit whereas the corresponding border-collision normal form
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has no attractor because here the period-4T orbit is a consequence of nonlinearities in g that
are not captured by the normal form.

Figure 11: The values of τL, δL, τR, and δR at the border-collision bifurcation of the boost
converter. The parameter values are given by (16) except R is variable. The value of Iref
is that at which the border-collision bifurcation occurs, see Fig. 10. We have also plotted
the quantity τR− (1+δL)(1+δR)

τL
. The sign of this quantity governs the criticality of the border-

collision bifurcation (in the context of the period-4T orbit).

We explored the effect of varying the other model parameters from their values in (16)
and found that the corresponding values of τL, δL, τR, and δR either remained within the
subsets and regions of Figs. 2 and 6 described above, or exited the cyan region by crossing its
left boundary. This suggests that over a wide range of parameter values, the border-collision
bifurcation of the power converter only mimics period-doubling, but the doubling can be
supercritical or subcritical depending on the parameters.

6 Discussion

Border-collision bifurcations occur in mathematical models of diverse physical phenomena.
Subject to reasonable genericity conditions, in two dimensions the leading-order dynamics
are characterised by four scalar parameters, τL, τR, δL, and δR, see §2. In this paper we
have attempted to provide a high-level overview of the dynamics of normal form in the non-
invertible case, δLδR < 0. To grasp four-dimensional parameter space, we have considered
two-dimensional slices (two-parameter bifurcation diagrams) defined by fixing the values of
δL > 0 and δR < 0, and studied how the dynamics across the slices is different with different
values. With instead δL < 0 and δR > 0 the same dynamical transitions occur when the sign
of the border-collision bifurcation parameter µ is reversed.
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The results are summarised by Figs. 2 and 6. The two figures correspond to different sides
of the border-collision bifurcation. The intention is for these to be applied to border-collision
bifurcations in models to make predictions about what dynamics are created and how the
dynamics differs for different parameter values.

We illustrated this in §5 for a classic boost converter model. The parameter values of [21]
correspond a red region (stable fixed point) in Fig. 2 and a cyan region (stable LR-cycle)
in Fig. 6. Thus the bifurcation in the converter affects a doubling of the period. As we
vary the parameter values of the converter, we move about Figs. 2 and 6. Numerically we
found we remained in the red region but could exit the cyan region by passing through a
boundary where the LR-cycle loses stability. This has the effect of flipping the criticality of
the period-doubling-like bifurcation in the converter.

A Existence of period-3 regions

-10 -8 -6 -4 -2
0.1

0.2

0.3

0.4

0.5

0.6

Figure 12: A two-parameter bifurcation diagram repeating Fig. 2(i) but over a smaller range
of τL and τR values. In the yellow region the map with µ < 0 has a stable LRR-cycle. This
region has two boundaries given by (24) and (25).

Here we derive the curve ζ3 that forms the boundary between subsets (i) and (vii) of
Fig. 2. For any (δL, δR) in subset (i), the (τL, τR)-bifurcation diagram has two regions where
there exists a stable LRR-cycle, Fig. 2(i). The curve ζ3 is where the upper region, shown
more clearly in Fig. 12 shrinks to a point.

The upper region has two boundaries. The left boundary is where the LRR-cycle loses
stability by attaining an eigenvalue of −1. Its eigenvalues are those of M = ALA

2
R, so

an eigenvalue of −1 occurs when det(M) + trace(M) + 1 = 0. By directly evaluating and
rearranging this equation we find that the left boundary is given by

τL =
τR(δR + δL)− δ2RδL − 1

τ 2R − δR
. (24)

The right boundary is where the LRR-cycle undergoes a border-collision bifurcation and
becomes virtual by having one of its points collide with the switching manifold. By direct
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calculations, or by using the methods in [5], it is a simple exercise to show that the bifurcation
occurs when det(I + AR + ARAL) = 0. By evaluating this equation we obtain the formula

τL =
δL(1− δR)− τR − 1

τR + δR
, (25)

for the right boundary of the upper region.
The two vertices of this region (the tips of the ‘horns’ of the crescent) satisfy both (24)

and (25). By equating these we can eliminate τL to obtain

aτ 3R + bτ 2R + cτR + d = 0, (26)

where

a = 1,

b = δLδR + δR + 1,

c = −δLδ2R + δLδR + δ2R − δR − 1,

d = −δLδ3R − δLδ2R + δLδR − 2δR .

That is, the τR-values of the vertices satisfy the cubic (26). The region vanishes when the
two vertices coincide, thus when the discriminant of (26) is zero. The discriminant of (26) is

∆ = 18abcd− 4b3d+ b2c2 − 4ac3 − 27a2d2, (27)

therefore the curve ζ3 is given implicitly by the two-variable polynomial equation ∆ = 0. This
curve is shown in Fig. 2. As δL is varied from 0 to 1, it appears to decrease monotonically
from δR ≈ −0.08238 to δR = −1.
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