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When considering the addition of a mobile presentation chidoran existing web-based application,
a key question that has to be answered even before developegint is how the mobile channel’s
characteristics will impact the user experience and theafossing the application. If either of these
factors is outside acceptable limits, economical consiageramay forbid adding the channels, even if
it would be feasible from a purely technical perspectivettBaf these factors depend considerably on
two metrics: The time required to transmit data over the mobiteork, and the volume transmitted.

The PETTICOAT method presented in this paper uses the diabwg fiodel and web server
log files of an existing application to identify typical im&etion sequences and to compile volume
statistics, which are then run through a tool that simuldtessblume and time that would be incurred
by executing the interaction sequences on a mobile charmoeh the simulated volume and time data,
we can then calculate the cost of accessing the applicatiammobile channel, and derive suitable
approaches for optimizing cost and response times.

Keywords Web engineering; mobile communications; cost estimation.

1. Introduction

As thin client applications, web-based applications hdnedadvantage of independence
from the user and his preferred device. Just the existenaebadwser and a suitable net-
work connection are needed. Thus, web-based applicatésm 0 be convenient for mo-
bile use. But in hands-on trials of such scenarios, the resptime of the application is
often notably worse compared to its use in a LAN environméatthermore, the commu-
nication costs are hard to predict. An organization thatpta provide mobile access to its

*A preliminary version of this paper was presented aftteintl. Conference on Quality Software (QSIC 2005)
TThe work described in this paper was performed at the Uniyeo$i_eipzig.
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existing web-based applications for a large group of molvidekers needs detailed infor-
mation about the usability and estimated cost of the apjaican a mobile environment
beforeinvesting any effort in building it. Therefore, the expetfgerformance (in terms of
response time) as well as the expected cost of the applicatialifferent mobile networks
need to be quantified at an early stage. With PETTICOR&fbrmanceT uning and cos
discovery of nobile web-based\pplicaions), we present a method that can be used to
address this situatioh

The PETTICOAT method can be used by software developers dsaweoftware
project managers. After compiling all necessary inforomratia tool calculates indicators
that reveal the application’s response time and commuiaitabsts in the mobile environ-
ment. This way, decisions about the development of a mobideel for an application
can be based on quantitative arguments. If the applicagiafassified as not immediately
suitable for mobile use, decision makers can use the detegkults to consider whether
it is reasonable to address particular deficits in the agfitin’s design revealed by the
simulation. This optimization can be conducted for singlatfires or the whole applica-
tion. Note that since the PETTICOAT approach extrapolakesacteristics from existing
to additional channels, it cannot be used when the wholeicgtn is still in the con-
ceptual stage, but is intended to assess the feasibiligtef thannel additions to existing
applications.

In this paper, we describe how the PETTICOAT method was eyepldn a case
study that we performed in cooperation with an insurancepamm The following sec-
tion presents each step of the method in detail: After anviserof the related work in
Sect. 2, we use examples from a case study to show how to nimdapplication structure
as a dialog flow (Sect. 3.1), identify typical interactiomgences within the application
(Sect. 3.2), measure the time and data volume in the exiapptication (Sect. 3.3), spec-
ify the mobile channels’ characteristics (Sect. 3.4), satmuthe application’s interaction
sequences on different mobile channels and evaluate thalitysand cost implications
of the observed time and data volume (Sect. 3.5). In Sect.edthen present different
approaches for optimizing the underlying factors affegtoost and usability. Section 5
concludes by outlining our ongoing and future work in thisaar

2. Related Work

Dutta et al. show how frequent and thus critical user pathdeddentified in e-commerce
applications?. They provide a model of user behavior in the form of sessiaplgs and
conduct analyses regarding the most frequently used usles, s well as critical edge
sequences. This technique could be useful for our appreaute the identification of the
most frequently used subset of all possible user paths iagpkcation model is needed.
Furthermore, there are lots of approaches for web log aisaysed at classifying user
paths, e.g. the work of Spiliopouldy Berkhin et al#, Kim et al.®, Heer and Chf, Chi et
al.”, and Gillenson et af. Especially the identification of long sequences by Pitkow a
Pirolli © seems to be an important topic for the PETTICOAT concept. iibatification
of actually chosen user paths vs. all possible user patheiapplication model is needed
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in order to obtain meaningful results from the following siiation. In this context, the
work of Mao et al.l? is of specific interest. They present an idea for a clusteetb@nline
monitoring system for web traffic. The target-oriented gsial of web traffic is a task to be
solved within the PETTICOAT approach.

As PETTICOAT particularly addresses the analysis of dymaweb applications in-
stead of static web pages, the analysis of web traffic is evene mhfficult. This problem
is addressed e.g. by Berendt and Spiliopoulbuwho deal with dynamic web content
generation and website analysis.

Other approaches to improving the performance of web-bapetications have fo-
cused on using thin clients to transmit just the image of {hdieation (e.g. the work of
Lai et al.’2). The findings of this work are of relevance for the deductibnonsequences
(application design, bandwidth restriction) based on thrikation results. In this context,
Bent et al.'? as well as Krishnamurthy and Wills' report interesting results from an
analysis of large websites regarding performance, cactieaokie issues. These results
could be used for the creation of a package of measures im twraheodify the analyzed
website regarding performance issues in the mobile envieon.

3. The PETTICOAT Method

The PETTICOAT method provides decision makers with indicsibn the economical fea-
sibility of mobile channel development. In a nutshell, ivalves identifying interaction
sequences in a dialog flow model of the existing applicatieasuring the time and data
volume incurred in their execution (either by analyzing veelover log files or observing
real-time traffic), and then simulating how the same intéoacsequences would perform
when subjected to the frame conditions of a mobile channglaAesult of the simula-
tion, we gain time and volume projections for the interacts®quences that allow us to
estimate the cost and response times incurred by workirtgtht application on different
mobile channels, and to optimize these values by modifyiegapplication’s contents and
infrastructure (Fig. 1).

The following subsections present these steps in morel @etdiillustrate them with
excerpts from a case study we performed for an insurance aaynjn that project, we
applied the PETTICOAT method to the prototype of a new wekelaoffer management
system in order to estimate the cost that will be incurredheaonth by insurance agents
accessing the system over mobile networks such as GSM, GRIRSMTS.

3.1. Modelling the Dialog Flow

As a basis for our analysis, we need a model of the applicattmmplete dialog structure.
We use the Dialog Flow Notation (DFN for this purpose. This graphical notation models
an application’s dialog flow as a directed graph of statesalf@connected by transitions.
We call the transitions “events” and the states “dialog @ets’, distinguishing “masks”
(web pages rendered on the client) and “actions” (busirags bxecuted on the server).
Events can carry parameters that transport business datasdiorm input.
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Fig. 1. The PETTICOAT method

By building such dialog graphs from masks, actions and eyéme developer can spec-
ify all possible user interactions with the application.iforease the expressive power of
the specification, dialog graphs can be encapsulated itoglimodules” that can be reused
in different contexts within the same application by nestinem into the dialog flow at
arbitrary levels. This allows the developer to build compiéalog structures that closely
mirror the users’ mental model of the complex business msE®supported by large-scale
web applications. While tool support for automatically sy the dialog graphs of com-
plex applications would be desirable, re-engineering oetHike path analysis in web
server log files cannot capture the semantics of the ena@ehlieks and produce as clean
dialog graphs as a manual reconstruction can yield.

As an example, Fig. 2 shows the dialog flow of the offer managersystem analyzed
in the case study. Since we were looking at a rather simpl@yme, the model does not
make use of the DFN’s dialog modularization capabilitied e@mmprises only seven dialog
masks connected through a number of actions that implenaeiois business operations,
an exemplary selection of which is shown in Table 1. Fielff stgers enter the application
through theanitialize systemaction(0), which leads to th&earch Transaction Formmask
(A) where they can look up, create or edit transactions. Usiagther masks and actions,
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Fig. 2. Dialog graph of the offer management system

Mask ID | Content
A | Search Transaction Form
B | Edit Transaction Form
C | Associate Agent Form
D | Create Agent Form
E | Associate Insurance Holder Form
F | Create Insurance Holder Form
G | Edit Offer Form
Action ID | Function
0 | initialize system
2 | search transactions
4 | prep transaction for editing
6 | prep offer for editing
26 | expand transaction elements
27 | collapse transaction elements
28 | load documents
29 | browse transaction elements
30 | process offer modifications

Table 1. Masks and actions of the offer management systemrfgxce



June 6,2006 17:28 WSPC/Guidelines [JSEKE

6 Book, Gruhn, Hilder, Kdhler, Kriegel

transactions can be associated with insurance agentsam&uiholders and policy offers.

In order to use these graphical specifications as input &fiafowing steps, they can be
automatically translated into the XML-based Dialog FloveSification Language (DFSL)
15 However, we will skip this straightforward conversionstesre.

3.2. Identifying Interaction Sequences

The dialog graphs of an application specify all possible svafyinteraction that the user
interface allows. Since the same business process may benplished in a number of
similar, but still different ways, there will typically beme more and some less frequently
traversed paths through the dialog graph (called “intésactequences” from now on).
To arrive at a representative cost projection for the bssipeocesses performed with the
application, we therefore need to analyze the actual iater@sequences that occur in the
application. By identifying the sequences that the usergetse most frequently, we can
later weigh the cost they incurred accordingly.

In the case study, we identified and analyzed 15 interactguences (i.e. subsets of
the whole dialog graph) of the offer management system. Aexample, Fig. 3 shows
the sequence for finding a transaction, browsing its elesnantl editing the associated
offer. The events in this sequence are annotated with pilitiegbto reflect the different
possibilities of executing this business process. Sincees'alinteraction steps are not
isolated from each other, but depend on the history of hesattions, these probabilities
are conditional: In the notation, we first note the probapiif a user following this event,
and then (after a vertical bar) note which action the usert mage executed before as a
condition for this probability. For example, from ma&kthere is a 1.0 probability that the
user will execute actio under the condition that he executed actibbefore, but a 0.5
probability that he will execute actidhif he already executed that action before. In other
words, if the user just entered the application, he will d&fip use the search feature, but
if he already searched for a transaction, there’s only a 5a%ability that he will use the
search feature again. Rather, there’s also a 50% prolyatbitit he will proceed to edit the
transaction he found (denoted by hé|2 probability for the event leading to actiah).
For events without annotation, the implicit probabilitytediversal is 100%, regardless of
the previously executed action.

One might argue that the events’ probabilities may depend tonger history than
just the last executed action. Indeed, we are currentlysiiyating the level of history that
should be incorporated into this model in order to achievicsently accurate approxima-
tions of the users’ behavior. In our case study, the probisilwere estimated based on
practical considerations. Alternatively, a more reaigtiobability model can be reached
by evaluating user tracking information that is routinetjiected in web server log files
In complex web applications, however, the logged URLs mayahgays indicate unam-
biguously which page was ultimately presented to the usemdrease the quality of the
path identification, it may be necessary to log interactiatadiirectly in the dialog control
logic instead at the web server level. We are currently itigatsng ways of accomplishing
this, ideally with non-invasive methods that do not requhianges to the application logic.
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While it is helpful to visualize the interaction sequenceapipically in the conceptual-
ization phase of the study, they need to be converted to ainecbadable format in order
to be processed by the simulation tool. We use a variatiomeobSL for this purpose. The
resulting sequence specification also contains estimaté®w often each sequence will
be executed by each user each month, which will be used tewledtnd of the simulation
in order to calculate the approximate monthly cost of exagutll sequences.

3.3. Measuring Data Volume and Time

As mentioned in the introduction, the two main factors inficiag the cost of interaction
with an application over a mobile channel are the time spalih® and the data volume
transmitted. To project these metrics for mobile channedésmeasure them on the existing
stationary channel and then input them into the simulation.

There are a few challenges in the details of this measureprenéss, however: Most
importantly, for the volume measurement, we need to distsigbetween static and dy-
namic content. While static content (such as images) alwayss the same volume (apart
from caching effects, which can be accounted for in the sitharh), dynamic content (such
as search result pages) can produce a different volume ¢brreguest. To obtain accurate
estimates, we need to deduce a probability distributiomanerage value from the accu-
mulated volume data. Since the distribution for each pagenlds heavily on its contents
and context, we cannot use a generic formula for this purgmgemust rely on individ-
ual measurements. Also, web server log files only log the akeinve of the content, but
not any overhead introduced on lower levels of the prototastksthat nevertheless does
count for billing purposes. This overhead can either bertgsioed by observing the data
flow directly on a sufficiently low protocol level instead @lying on server logdfiles, or by
factoring it into the simulation in accordance with the mdjve protocol specifications.

In our case study, we used HttpWatch 3.2, a simple HTTP tridtiener'® to obtain
the necessary data. The characteristics of each web paage ietc. were described in an
XML-based format where each of those “web elements” is iegreed by & bEl enent

@—)'_T\O.MZ@ OT\ 0.1 @ _?7):
'

Fig. 3. Interaction sequence for finding and editing an cdfesociated with a transaction
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tag that contains tags for its various attributes: Tagsistawith Request orResponse,

for example, contain the data volume incurred for the refjaied the response of the web
element in bytes, depending on whether the web server coafign allows HTTP com-
pression or not. Thénl i nes tag contains references to web elements such as images
included in a page. For each of these, we can specify thet offgieeir include point on the
page (i.e. the number of bytes of the parent web element #&t to be loaded before the
inline web element is requested by the browser).

To measure the time it takes to complete an interaction segye number of con-
tributing factors need to be considered. This total timeex spends online is the sum of
user activity (e.g. filling in forms), upstream and downatretransmission time, channel
latency and server processing time. To accurately disiingall these contributing factors,
we would need synchronized timing on both the server andlignet cFortunately, however,
only the user and server activity matter for the subsequentlation, since the observed
transmission time and latency already depend on the statiarhannel that we measured
on. We can thus deduct them from the overall time during thaukition based on our
knowledge of the stationary channel characteristics atuhwe transmitted. This way, we
are left with the user and server activity time, to which we ead the newly calculated
transmission time and latency based on the mobile chanctedisacteristics. These times
are specified for each action, i.e. each transition betwessks) in an XML-based format.

3.4. Defining Channel Characteristics

Besides the description of the application’s interactiattgrns, mask and action charac-
teristics, we still need a detailed specification of the eafgsually mobile) network en-
vironment, since different mobile networks have differenaracteristics regarding band-
width, latency, pricing etc. We define these charactessticXML-based “channel pro-
files” for each network that shall be considered in the situta In our case study, we de-
fined 16 channels, including different compression vasidot GSM, HSCSD, GPRS and
UMTS networks. The tool also considers effects of fluctugsiignal strength. Each profile
contains the gross uplink and downlink bandwidth in bitaswell as several attributes
for packet and compression characteristics. Furtherntloeenetwork provider's rates for
volume-based and time-based billing are contained in th&l@description. The rates in
the case study were based on pricing plans of a German teteanivations provider. The
channel profiles are stored in XML documents and can be ebifetie user in the sim-
ulation tool, as illustrated by the definition of a GPRS 5Xh@mmnel profile without data
compression under the assumption of strong reception indkig

3.5. Simulation of Interaction Sequences on Different Channels

In order to perform the simulation, our tool requires the XBlihcuments produced in the
previous steps as input, i.e. the application profile thataias the web elements and their
volume data, the actions and their timing data, and the seggewith their probability
and frequency data; and also the channel profiles contathmdpandwidth, latency and
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Fig. 4. Specification of channel characteristics in the satoih tool

pricing characteristics. Using this input, the simulattonl works in three steps that will
be described in detail in the following sections:

(1) The simulator begins each interaction sequence atfitg paint. Taking into account
the branching probabilities, it then simulates the timeakefs to load each mask in
the sequence, considering the inline element offsets winichr latency and traffic
that delay the completion of the mask. This step alreadygigisights into usability
problems that may be caused by unacceptably high respones. ti

(2) The results for each interaction step of a sequence ateradated, taking the user’s
idle time between interactions into account.

(3) The results for each interaction sequence are multifiieits estimated frequency per
user and month. Summing up the results finally yields thegptefl communication
costs of the application per user and month.

3.5.1. Simulation of Interaction Steps

The simulation results for the response times of the actjpaesthe transitions between
the masks) in the interaction sequence shown in Fig. 3 aengiv Fig. 5 for a selection
of channels. The diagram clearly shows that the use of atediee cache (actions marked
“with cache (w/c)”) significantly reduces the response time&ontrast to executing the
same sequence without a cache (marked “no cache (n/c)”)etAmwit may still be relevant
to investigate an application’s response time without &ieaince not all mobile platforms
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provide sufficient cache memory (we will discuss the optiatian potential of different
caching strategies in more detail in Sect. 4.3).

From Fig. 5, we can also determine that only the UMTS chanitél @nabled browser
cache supports answering times of less than three secontlsigapplication and thus
provides adequate usability (if we follow Shneidermanle that response times for simple
actions should not exceed one second, while four seconde@reaximum response time
for standard action¥').

Figure 5 also indicates that in our case study, the respanss bn the GPRS channel
are longer than those on the GSM or HSCSD channel (using #mio&! compression and
caching mechanism). This may come as a surprise, as GPRS noagethree to four
times the bandwidth of a GSM 14.4 channel. On the other haRiR$has a network la-
tency of about two seconds, so any request is delayed by &bouteconds before the
transmission of the requested data actually begins. Bytithat the requested data would
already have reached the recipient on the GSM channel. Ongnwhe cache is deacti-
vated, the GPRS channel can make up for the latency withgtsehibandwidth.

Other, more complex timing constraints than the above-ioead three-second usabil-
ity rule are also conceivable. For example, we could defieectmstraint that mask has
to be loaded withirt seconds after leaving mask. The results gained in the simulation
may then indicate which masks are responsible for failirgdbnstraints and need to be
optimized. If no redesign seems feasible, the applicataamot be used on the simulated
channel with the specified constraints. For example, in agectudy, the results on the

Time [s]
24

Fig. 5. Simulation results for response times
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4 | wic | Time [s] 81.4 63.9 66.2 64.0 62.9 75.2 76.1 74.6 52.0
Volume [kB] 61 62 22 23 22 62 22 23 22
Charge (1) E] 0.41 0.34 0.35 0.34 0.28 0.13 0.13 0.12 0.09
Charge (vol) €] - - - - - 0.06 0.02 0.02 0.02
n/c | Time [s] 206.2 105.5 108.9 105.3 76.5 89.2 90.6 88.6 58.7
Volume [kB] 292 292 109 109 109 293 109 109 109
Charge (t) €] 1.03 0.56 0.57 0.55 0.34 0.15 0.15 0.15 0.10
Charge (vol) €] - - - - - 0.29 0.11 0.11 0.11
11 | wic | Time [s] 185.4 121.1 130.9 144.3 129.0 156.2 160.5 154.4 110.2
Volume [kB] 143 126 40 45 41 137 42 41 43
Charge (t) E] 0.93 0.64 0.69 0.76 0.58 0.26 0.27 0.26 0.18
Charge (vol) €] - - - - - 0.13 0.04 0.04 0.04
11 | n/c | Time [s] 420.8 219.0 230.2 212.2 165.3 191.4 203.4 199.5 124.7
Volume [kB] 580 577 222 209 220 566 221 222 212
Charge (t) E] 2.10 1.16 1.21 1.12 0.74 0.32 0.34 0.33 0.21
Charge (vol) €] - - - - - 0.55 0.22 0.22 0.21
12 | wic | Time [s] 210.1 157.3 154.6 162.5 149.1 191.0 184.7 182.9 129.9
Volume [kB] 150 150 43 47 43 152 45 45 45
Charge (t) E] 1.05 0.83 0.81 0.86 0.66 0.32 0.31 0.31 0.22
Charge (vol) €] - - - - - 0.15 0.04 0.04 0.04
12 | n/c | Time [s] 467.5 250.9 257.0 248.5 193.8 2224 223.8 217.3 150.8
Volume [kB] 621 622 231 230 236 620 226 223 230
Charge (t) E] 2.34 1.32 1.35 1.30 0.87 0.37 0.37 0.36 0.25
Charge (vol) €] - - - - - 0.61 0.22 0.22 0.23

Table 2. Simulation results for performing interaction semas on different channels (excerpt)

GPRS channel indicate that a redesign should particuladys on embedding inline ele-
ments at the top of a mask (as described in Sect. 4.2), soehaests for these elements
can be sent earlier by the browser and the network latencytigated by the initial page
still being loaded.

3.5.2. Simulation of Interaction Sequences

In the second step, the simulation tool sums up the resultthéindividual steps in a
sequence gained in the first step. It also adds the usersatst idle time to simulate how
long a user works with a mask on average before the next maskjigested. This way,
the tool determines how long it typically takes to executehml interaction sequence
on a channel (taking the different probabilities for the s=ce variants into account),
and how many bytes are transferred in the process. Usingrtwidprs’ rates specified
in the channel profiles, the tool can then calculate the doséidorming each interaction
sequence on each channel.

In Table 2, an excerpt of the results gained for a selectiochahnels and sequences
from our case study is given. For each of the available cHar(®& M, HSCSD, GPRS
and UMTS), four simulations were carried out using no corsgia, HTTP compression
(by the web server), transfer compression (by the carr&al, both HTTP and transfer
compression. Sequence 4 denotes the process of a usengratw policy offer, which
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has to be associated with an existing insurance agent and imsigrance holder. Sequence
11 represents the process of creating a new policy offer pying an existing one. Finally,
sequence 12 contains the results for finding and editing iaypoffer, as shown in Fig. 3
and Fig. 5. For each channel/sequence combination, the talpitains the time taken to
execute the whole sequence, the total amount of kilobysesterred in the process, and
the cost incurred under a time- and volume-based pricing pfathe respective channel.
Since volume-based billing is not available for GSM and HB@Bannels, the respective
fields remain blank.

The results indicate that the use of data compression rediieelata volume to roughly
a third of the uncompressed volume, resulting in lower trgiesion times. It is important
to note, however, that when using transfer compressioncaneer will charge for the
uncompressed data volume. HTTP compression (discussegtindl) thus seems to be
the better choice for volume-based pricing plans, as omy¢kuced data volume is billed.
This effect can be observed e.g. when comparing the resadtscenario 11 (with and
without cache) on the GPRS channel with transfer vs. HTTPpression. A volume-based
plan also allows for more flexibility regarding idle time#&e longer client-side activities
before requesting the next mask are not billed. On the othed htransfer compression
seems to be the best choice for time-based plans, becaustli ghortest transfer times
resulting in lower charges. Combining both transfer and AE®mpression may combine
their advantages, but due to a greater overhead and slighter execution time on the
web server, this combination may not yield the lowest cagarging time and/or volume.

3.5.3. Simulation of Monthly Usage

In the final simulation step, the tool uses the results gagwefar to project the total cost
that will be incurred when one user works with all interaotgequences in the application
over the course of one month. This enables project managestitnate the total commu-
nication costs that can be expected on all channels, andalé¢he addition of a mobile
channel will pay off.

For our case study, the final results indicated that a UMTSihlawith combined
transfer and HTTP compression and a volume-based pricangiplthe best option. This
scenario would incur an estimated monthly cos€0$5.11 per user. A volume-based plan
on a GPRS channel with transfer and HTTP compression wowdtl ady € 54.94 per
user and month, but exhibits worse usability due to the higfwark latency, as Fig. 5
illustrated. Since UMTS is currently not available all otke country, GPRS can still be
recommended as a suitable backup solution with limited ilisalThe time-based plans
for the HSCSD and GSM channel would result in monthly cost @08.35 andE 421.19
per user, respectively, with both using only transfer caapion, since the combination of
transfer and HTTP compression would be even more expemnstagail.

4. Cost and Response Time Optimization

Whilte the simulation results presented above cannot bergired, they serve as an ex-
ample illustrating that due to the typical bandwidth anaipg schemes of today’s mobile
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channels, the transmitted data volume is a decisive facttitd cost and response time of
web-based applications. To keep cost and reponse time foeldain thresholds that deter-
mine the economical and ergonomical feasibility of the eailon, one or more optimiza-
tion strategies may have to be employed. We can distinguatbqol-based, content-based
and cache-based optimization approaches, each of whitbeviliscussed in more detail
in the following sections.

4.1. Protocol-based Approaches

Users of web applications interact with pages written inHypertext Markup Language
(HTML). These pages are transmitted between client ané&sesing the Hypertext Trans-
fer Protocol (HTTP) at the OSI application layer, which imrtus encapsulated by the
Transmission Control Protocol (TCP) at the transport laybe understanding of certain
aspects of these underlying protocols is necessary in twdatdress performance issues.

4.1.1. Persistent Connections

When opening a new connection, TCP uses a “slow start” algarif: The server first
transmits only one packet and waits for an acknowledgment the receiver. After this,
it transmits some more packets and again waits for the adkdgment. The number of
packets sent at a time without waiting for acknowledgemisriteen successively increased.
This algorithm is useful for detecting congestion in thewwrk before excessive packet
loss has occured, but it can cause performance problemsstoapplications®. In HTTP
versions prior to 1.1, each request established a new TQirectian, where precious time
was spent during the slow start waiting for acknowledgemehe impact of this effect
becomes especially crucial when a web page contains mang ielements such images,
style sheets etc., and when the communications netwoddudtes a high latency for trans-
mitting packets, as is the case with GPRS.

In contrast to previous versions, HTTP 1.1 uses persistamiactions?, so client and
server can send multiple messages through one persistergaton without having to wait
for acknowledgement messages. This pipelining mechanigigdsthe major problems
caused by TCP behaviour. Comparisons of the communicagbavour between HTTP
1.1 and earlier protocol versions show bandwidth savinggpdb 40%'°. Enabling HTTP
1.1 on the server and all clients should therefore be a mamdaoptimization step for
increasing the performance of a web application, espgcetien it is accessed over a
mobile network.

4.1.2. HTTP Compression

In addition to employing persistent connections, HTTP &d loe used to deliver contentin
a compressed format. If the compression algorithms thaésand client announce in their
HTTP headers are compatible (e.g. with both usyagy), the browser will transparently
decompress any compressed content received from the geimeto rendering i2°. If the
formats are not compatible, the server will just fall backiteompressed transmission.
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For HTML pages, developers can either choose to provide oesspd versions explic-
itly, or configure the server to compress pages on-the-flymthey are requested. While
the latter requires more processing power, it is the onlgif#a solution when pages are
generated dynamically for each user request. The potesgtiahgs that can be achieved
this way are considerable; comparisons show file size diffegs of typically 60% (even
higher compression rates may be achieved by using lowelethses for HTML tags, since
the compression algorithms will more likely find matchindtpens in the page texf).

Note that HTTP compression typically only makes sense foMHpages and other
ASCII content — images and other multi-media content areeglly already stored in for-
mats with intrinsic compression (such as GIF, JPG or evalebBNG), so the server-side
compression will not yield significant savings in file size.

4.2. Content-Based Approaches

The time it takes to completely load a page depends not onthe@mwverall data volume
of its HTML code and inline elements such as images, styletshelient-side scripts etc.
Rather, the page loading time is affected by the internaktire of the page, i.e. by the
position of references to those inline elements, as Fidusétiates.

When a browser requests a page from a web server, some nedepekdent latency
timet; passes before the request is actually transmitted to thers&he server then sends
the response to the browser. Depending on the size of thestmlipage, this transmission
takes a certain transmission time While the structure of this request-response-cytle
is the same on any network, the time the cycle takes to complgpends mostly on the
network’s bandwidth and latency (obviously the computatime required by the server
to provide the requested page also plays a minor role; hawigve typically only a small
fraction of the delay introduced by a mobile network and thosconsidered here).

As Fig. 6 shows, a new request-response cycle is triggenedvigry inline element
referenced in the page. Today’s browsers are typicallyirtuiéaded and will therefore

Client Server
(Browser)

Page request
...... t 1l___request (page)

req. (inline FI =9}~
req. (inline #Z=9»}---

Page completion

Fig. 6. Request-response timing with inline elements platedttom of page
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send requests for inline elements as soon as the respeeterences are encountered,
even if the responses to previous requests have not beevedcempletely yet. However,
since the browser cannot request elements that he doesttatoye about, and loading the
underlying page itself also takes some time, an inline efrtieat is referenced at the end
of the page will not be requested until the browser has reddive whole page source code.
With latency time {;) and transmission time() added to the late request, the user will have
to wait quite a while before all content has been receivedrandered completely.

In order to use the network as efficiently as possible anceare the application’s us-
ability, developers should try to reduce the waiting timelich are mainly caused by net-
work latency. Regarding inline elements, optimizationsioaachieved by smart placement
of their references on the page, or by reducing the numbexpfasts for them altogether.
Both approaches will be discussed in the following subeasti

4.2.1. Placing of Inline Elements

While latency times of the network;} cannot by reduced, Fig. 7 shows how they can
be “hidden” by letting them occur during the transmissiondif;) of an earlier response.
This way, most of the waiting time experienced by the usectisaly spent for transmitting
data, not waiting for the network, and the parallelizatiesults in faster page completion.

A theoretical optimization strategy would be to put all irdielement references at the
top of the page. For some resources such as style sheetsrgpthgcode fragments, this
is not a problem, since they are typically placed intfead> section of an HTML-page
anyway. However, image references are usually locatedevbethey are needed in the
page body, and cannot always be moved without affectingalge tayout.

When deciding which image references can be moved withindage pource code, we
need to distinguish between layout images and content ispageere the former contribute
to the overall appearance of the page (and are typicallyeptam every page), while the

Client Server
(Browser)

Page request

t\ request (page)

=
| req. (inline #1)

ol

| ytzm req. (inline #2) I

Page completion

Fig. 7. Request-response timing with inline elements platéapeof page
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latter provide actual information that has close ties wishirnmediate textual context. By
authoring pages according to the guidelines of separaficorent and layout, it should

be possible to reference all layout images within the stiikees that is referenced at the
beginning of the page. This should already shift the bulkhefihline requests towards the
beginning of the page transmission time.

If necessary, requests for content images can also be mdéaget ¢o the top through
the use of various CSS or JavaScript “tricks” that triggex pre-fetching of an image
that will be displayed much lower on the page. However, we'tngm into detail on the
technicalities here for the sake of brevity.

4.2.2. Reducing the Number of Requests

A more drastic way of eliminating the latency times assedatith each request is to
reduce the number of requests sent by the server. Since $emergs such as style sheets
and scripting code can also be included directly into the HTp&ge instead of being
referenced from a separate file, it would seem like a stringliird optimization approach
to just incorporate as much content as possible directly the HTML page. With the
individual requests for these elements eliminated, wectsalve not only their latency
times, but also the data overhead introduced by the HTTP @RIcbmmunication.

However, this approach precludes any savings that coulcchieveed by caches (as
explained in Sect. 4.3), especially since style sheets ariptisg code are typically the
identical on every page and thus ideal candidates for cgchiinus, the time and volume
savings that can be achieved using either approach showgamined (possibly with the
help of the simulator described in Sect. 3) before a conatestegy is implemented.

4.3. Cache-Based Approaches
4.3.1. Browser Cache

In the previous sections, we already explored the idea ofusbtreducing the amount of
data transferred in every request, but also to avoid serdiqgests across the network
in the first place: Whenever possible, information that hesaaly been downloaded once
should be stored in a client-side cache from which it can iexed immediately if it is
needed again, rather than being requested over the netwotkea time. Two problems
routinely occur when dealing with caching approaches:ligjrsince clients’ memory is
limited, we cannot cache everything forever, but need aegjyafor clearing up space in a
full cache in order to store new content. Secondly, when #ta th the original source is
updated, the cached copy becomes outdated, so we needceg\sfratavoiding delivery of
stale data to the client. Both problems have been discussedsively already — Podlipnig
and Bys@rmenyi give an overview of the literature with a focus on webhes?.

In web engineering, the first problem is usually beyond admf application develop-
ers and users, since the cache replacement strategy istded-into the browser. Itis also
the lesser of the two problems, since the cache memory of'®dients is typically much
bigger than the amounts of data transferred in a user'ssegsih a web application.
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To address the second problem, HTTP 1.1 supports two aliteesd’: Using theval-
idation strategy the client asks the server for confirmation that a cachemen¢ is still
up-to-date by requesting just the header of the requiredesie The server answers with
a “last modified” header that contains the modification daigng this information, the
client can determine if the cached copy is still current @rifiew version must be requested
in a second step. The advantage of this approach is thatiéme will never deliver stale in-
formation from the cache since it always confirms its vajiaiith the authoritative source
first. However, in an environment where latency times candmeparatively large, such as
on a GPRS connection, the necessary validation requedtsatal an unacceptably long
time, even though the amount of data actually transferredrg small.

For such environments, thexpiration strategyof HTTP 1.1 is more efficient: When
the server delivers a requested element to the client,at@igvides an “expires” header
that contains a timestamp indicating when this informatidlhgo out of date. Until that
time, the client may serve the data directly from its cachevit having to reconfirm the
validity with the server. And obvious advantage of this agmh is not only the reduced
data volume, but also the reduced request frequency, so ditoaal latency times are
introduced by caching. However, the usefulness of theegyatelies on the accuracy of
the expiry predictions. Since these are typically deteeatiby factors beyond the server’s
control (such as other users modifying the same data, demedpdating the application,
etc.), they can only be estimated in a way that tries to baléime risk of serving stale data
from the cache vs. the possibility of wasting time and bauwitlivon requesting redundant
versions from the server.

One may argue that in web applications, most pages are dgatynjenerated accord-
ing to the user’s request and thus not cacheable. While thisiés caching can still be
applied to supplemental elements such as images, stylésstae scripting code, which
typically incur considerable transfer volume.

4.3.2. Local Proxy

Cache implementations of today’s web browsers are optuirfiaegeneral purpose “surf-
ing”, where the structure and contents of the sites thasusglrvisit, as well as their navi-
gation patterns, are entirely unknown. When trying to optenthe mobile performance of
a specific web application, however, developers typicadlyehmuch better knowledge of
the actual site structure and typical user behaviour. Tiniswedge can be used to build an
application-specific client-side proXy. Running on the same machine as the web browser,
this local proxy intercepts all requests sent by the browsdrtransparently optimizes them
for communication with a particular application over a afar network.

Most simply, the proxy can serve as an additional, appboasipecific caching level:
Equipped with the knowledge that certain elements of a webegtion (e.g. layout graph-
ics, style sheets) virtually never change, the proxy camiged‘permanent” local copies of
these elements to the browser, as well as answer validaourests that the browser may
generate unnecessarily. Instead of relying on the HTTRlatdin/expiration strategies that
treat each resource separately, the local proxy can alséogrkpown relationships be-
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tween elements in order to update its cache more efficieltliyexample, if the first page
requested from the server contains an encoded version muhidies incremented with
every deployment of the application, a change in the versiomber could serve as an
indicator to the cache handler that the cached elementshenmme stale and need to be
re-requested.

A prototypic implementation of these strategies in a loqalxyg used to access the
intranet application of a German insurance company alrgéelgded notable page load
time reductions: The average time for performing the logimcpss was reduced from 62
seconds down to 15 seconds on a GPRS network and from 18 sedond to 8 seconds on
a UMTS network. In the rest of the application, the time forfpaming business processes
was reduced by 25% on a GPRS network and by 7% on a UMTS netaodyerage. The
difference in time savings between the login process anatier business processes is
due to the fact that the login process comprises mostlycstasiources, while most other
pages in the application are generated dynamically. Therebd differences between the
GPRS and UMTS networks stem from the latter’s higher banthwéhd lower latency
times, which reduce the impact of caching.

While these measurements are application-specific and wdlyicannot be general-
ized, they can serve as an indicator of the scale of delaycteauthat is possible using
this approach. Our ongoing research focuses on furthemgtion strategies that may be
implemented in a local proxy. For example, in applicatiof®ere a manual re-design of
the page layout for parallelization of latency times (asggsged in Sect. 4.2) would be in-
feasible, a server- and client-side proxy could work in tando rewrite the pages’ source
code dynamically in order to optimize the page load time.

4.4. Summary of Optimization Approaches

Due to different structure and usage characteristics dérdifit web applications, there
cannot be one optimization strategy that works best in @ésaRather, when optimizing
a web application for mobile use, developers need to exathsapproaches presented in
the previous sections and weigh the effort required to implet them against the estimated
time and bandwidth savings that they promise.

For example, benefits can quite easily be gained from ergli@ compression and
caching features of HTTP 1.1, provided that most clientscaygable of handling them.
Adapting the page layout to optimize the request-respoatierps can improve response
times considerably, but typically requires more effortl@ss content management systems
or templating engines are already being used), and has mmuact on high-latency net-
works such as GPRS. Last but not least, the implementatianddfidual caching and
optimization strategies in a client-side proxy allows depers to leverage technical and
application domain knowledge for additional time and baidltlvsavings, but requires
considerable development effort. While the need for optatien is often obvious, the
PETTICOAT approach presented in Sect. 3 can support thisepsoby giving estimates
on the savings that can be expected by using different gtest@®n different parts of the
application, and thus help to focus the optimization eftartthose aspects that will yield
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the highest benefit.

5. Conclusions and Future Work

In this paper, we have shown a method for assessing the itsgaiplications and com-
munication costs of adding mobile channels to an existinig-based application, and pre-
sented approaches for the optimization of web applicafionsiobile use.

As illustrated by the case study, the results of the sinutatindicate if an existing
application can be accessed efficiently on certain mobigbls, and provide clues on
how the application may have to be optimized for lower respotimes. The simulation
also provides an estimate of the cost of using the applicatiovarious mobile channels,
which is a valuable factor in deciding if the introductionaomobile channel will pay off
for an organization in the future.

In our ongoing work, we are currently focusing on automatealysis of web appli-
cations to simplify the initial steps of the PETTICOAT methd his includes deriving the
dialog flow model and the probabilities and frequencies pfdgl interaction sequences
from the data contained in web server log files, rather thadeing them manually. We
are also working on a refinement of the probabilistic modetfie interaction sequences.
Finally, we are collecting empirical evidence from indygirojects to derive best practices
for optimizing web applications for mobile access.
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