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Abstract

We develop a theory of generalized presentations of groups. We give
generalized presentations of the symmetric group Σ(X) for an arbitrary
set X and of the automorphism group of the free group of countable rank,
Aut(Fω).
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1 Introduction

According to classical group theory, a group G is generated by a subset Λ if every
element of G is a finite product of elements of Λ ∪ Λ−1. In particular, if G is
uncountable, it cannot be generated by a countable set. However, if we allow
appropriate infinite products this becomes possible for at least the two types of
groups mentioned in the abstract. We show that Σ(X) and Aut(Fω) can be
generated in this generalized sense by transpositions and by elementary Nielsen
automorphisms of the first kind, respectively. Moreover, we describe general-
ized presentations (see Section 2.5) of these groups on these sets of generalized
generators.
In classical group theory, the free groups serve as universal objects; we have to
replace them in our theory by what we call generalized free groups, which include
the big free groups.
In Section 3 we describe two generalized presentations of the group Σ(X), see
Theorems 3.4.2 and 3.5.2. In Section 4 we describe a generalized presentation of
the group Aut(Fω), see Theorem 4.8.11. A more algebraic description is given in
Theorems 4.8.6 and 4.8.13.
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Whereas in the case of the symmetric groups Σ(X), we admit arbitrary sets X ,
for the automorphism groups Aut(F (X)) we have to assume that X is countable.
For bigger sets X , the corresponding questions about Aut(F (X)) remain open.
In Appendix B, we formulate a number of questions.

2 Generalized free groups and generalized

presentations

Throughout the paper we use the following notations. For a subset R of a group
G, we denote by 〈R〉G the subgroup generated by R and by 〈〈R〉〉G the normal
closure of R in G. We skip the subscript G if the ambient group is clear from

a context. If G is a topological group with topology T, we denote by R
T

the
(topological) closure of the subset R in G.

2.1 Big free groups

We begin with a few recollections concerning big free groups [3]. Let Λ be a set.
By T (Λ) we denote the set of all maps

f : S → Λ

with the following properties:

• S is a totally ordered set.

• For each λ ∈ Λ, the set f−1(λ) is finite.

We identify two elements f : S → Λ and f ′ : S ′ → Λ of T (Λ) if there is an order
preserving bijection ϕ : S → S ′ with f = f ′ ◦ ϕ.

For the remainder of Section 2, we assume that we are given a free involution
λ 7→ λ−1 on Λ.
Definition. A subset I of a linearly ordered set S is called an interval of S if the
following holds: for s, s′, s′′ ∈ S with s < s′′ < s′ and s, s′ ∈ I, we have s′′ ∈ I.

We define
[s, s′] := [s, s′]S := {x ∈ S | s ≤ x ≤ s′} .

Other types of intervals such as ] s, s′ [ or ] s,∞ [ are defined accordingly.

Given f, g ∈ T (Λ), we say that g is obtained from f by cancellation and write
f ց g, if the following holds:

• If f is of the form f : S → Λ, there is T ⊆ S such that g = f|SrT .
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• There is an involution ∗ on T such that for all t ∈ T we have

f(t∗) = f(t)−1 (1)

[t, t∗] ⊆ T (2)

([t, t∗])∗ = [t, t∗] . (3)

Let ≈ be the equivalence relation on T (Λ) generated by f ց g and let

BF(Λ) := T (Λ)/ ≈ .

By [f ] ∈ BF(Λ) we denote the class of f ∈ T (Λ). Then BF(Λ) becomes a group
by [f ] [f ′] := [ff ′] where ff ′ is the concatenation of f and f ′. We call BF(Λ) the
big free group over Λ. Note that BF is a functor from the category of sets with
free involution to the category of groups. Recall the following definition from [3]:

Definition. An element f ∈ T (Λ) is called reduced if no element of T (Λ) except
f itself can be obtained from f by cancellation.

As shown in [3, Theorem 3.9′], every element of BF(Λ) admits a unique reduced
representing element in T (Λ). This important property (which is analogous to
the uniqueness property for free groups) implies the following statements.

1) Any injective map of sets with free involutions Λ′ → Λ induces a monomor-
phism of big free groups BF(Λ′) → BF(Λ).
2) The natural embedding Λ → T (Λ), given by the rule λ 7→ (f : {∗} → Λ),
where f(∗) = λ, induces the natural embedding Λ→ BF(Λ). So, we will identify
Λ with its image in BF(Λ).

Let Λ+ be a subset of Λ containing, for every λ ∈ Λ, exactly one of the two
elements λ, λ−1. The subgroup of BF(Λ) generated (in the classical sense) by Λ
will be denoted by F(Λ). Clearly, F(Λ) is isomorphic to the free group F (Λ+)
with basis Λ+.
It is obvious that if Λ is finite, then BF(Λ) coincides with F(Λ). However, for
infinite Λ the big free group BF(Λ) is not free. To explain this, let us recall the
definition of the Hawaiian Earring.

Definition. The Hawaiian Earring H is the topological space which is the
countable union of circles of radii 1

n
, n = 1, 2, . . . , embedded into the Euclidean

plane in such a way that they have only one common point x. The topology of
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the Hawaiian Earring is induced by the topology of the plane.

✧✦
★✥
. . .

Fig. 1

Let γi be the closed path starting at x and passing the i-th circle in the clock-
wise direction. The infinite concatenation of these paths γ1γ2 . . . determines an
element of the fundamental group π1(H, x). Actually any (infinite) concatena-
tion of these paths determines an element of π1(H, x) as soon as the number of
occurrences of every γ±1

i is finite.

Remark. There is a general construction, which allows to consider the fundamen-
tal groups of topological spaces as topological groups. Let X be a path connected
topological space and x be a point of X . For every path-connected neighborhood
U of x, we consider the homomorphism ψU : π1(U, x) → π1(X, x) induced by
the embedding U →֒ X . As a basis of neighborhoods of 1 in π1(X, x) we take
the set of normal subgroups 〈〈im(ψU)〉〉, where U runs over all path-connected
neighborhoods of X containing x. We call this topology on π1(X, x) canonical.

In [17, Theorem 4.1], Morgan and Morrison proved that the fundamental group of
the Hawaiian Earring, π1(H, x), is canonically isomorphic to BF(N). Moreover,
these groups are isomorphic as topological groups, where π1(H, x) is endowed by
the canonical topology and BF(N) is endowed by the natural topology explained
in Section 2.3.
The group π1(H, x) is not free. This follows from [17, Theorem 4.1] and a remark
in [11, page 80]; see also a short proof in [18]. By the above statement 1), this
implies that BF(Λ) is not free for any infinite Λ.

Remark. The word “free” for the big free group BF(Λ) is explained by the
uniqueness of reduced representatives of elements of BF(Λ). The word “big” is
explained by the fact |BF(Λ)| = 2|Λ| for infinite Λ.

2.2 Admissible sets and generalized free groups

The subgroups of BF(Λ) can be described by specifying certain subsets of T (Λ)
which we define next:

Definition. A subset S of T (Λ) is called admissible if it has the following prop-
erties:
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• f, f ′ ∈ S ⇒ ff ′ ∈ S.

• f ∈ S ⇒ f̄ ∈ S.
(For a totally ordered set S, let S̄ be the set S with the reverse ordering.
Given f : S → Λ, we define f̄ : S̄ → Λ by f̄(s) := f(s)−1.)

• For f ∈ S and g ∈ T (Λ) with f ց g, we have g ∈ S.

Given an admissible subset S of T (Λ), we obtain a group BF(Λ;S) := S/ ≈ where
≈ is the equivalence relation on S generated by f ց g. Since every element of
BF(Λ) admits a unique reduced representing element in T (Λ), it follows easily
that BF(Λ;S) is a subgroup of BF(Λ) if S is admissible. Conversely, any subgroup
of BF(Λ) is of the form BF(Λ;S) with an admissible set S.

For certain questions concerning infinite groups, big free groups are a more ap-
propriate tool than free groups. They present, however, new problems: Whereas
subgroups of free groups are again free groups, subgroups of big free groups need
not be big free groups.
Indeed, the subgroup F(N) of BF(N) is not a big free group: On the one hand,
it is not isomorphic to BF(Λ) = F(Λ) for a finite set Λ; on the other hand, it is
not isomorphic to BF(Λ) for an infinite set Λ since then BF(Λ) is uncountable.

Definition. Any group G with F(Λ) 6 G 6 BF(Λ) is called a generalized free
group over Λ.

For an admissible subset S of T (Λ), the group BF(Λ;S) is a generalized free
group over Λ if and only if Λ ⊆ S.

2.3 Big free groups as topological groups

The groups BF(Λ), and hence also their subgroups BF(Λ;S), carry the structure
of topological groups. This is what we must explain next.

For a subset A of Λ with A−1 = A there is a map

ΦA : T (Λ) → T (A)

which sends f : S → Λ to its restriction to f−1(A). The map ΦA induces a
homomorphism

ϕA : BF(Λ) → BF(A) .

with kerϕA = 〈〈BF(Λr A)〉〉.
Since BF(A) = F(A) for finite sets A, we obtain a homomorphism

ϕ : BF(Λ) −→ lim
←−

A finite

F(A)

which is injective by [3, Theorem 3.10]. We get a topology on BF(Λ) which has
the subgroups kerϕA for finite subsets A of Λ as a basis of the neighborhoods of
the neutral element.
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Let us call this topology on BF(Λ) and on its subgroups BF(Λ;S) the natural
topology. In the natural topology, the free group F(Λ) is dense in any generalized
free group over Λ.
Unfortunately, the natural topology is too coarse for many purposes. Depending
on the situation, we have to consider topologies which belong to the following
class:

Definition. Given an admissible subset S of T (Λ) with Λ ⊆ S, a topology T on
BF(Λ;S) is called admissible if it has the following three properties:

• With T, the group BF(Λ;S) becomes a topological group.

• The topology T is finer than (i.e. contains at least as many open sets as)
the natural topology.

• The free group F(Λ) is dense in BF(Λ;S) with respect to T.

2.4 Infinite products in big free groups

In the groups BF(Λ) and, more generally, BF(Λ;S), one can form certain infinite
products: Suppose that T is a totally ordered set and that for every t ∈ T there
is given an element xt ∈ BF(Λ). Let ft be the reduced representative of xt, and
suppose that, for each λ ∈ Λ, the sets f−1

t (λ) are empty for all but finitely many
values of t. Then we can form, in an obvious manner, the element

∏

t∈T

ft ∈ T (Λ)

and can define the infinite product

∏

t∈T

xt :=
[∏

t∈T

ft
]
∈ BF(Λ) .

As a special case of these infinite products, consider any element f : S → Λ of
T (Λ). We then have the elements f(s) ∈ Λ ⊆ BF(Λ) and obtain

[f ] =
∏

s∈S

f(s) ∈ BF(Λ) .

In Section 4 we will use this “word” notation for the elements of BF(Λ).

2.5 Generalized presentations

Now we come to the main definitions of the present paper.
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Definition 2.5.1. Let G be a group and A a subset of G. We say that G
is generated by A in the generalized sense if there exist a set Λ with a free
involution, an admissible subset S of T (Λ) with Λ ⊆ S, and an epimorphism
p : BF(Λ;S)։ G with p(Λ) = A ∪A−1.

Clearly, if a group G is generated by a subset A, it is also generated by A in the
generalized sense. The converse is not always true: the group BF(Λ) is generated
by Λ in the generalized sense, but it is not generated by Λ in the usual sense if
Λ is infinite. Indeed, if Λ is infinite, then |〈Λ〉|=|Λ| and |BF(Λ)| = 2|Λ|.

Proposition 2.5.2. If a group G is generated by a subset A in the generalized
sense, then this holds also for any subset A1 of G containing A.

We leave the proof to the reader as an exercise.

Definition 2.5.3. Let G be a group. A generalized presentation of G is a tuple
(Λ,S,T, R) with the following properties:

• Λ is a set with a free involution.

• S is an admissible subset of T (Λ) with Λ ⊆ S.

• T is an admissible topology on BF(Λ;S).

• R is a subset of the generalized free group BF(Λ;S).

• There is an epimorphism p : BF(Λ;S) ։ G such that ker p is the smallest
normal subgroup which contains the set R and is closed with respect to T.

With other words, ker p = 〈〈R〉〉
T

.

The sets Λ and R are called, respectively, the sets of generalized generators and
defining generalized relations for this generalized presentation of G.

Remark 2.5.4. a) If (Λ,S,T, R) is a generalized presentation of a group G, then
G is generated by p(Λ) in the generalized sense, where p is a map as in 2.5.3.
b) Every usual presentation of G gives rise to a generalized one. Indeed, let (∆,R)
be a usual presentation of G, i.e. there exists an epimorphism p : F (∆)։ G such
that ker p = 〈〈R〉〉. We set Λ = ∆± and define the admissible subset S ⊆ T (Λ)
consisting of all maps f : S → Λ with finite S. Then (Λ,S,T, R) is a generalized
presentation of G, where T is the discrete topology on BF(Λ;S) = F(Λ).
c) Every big free group BF(Λ;S) has the generalized presentation (Λ, T (Λ),T, ∅),
where T is an arbitrary admissible topology on BF(Λ;S).

Definition 2.5.5. Given a group G and cardinal number c, we say that G ad-
mits a generalized presentation of type c if there is a generalized presentation
(Λ,S,T, R) of G with |Λ| ≤ c and |R| ≤ c.
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Example 2.5.6. The additive group R is generated in the generalized sense by
the subset {10−n | n ∈ N}. To see this, we define the corresponding Λ, the free
involution on Λ and an admissible subset S of T (Λ) as follows:

Λ := Z r {0}; n−1 := −n,

S = {(f : S → Λ) ∈ T (Λ) | there existsM ∈ N with |f−1(n)| 6M for all n ∈ Λ}.

The epimorphism p from Definition 2.5.1 is defined as the unique continuous
homomorphism p : BF(Λ;S) → R with p(n) = 10−n for n ∈ N.
We leave it to the reader to show that R admits a generalized presentation of
type ℵ0.

Example 2.5.7. The group BF(Λ;S) from the previous example is, as Zas-
trow [22] showed, a free group with ℵ1 generators. Hence each group with at
most ℵ1 elements is generated in the generalized sense by a countable subset.

3 Generalized presentations for infinite

symmetric groups

For a set X , let Σ(X) be the symmetric group consisting of all bijections σ :
X → X . The element obtained from x by applying σ will be denoted by x ·σ. In
the present section, we will find two different generalized presentations for Σ(X).
Both of them are of type |X| if X is an infinite set.

For x, y ∈ X with x 6= y, let τx,y ∈ Σ(X) be the transposition interchanging x
and y and leaving all other elements ofX fixed. We will show that Σ(X) is, in the
generalized sense introduced in Section 2, generated by these transpositions and
that the usual relations between them are actually defining generalized relations.

3.1 An example

In Σ(Z), consider the shift σ : n 7→ n+1. In a self-explaining way, we can write,
for instance,

σ = . . . τ2,3 τ1,2 τ0,1 τ−1,0 . . . (4)

or

σ = τ0,1 τ0,−1 τ−1,2 τ−1,−2 τ−2,3 τ−2,−3 . . . . (5)

There is an important difference between these two ways of writing σ as an infinite
product: Consider e.g. the “subword”

τ1,2 τ0,1 τ−1,0 . . .

9



of (4). This does not represent an element of Σ(Z): Indeed, if it would represent
ρ ∈ Σ(Z), what would ρ(2) be?

On the other hand, each subword (i.e. each finite or infinite string of consecutive
letters) of (5) defines an element of Σ(Z).

In the first of our two generalized presentations of Σ(Z), both (4) and (5) will
be legal ways of writing σ. In the second presentation, (4) will be illegal, but (5)
will remain legal.

3.2 The admissible set S

We return to the general case and will now describe the set Λ and the admissible
set S of a generalized presentation (Λ,S,T, R) of Σ(X). Let

Λ := Λ(X) := {Tx,y | x, y ∈ X, x 6= y} ;

the free involution on Λ sends Tx,y to Ty,x.

The definition of S requires a certain amount of notation.

With every map f : S → Λ, where S is a totally ordered set, we associate two
maps f1 : S → X and f2 : S → X by the following rule: if s ∈ S and f(s) = Tx,y,
we set f1(s) = x and f2(s) = y. For z ∈ X we set

U(z, f) := {s ∈ S | z ∈ {f1(s), f2(s)}} .

Let us write

S0 := {(f : S → Λ) | |U(x, f)| <∞ ∀ x ∈ X} ⊆ T (Λ) .

We will describe a subset S of S0.
Let f : S → Λ be an element of S0 which is fixed for the moment; we have
to define what it means that f belongs to S. For each x ∈ X , we will define
inductively four sequences

x+0 , x+1 , x+2 , . . . (6)

s+1 (x), s+2 (x), . . . (7)

x−0 , x−1 , x−2 , . . . (8)

s−1 (x), s−2 (x), . . . (9)

The sequences (6) and (8) will consist of elements of X , the sequences (7) and
(9) of elements of S.

These sequences may be finite or infinite. The sequence (6) will be finite iff (7)
is finite, and if this is the case, both will end with the term with the same index,
say n+(x). Here, we allow that n+(x) = 0; this is to mean that (6) is the 1-term
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sequence x+0 and (7) is the empty sequence. If (6) and (7) are infinite sequences,
let us put n+(x) := ∞. So, for any x ∈ X , we will have

n+(x) ∈ N ∪ {0,∞} .

Similarly, for the sequences (8) and (9); so we will obtain also

n−(x) ∈ N ∪ {0,∞} .

Now we come to the actual definition of the four sequences:

x+0 := x−0 := x .

If U(x, f) = ∅, let n+(x) := n−(x) = 0.

If U(x, f) 6= ∅, let

s+1 (x) := minU(x, f) ,

s−1 (x) := maxU(x, f) .

Now suppose inductively that for some n ∈ N, we have already defined

x+0 , . . . , x
+
n−1, s

+
1 (x), . . . , s

+
n (x)

and that x+k−1 ∈ {f1(s
+
k (x)), f2(s

+
k (x))} for all k = 1, . . . , n. Then we define x+n

by requiring
{x+n−1, x

+
n } = {f1(s

+
n (x)), f2(s

+
n (x))} .

Let s+n+1(x) be the smallest element of S which is contained in U(x+n , f) and is
bigger than s+n (x), assuming that such an element exists. If there is no such
element, let n+(x) := n.

This completes the definition of the sequences (6) and (7), and it should be
obvious how, by symmetry, the sequences (8) and (9) are defined. Observe that

s+1 (x) < s+2 (x) < . . . ,

s−1 (x) > s−2 (x) > . . . .

Now we define the subset S of S0 by declaring that f belongs to S if and only if,
for all x ∈ X , we have

n+(x) <∞ , n−(x) <∞ .

Lemma 3.2.1. The subset S of T (Λ) is admissible.
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Proof. We have to show that an element of T (Λ) is contained in S if it is obtained
from an element of S by cancellation. This amounts to the following: Suppose
we are given an element (f : S → Λ) ∈ S and a subset T of S with an involution
∗ such that, for all t ∈ T , we have, in addition to the conditions (2) and (3) of
Section 2, that

f(t∗) = Tx,y ⇔ f(t) = Ty,x . (1′)

Then we have to show that g := f |S r T belongs to S. Let x ∈ X . As in the
definition of S, we have the four finite sequences (x±n ) and (s±n (x)) associated
with f . We have to consider the corresponding sequences associated with g. We
denote them by (ξ±n ) and (σ±

n (x)) with ξ±n ∈ X and σ±
n (x) ∈ S r T . We have

to show that they are finite sequences. We will show that (ξ+n ) is a subsequence
of (x+n ) and (σ+

n (x)) is a subsequence of (s+n (x)). To abbreviate, let us write
sn := s+n (x) and σn := σ+

n (x). We have ξ+0 = x = x+0 . We will show that σ1 is a
term in the sequence (sn) and that ξ+1 is the corresponding term in the sequence
(x+n ). We have

s1 = min{s ∈ S | x ∈ {f1(s), f2(s)}} , (10)

σ1 = min{s ∈ S r T | x ∈ {f1(s), f2(s)}} . (11)

If s1 ∈ SrT , then obviously σ1 = s1 and ξ1 = x1. Therefore we can assume that
s1 ∈ T . Then we conclude from (1′) and (2) that

s1 < s∗1 < σ1 .

By (3) and the definition of s2, there are two possibilities:

Either s2 = s∗1 or
s1 < s2 < s∗2 < s∗1 .

Iterating this argument, we see that there is a number m such that the finite
sequence (sn) begins with the terms

s1 < s2 < . . . < sm < s∗m < . . . < s∗2 < s∗1

which all lie in T . From (1′), we conclude that the sequence (x+n ) begins with the
terms

x+0 , x
+
1 , . . . , x

+
m−1, x

+
m, x

+
m−1, . . . , x

+
1 , x

+
0 .
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✈ ✈ ✈ ✈

s1 s2 s∗2 s∗1

Tx+
0 x+

1
Tx+

1 x+
2

Tx+
2 x+

1
Tx+

1 x+
0

Figure 2. Case m = 2.

Since s2m = s∗1 < σ1, we see that n+(x) > 2m. If s2m+1 ∈ S r T , we have
σ1 = s2m+1 and ξ+1 = x+2m+1. If s2m+1 ∈ T , we can repeat the above argument;
we find that the sequence (sn) begins with terms of the form

s1,1, . . . , s1,m1 , s
∗
1,m1

, . . . , s∗1,1,

s2,1, . . . , s2,m2 , s
∗
2,m2

, . . . , s∗2,1, . . . , σ1
(12)

and that the sequence (x+n ) begins with terms of the form

x, x1,1, . . . , x1,m1−1 , x1,m1 , x1,m1−1, . . . , x1,1, x,

x2,1, . . . , x2,m2−1 , x2,m2 , x2,m2−1, . . . , x2,1, x, . . . , ξ
+
1 .

(13)

✈ ✈ ✈ ✈ ✈ ✈ ✈

s1,1 s1,2 s∗1,2 s∗1,1 s2,1 σ1s∗2,1

Tx,x1,1 Tx1,1,x1,2 Tx1,2,x1,1 Tx1,1,x Tx,x2,1 Tx2,1,x ξ+1

Figure 3. Case m1 = 2, m2 = 1.

Furthermore, the part of the sequence (12) lying between σ1 and σ2 has the same
form as the part preceding σ1, and so on. ✷

For later use, we state a fact which is clear from the proof of Lemma 3.2.1.

Lemma 3.2.2. Given f ∈ S and x ∈ X, denote by x∞(f) the last element in
the finite sequence x+0 , x

+
1 , . . . . If f ց g, then x∞(f) = x∞(g). ✷
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3.3 The admissible topology T and the homomorphism p

Since S is an admissible subset of T (Λ) containing Λ, the group BF(Λ;S) contains
the free group F(Λ). In order to continue with the description of a generalized
presentation of Σ(X), we will now define an admissible topology T on BF(Λ;S)
and a homomorphism p : BF(Λ;S) → Σ(X).

On Σ(X), there is a natural topology making Σ(X) into a topological group. A
basis for the neighborhoods of 1 consists of the subgroups

UC := {σ ∈ Σ(X) | c · σ = c ∀ c ∈ C},

where C goes through the set of finite subsets of X .

Using the notation explained in Section 2.3, we have for each finite subset C of
X the homomorphism

ψC := ϕΛ(C) |BF(Λ;S): BF(Λ;S) → BF(Λ(C)) = F(Λ(C)) →֒ F(Λ) .

The kernels of these homomorphisms form a basis of neighborhoods of 1 for the
natural topology on BF(Λ;S). We define a finer topology T by requiring that a
basis of neighborhoods of 1 is given by the subgroups

WC := kerψC ∩ VC

where
VC := {[γ] ∈ BF(Λ;S) | x∞(γ) = x ∀ x ∈ C} .

Here x∞(γ) is the element introduced in Lemma 3.2.2. It is easy to verify that T
is an admissible topology.

Lemma 3.3.1. If we endow BF(Λ,S) with the topology T, there is a unique
continuous homomorphism p : BF(Λ,S) → Σ(X) with p(Tx,y) = τx,y for all
x, y ∈ X, x 6= y.

For F = [f ] ∈ BF(Λ,S) with f ∈ S and x ∈ X, the element x · p(F ) ∈ X is
given by

x · p(F ) = x∞(f) .

Equivalently, we can describe p as follows: There is a unique homomorphism
p : F(Λ) → Σ(X) sending Tx,y to τx,y. We have to extend p to all of BF(Λ,S).
Given F, f and x as above, consider the finite sequence (x+n ) assigned to x and f .
Let C be a finite subset of X containing the elements x+n . Then ψC(F ) ∈ F(Λ)
is a finite word in Ty,z with y, z ∈ C, and we have

x · p(F ) = x · p(ψC(F )) .

✷
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Lemma 3.3.2. The homomorphism p = pX : BF(Λ,S) → Σ(X) is surjective.

Proof. Let σ ∈ Σ(X). Suppose that X is the disjoint union of subsets Xβ such
that σ(Xβ) = Xβ for all β, and denote by σβ ∈ Σ(Xβ) the restriction of σ to Xβ.
If σβ ∈ im pXβ

for all β, then, obviously, σ ∈ im pX .

Therefore, to show that σ ∈ im pX , it suffices to assume that the group generated
by σ acts transitively on X . Then we are either in the trivial situation that X
is finite, or we are in the situation of the Example in Section 3.1, which is also
obvious. ✷

3.4 A generalized presentation of Σ(X)

Now we complete the description of the generalized presentation (Λ,S,T, R) of
Σ(X).

Let R be the subset of BF(Λ;S) consisting of the elements

• T 2
x,y,

• [Tx,y, Tz,w] for |{x, y, z, w}| = 4,

• Tx,y Tx,z T
−1
x,y T

−1
y,z for |{x, y, z}| = 3.

For finite X , 〈Λ | R〉 is a presentation of Σ(X). Indeed, this presentation can be
easily obtained from the classical one (see [1, Theorem 7.1 in Chapter 2]) with
the help of Tietze transformations.
Let N be the smallest closed (with respect to T) normal subgroup of BF(Λ;S)
containing R.

Lemma 3.4.1. ker p = N .

Proof. Clearly N ⊆ ker p. We show that ker p ⊆ N . Given g ∈ ker p, we have to
show that every neighborhood gWB of g, where WB = kerψB ∩ VB, contains an
element of 〈〈R〉〉. It suffices to show that for each finite subset B of X there is an
element h ∈ 〈〈R〉〉 with g−1h ∈ kerψB.
(Indeed, we would have then h ∈ 〈〈R〉〉 ⊆ ker p ⊆ VB. Since g ∈ ker p, we obtain
g−1h ∈ VB. This and g

−1h ∈ kerψB would imply g−1h ∈ WB, i.e. h ∈ gWB.)

Let g = [γ] with γ ∈ S. There is a finite subset C of X which contains, for every
x ∈ B, all elements x+n , formed with respect to γ. Then p◦ψC(g) is a permutation
of X which is the identity on XrC and on B since g ∈ ker p. Hence there exists
an element a ∈ F(Λ(CrB)) such that p◦ψC(g) = p(a), that is, p◦ψC(a

−1g) = 1.
Since C is finite, we conclude that

h := ψC(a
−1g) ∈ 〈〈R〉〉 ,

15



hence ψC(h
−1a−1g) = 1, and therefore

ψB(h
−1g) = ψB(h

−1a−1g) = 1 .

✷

The last two lemmas show

Theorem 3.4.2. For any set X, the triple (Λ,S,T, R) is a generalized presenta-
tion of Σ(X). In particular, if X is infinite, the group Σ(X) admits a generalized
presentation of type |X|. ✷

3.5 Another generalized presentation of Σ(X)

As already indicated in Section 3.1, there is a second generalized presentation of
Σ(X) with an admissible set S ′ which is smaller than S.

We continue to consider the admissible subset S of T (Λ) introduced in Section 3.2.
Let S ′ be the subset of T (Λ) consisting of all maps f : S → Λ which satisfy the
following condition:

For each interval I of S, we have f | I ∈ S.

Note that the second representation of the shift σ on Z in Example 3.1 belongs
to S ′. We have the following lemma and theorem.

Lemma 3.5.1. S ′ is an admissible subset of T (Λ) and the relative topology T′

on BF(Λ,S ′) defined by T is an admissible topology. ✷

Theorem 3.5.2. (Λ,S ′,T′, R) is a generalized presentation of Σ(X). ✷

4 A generalized presentation of Aut(Fω)

We consider a set X and the free group F (X) with basis X . We introduce the set
X± = X ∪X−1 with the free involution x 7→ x−1. With the notation introduced
in Section 2.1, we have F (X) = F(X±). We will study the automorphism group
AutF (X).

For w ∈ F (X) and ϕ ∈ EndF (X), we write wϕ for the element obtained from
w by applying ϕ. For x, y ∈ X± with x 6= y±1, let Exy ∈ Aut(F (X)) be the
automorphism which sends x to xy and keeps all elements of X±

r {x, x−1}
fixed. Such automorphisms are called elementary Nielsen of the first kind. The
automorphisms which map X± onto itself are called elementary Nielsen of the
second kind (or monomial). Let E(X) be the set of all elementary Nielsen of the
first kind and let M(X) be the group consisting of all monomial automorphisms
of F (X).
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Nielsen showed that, for any nonempty finite set X , the elementary Nielsen au-
tomorphisms of the first kind generate a subgroup of Aut(F (X)) of index 2. He
also gave a finite presentation of Aut(F (X)).
We will show that, for a countably infinite set X , the group Aut(F (X)) is, in
our generalized sense, generated by the Exy and that the usual “finite” relations
and some “infinite” relations are defining generalized relations for Aut(F (X)).
In particular, we will find a generalized presentation (E ,S,T, R) for Aut(F (X))
of type ℵ0 in the case where X is a countably infinite set.
In Section 6 we will show that in this case every proper normal subgroup of
Aut(F (X)) has index 2ℵ0.

For the first steps of our argument, X is allowed to be an arbitrary set.

4.1 The admissible set S

The set E = E(X) will play the role of the set called Λ in the previous two
sections. We define the free involution −1 : E → E by the rule: E−1

xy = Exy−1 . Of
course, we have to consider certain infinite products of the Exy.

Example 4.1.1. Let X = {x1, x2, . . .} be a countably infinite set.

1) The infinite product Ex1x2Ex3x4Ex5x6 . . . can be interpreted as the automor-
phism of F (X) which fixes xi for even i and sends xi to xixi+1 for odd i.

2) The infinite product . . . Ex4x3Ex3x2Ex2x1 determines an automorphism of F (X)
which sends xi to xi . . . x2x1.

3) The infinite word Ex1x2Ex1x3Ex1x4 . . . does not determine an endomorphism of
F (X) since it would send x1 to the infinite word x1(. . . x4x3x2).

Given a totally ordered set S and a map f : S → E , we obtain two maps
f1, f2 : S → X± by

f(s) = Ef1(s)f2(s) .

The last example suggests that for a map (f : S → E) ∈ T (E) to be admissible
we should at least require that f belongs to

S0 := {f ∈ T (E)|f−1
1 (x) is finite for each x ∈ X±} .

Example 4.1.2. The infinite word Ex1x2Ex2x3Ex3x4 . . . is defined by an element
of S0 but still does not determine an endomorphism of F (X) since x1 would be
sent to the infinite word x1x2x3 . . ..

This example suggests that we should also require that f belongs to

S1 := {(f : S → E) ∈ T (E) | there is no injective and order preserving map

ϕ : N → S with f1(ϕ(n+ 1)) = (f2(ϕ(n)))
±1} .
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Example 4.1.3. The infinite word . . . Ex3x4Ex2x3Ex1x2 is defined by an element
of S0 ∩ S1 and it determines the endomorphism α of F (X) which sends xi to
xixi+1 for all i. However, α is not invertible since its image consists of words of
even length.

So we are finally led to the definition

S := {f ∈ T (E)|f ∈ S0 and f, f̄ ∈ S1} .

Recall that f̄ was defined in Section 2.2. The condition f̄ ∈ S1 means that there
is no injective and order preserving map ψ : (−N) → S with f1(ψ(n − 1)) =
(f2(ψ(n)))

±1 for all n ∈ (−N).

The set S will be the (obviously admissible) set used in our generalized presen-
tation of Aut(F (X)).

4.2 Another description of the set S

As a technical device, we have to introduce an admissible subset S̃ ⊆ S0 which
is very similar to the one used for Σ(X). We will then show that S̃ = S.

Let us fix an element f ∈ S0. We want to define what it means that f belongs
to S̃. Let us also fix for the moment an element x ∈ X±. We define inductively
two sequences

A0, A1, A2, . . . (14)

s1, s2, . . . (15)

The sequence (14) consists of subsets ofX±, the sequence (15) consists of elements
of S. These sequences may be finite or infinite. The sequence (14) will be finite
iff (15) is finite, and if this is the case, both will end with the term with the same
index, say n+ = n+(f, x). We allow n+ = 0; this is to mean that (14) is the
1-term sequence A0 and (15) is the empty sequence. If (14) and (15) are infinite
sequences, let us put n+(f, x) := ∞.

Now we come to the actual definition of the two sequences:

A0 := {x, x−1} .

If f−1
1 (A0) = ∅, let n+(f, x) = 0. Otherwise, let

s1 := min f−1
1 (A0) ,

A1 := A0 ∪ {f2(s1), f2(s1)−1} ,

s2 := min {s ∈ S | s > s1 and f1(s) ∈ A1}
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if the latter set is non-empty; otherwise put n+ = 1. Observe that the minimum
exists since f ∈ S0. Put

A2 := A1 ∪ {f2(s2), f2(s2)
−1}

and so on. Obviously,

S̃ := {f ∈ S0 | n
+(f, x) <∞ and n

+(f̄ , x) <∞ for all x ∈ X±}

is an admissible subset of T (E).

Lemma 4.2.1. S = S̃.

Proof. The inclusion S̃ ⊆ S is obvious. So, we will prove that S ⊆ S̃. Let
f ∈ S and x ∈ X±. It suffices to show that n+(f, x) < ∞. Consider the
corresponding sequence (sk) in S and the sequence (Ak) of finite subsets of X±.
Let Vk := Ak/ ∼ where the equivalence relation ∼ is given by a ∼ a±1. Then we
have V0 ⊆ V1 ⊆ V2 ⊆ . . ., where the set V0 consists of one element, say v0. Let
V := V0 ∪ V1 ∪ . . .. It suffices to show that V is a finite set.

Let K be the set of all natural numbers k for which Vk is bigger than Vk−1. For
k ∈ K, denote by vk the element of Vk r Vk−1. Then V = {vk | k ∈ K ∪ {0}}.

We define a graph Γ as follows: Let V be the set of vertices of Γ . For each
k ∈ K, we introduce an edge ek beginning in the class of f1(sk) and ending in
the class of f2(sk). Therefore ek begins in Vk−1 and ends in vk. Since f ∈ S0,
there can start only finitely many edges in each vertex. Therefore Γ is a tree to
which we can apply König’s lemma if Γ is infinite. This leads to an immediate
contradiction to the condition f ∈ S1. So, Γ and hence V is finite. ✷

4.3 The homomorphism Ψ : BF(E ;S) → Aut(F (X))

Suppose we are given a map f : S → E belonging to the admissible set S = S̃.
Let us write

f(s) = Exsys .

It should be intuitively clear that we obtain an endomorphism αf of F (X) by

αf :=
∏

s∈S

Exsys .

The objective of the present subsection is to make this definition precise, to
show that αf is an automorphism and that by assigning αf to f we obtain a
homomorphism Ψ from BF(E ;S) to Aut(F (X)).

Fix f ∈ S̃ as above. For any finite subset C := {s1, . . . , sn} of S with s1 < . . . <
sn, we obtain the automorphism

EC := Exs1ys1
. . . Exsnysn

.
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For x ∈ X±, we have defined in Section 4.2 the finite subset

{s1, . . . , s n+} =: C(f, x)

with n+ = n+(f, x). Observe that C(f, x) = C(f, x−1). Hence we obtain an
endomorphism αf of F (X) by

xαf := xEC(f,x) for x ∈ X± .

Lemma 4.3.1. Let f, g ∈ S̃ with f ց g. Then αf = αg.

Proof. There is a subset T of S with g = f |S r T and there is an involution ∗
on T satisfying (1), (2), (3). We can write the ordered set C(f, x) in the form

C(f, x) = T1S1 . . . TrSr

with subsets Ti of T and subsets Si of SrT ; of these subsets, only T1 and Sr are
allowed to be possibly empty. Then we have

C(g, x) = S ′
1 . . . S

′
r

where S ′
i is a possibly empty subset of Si. As in the proof of Lemma 3.2.1, we

see that each Ti is a concatenation of subsets of the form

σ1 < σ2 < . . . < σm < σ∗
m < . . . < σ∗

2 < σ∗
1 .

Therefore ETi
= id, and it is clear that the elements of Si which are not in S ′

i do
not affect x. Hence we have

xEC(f,x) = xEC(g,x) . ✷

Observe that for any finite subset C ′ of S containing C(f, x), we have

xαf = xEC′ .

Hence, for each w ∈ F (X) and each finite subset C ′ of S containing the sets
C(f, x) for all the letters x of the word w, we have

wαf = wEC′ .

It is not difficult to conclude:

Lemma 4.3.2. For f, f ′ ∈ S̃, we have αff ′ = αfαf ′. ✷

As an immediate consequence of Lemmas 4.3.1 and 4.3.2, we get:

Proposition 4.3.3. For each f ∈ S, the endomorphism αf is an automorphism.
By Ψ [f ] := αf we obtain a homomorphism Ψ from BF(E ;S) to Aut(F (X)). ✷
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4.4 Refined Nielsen’s method

Here we introduce a complexity of a word and prove Theorem 4.4.2 which is a
refinement of the classical Nielsen method for simplifying tuples of elements in
free groups (see [13, Chapter 1, Proposition 2.2]). Condition (1) of this theorem
is contained (in a similar form) in Nielsen’s method, while Condition (2) is new.
Both conditions are present in Corollary 4.4.3, which will be used later in the
proof of Theorem 4.5.3.

First we give some definitions. Let F be a free group with a basis X . We identify
the elements of F with reduced words in the alphabet X±. For any element
w ∈ F , we denote by |w| the length of w with respect to X .
We define four types of transformations on an arbitrary at most countable tuple
of elements U = (u1, u2, . . . ) of F .

(Ii) replace ui by u
−1
i (inversion);

(Rij) replace ui by uiuj where i 6= j (right multiplication);

(Lij) replace ui by ujui where i 6= j (left multiplication);

(Di) delete ui if ui = 1 (deletion).

In all cases it is understood that the uk for k 6= i remain unchanged. These trans-
formations and the inverse transformations R−1

ij and L−1
ij are called elementary

Nielsen transformations.
A tuple U = (u1, u2, . . . ) of elements of F is called Nielsen reduced if for any three
elements v1, v2, v3 of the form u±1

i , where ui ∈ U , the following conditions hold:

(N1) v1 6= 1;

(N2) if v1v2 6= 1, then |v1v2| > |v1|, |v2|;

(N3) if v1v2 6= 1 and v2v3 6= 1, then |v1v2v3| > |v1| − |v2|+ |v3|.

Condition (N2) means that in the product v1v2 at most half of each factor cancels.
Condition (N3) means that in the product v1v2v3 at least one letter of v2 remains
uncanceled.
Now we will introduce some notations. Suppose that the set X ∪X−1 is totally
ordered. This order induces the graded lexicographical order 4 on the set of all
reduced words in the alphabet X± by the following rule.
Let u and v be two reduced words in the alphabet X±. Denote by w their
maximal common initial segment. We write u 4 v if either |u| < |v| or |u| = |v|
and the letter of u following w (if it exists) occurs earlier in the ordering than
the letter of v following w.
We write u ≺ v if u 4 v and u 6= v. Note that u ≺ v implies that uw ≺ vw
for any w ∈ F , provided that the words uw and vw are reduced. From now on
and to the end of this subsection let X be a finite set. For any w ∈ F , let φ(w)
denote the cardinality of the set {z | z 4 w}.
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Then u ≺ v ⇐⇒ φ(u) < φ(v) and φ(u) < φ(v) ⇐⇒ φ(uw) < φ(vw) provided the
words uw and vw are reduced.
Let v ∈ F be a reduced word. By L(v) we denote the initial segment of v of
length ⌊(|v| + 1)/2⌋. The weight W (v) of the word v is defined to be W (v) =
φ(L(v)) + φ(L(v−1)). Obviously, W (v) = W (v−1) and there exists only a finite
number of words with weight not exceeding a given natural number. Note also,
that W (u) = W (v) does not imply u = v±.
The complexity of v is defined to be the pair of nonnegative integer numbers
(|v|,W (v)) denoted Compl(v). We will write Compl(v) <

lex
Compl(u) if either

|v| < |u| or |v| = |u| and W (v) < W (u). Obviously, Compl(u) = Compl(u−1).
Note that Compl(v) = Compl(u) does not imply v = u±1.

Lemma 4.4.1. Let u, v be two reduced words in F , such that uv 6= 1 and |uv| <
|u| = |v|. Then W (u) 6=W (v).

Proof. The condition |uv| < |u| = |v| implies that L(u−1) = L(v). Suppose
W (u) = W (v). Then φ(L(u)) + φ(L(u−1)) = φ(L(v)) + φ(L(v−1)) and hence
L(u) = L(v−1). The conditions L(u−1) = L(v) and L(u) = L(v−1) imply uv = 1,
a contradiction. ✷

Theorem 4.4.2. Let F be a free group of finite rank. Let U = (u1, . . . , um) be
a finite tuple of elements of F with rank〈U〉 = m, which is not Nielsen reduced.
Then there exists an elementary Nielsen transformation N of the form (Rij)

±1

or (Lij)
±1, which carries U to another tuple U ′ = (u′1, . . . , u

′
m), such that the

following holds:

(1) Compl(u′i) <lex
Compl(ui) and u

′
k = uk for all k ∈ {1, . . . , m}r {i},

(2) Compl(uj) <lex
Compl(ui).

Proof. Because of the assumption on the rank, Condition (N1) is satisfied. We
will use the following easy observation: it is sufficient to prove the theorem for a
tuple (uǫ11 , . . . , u

ǫm
m ) with some choice of ǫ1, . . . , ǫm ∈ {1,−1}. (∗)

a) Suppose that Condition (N2) is not satisfied. Then there are vi, vj of the form
u±1
i , where ui ∈ U , and such that v1v2 6= 1 and additionally |v1v2| < |v1| or

|v1v2| < |v2|.
Using (∗), we may assume that v1, v2 ∈ U , say v1 = ui and v2 = uj. Without loss
of generality, we may also assume that |uiuj| < |ui|. Indeed, if |uiuj| < |uj|, then
|u−1

j u−1
i | < |u−1

j | and using (∗) again, we can reduce to the previous situation.

Consider what happens if we apply (Rij) or (Lji) to the relevant part of U .

(ui, uj)
(Rij)
−→ (uiuj, uj)

(ui, uj)
(Lji)
−→ (ui, uiuj)
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If |uj| < |ui|, we choose N = (Rij). Then Condition (2) will be satisfied auto-
matically and Condition (1) will be satisfied by our assumption |uiuj| < |ui|.
If |ui| < |uj|, we choose N = (Lji). Then Condition (2) will be satisfied auto-
matically and Condition (1) will be satisfied, since |uiuj| < |ui| < |uj|.
If |uj| = |ui|, then both (Rij) and (Lji) satisfy Condition (1). By Lemma 4.4.1,
we can choose one of them as N so that Condition (2) will be satisfied.

b) Suppose that Condition (N2) is satisfied, but Condition (N3) is not. Then
there are v1, v2, v3 of the form u±1

i , where ui ∈ U , such that v1v2 6= 1, v2v3 6= 1,
and

|v1v2v3| 6 |v1| − |v2|+ |v3|. (16)

Let v1 = ap−1 and v2 = pb, where p is the maximal initial segment of v2 canceling
in the product v1v2. Similarly, we write v2 = cq−1 and v3 = qd, where q−1 is the
maximal terminal segment of v2 cancelling in the product v2v3. By Condition
(N2), we have |p|, |q| 6 |v2|/2. Then v2 = prq−1 for some r. Assuming that r 6= 1
we would have

|v1v2v3| = |v1| − |v2|+ |v3|+ 2|r|,

a contradiction to (16). Therefore, r = 1, v2 = pq−1 and |p| = |q| = |v2|/2. Since
v2 6= 1, we obtain p 6= q.

Case 1. Suppose that φ(p) < φ(q). Using (∗), we may assume that v2, v3 ∈ U ,
say v2 = ui, v3 = uj. As above, we will look, what happens if we apply (Rij) or
(Lji) to the relevant part of U :

(ui, uj) = (pq−1, qd)
(Rij)
−→ (pd, qd) = (uiuj, uj)

(ui, uj) = (pq−1, qd)
(Lji)
−→ (pq−1, pd) = (ui, uiuj)

Note that |uj| > |ui|, since |uj| = |uiuj| > |ui|, where the last inequality follows
from Condition (N2). Thus, we consider two subcases.

Case 1.1. Suppose |ui| < |uj|. In this case we choose N = (Lji). Then Condi-
tion (2) is trivially satisfied. Condition (1) is also satisfied, since |uiuj| = |uj|
and W (uiuj) < W (uj) because of φ(p) < φ(q).

Case 1.2. Suppose |uj| = |ui|. Then |d| = |p| = |q| and so

|uiuj| = |ui| = |uj|. (17)

First we show that W (ui) 6= W (uj). Assume the contrary. Then from

W (ui) = φ(p) + φ(q),

W (uj) = φ(q) + φ(d−1)

follows that φ(p) = φ(d−1). This implies that p = d−1, and hence v2v3 = 1, a
contradiction. Thus, it remains to consider two subcases.
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Case 1.2.1. Suppose that W (uj) < W (ui). In this case we choose N = (Rij).
Then Condition (2) is trivially satisfied. Now we show, that Condition (1) is
satisfied. In view of (17), we shall prove that W (uiuj) < W (ui).
Since W (uj) < W (ui), we have φ(q) + φ(d−1) < φ(p) + φ(q) and hence φ(d−1) <
φ(p). Recall, that we consider Case 1 where φ(p) < φ(q). Then

W (uiuj) = W (pd) = φ(p) + φ(d−1) < φ(p) + φ(q) =W (ui)

and we are done.

Case 1.2.2. Suppose that W (ui) < W (uj). In this case we choose N = (Lji).
Then Condition (2) is trivially satisfied. Now we show, that Condition (1) is
satisfied. In view of (17), we shall prove, that W (uiuj) < W (uj). The later is
valid:

W (uiuj) =W (pd) = φ(p) + φ(d−1) < φ(q) + φ(d−1) = W (uj).

Case 2. Suppose that φ(p) > φ(q). Then we consider the pair (v−1
2 , v−1

1 ) instead
of the pair v2, v3 and reduce to Case 1. ✷

Corollary 4.4.3. Let F be a free group of finite rank with a basis X. Every finite
tuple U = (u1, . . . , um) of elements of F with rank〈U〉 = m can be carried to a
Nielsen reduced tuple V = (v1, . . . , vm) by a finite number of Nielsen right and
left multiplications, so that at each step Conditions (1) and (2) of Theorem 4.4.2
are satisfied.
Furthermore, if some ui is contained in X±, then the involved Nielsen transfor-
mations don’t change the elements in place i.
Finally, X± ∩ 〈U〉 ⊆ V ± := {v±1

1 , . . . , v±1
m }.

Proof. For every tuple W = (w1, . . . , wm) we define its complexity by the rule
Compl(U) =

∑m

i=1Compl(wi), where the sum is component-wise. By Theo-
rem 4.4.2, if the tuple W is not Nielsen reduced, we can decrease its complexity
by applying an appropriate Nielsen transformation. Since the complexity can-
not decrease infinitely often, if we start from U , after a finite number of steps
described in Theorem 4.4.2 we get a Nielsen reduced tuple.
If ui ∈ X±, it will not be changed because of Condition (1).
Let x ∈ X± ∩ 〈U〉. Then x ∈ X± ∩ 〈V 〉. Since V is Nielsen reduced, our claim
follows from [13, Corollary 2.4 in Chapter I] with w = x. ✷

In the next section we will use the following lemmas.

Lemma 4.4.4. Let F be a free group of finite rank with a fixed basis X, and let
u, v ∈ F . Suppose that for some ǫ, τ ∈ {−1, 1} and u′ = (uǫvτ )ǫ the following
holds:

(1) |u′| = |u|,
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(2) Compl(u′) <
lex

Compl(u),

(3) Compl(v) <
lex

Compl(u).

Then L(u′) 4 L(u) and L(u′−1) 4 L(u−1).

Proof. Condition (3) implies |v| 6 |u|. Together with |u′| = |u| this gives
L(uǫvτ) = L(uǫ), i.e. L(u′ǫ) = L(uǫ). Then, by Condition (2), we have L(u′−ǫ) ≺
L(u−ǫ). ✷

Lemma 4.4.5. Let F be a free group of finite rank with a fixed basis X, and let
u, v ∈ F . Suppose that for some ǫ, τ ∈ {−1, 1} and u′ = (uǫvτ )ǫ the following
holds:

(1) |u| = |v|,

(2) Compl(u′) <
lex

Compl(u),

(3) Compl(v) <
lex

Compl(u).

Then L(vτ ) = L(u−ǫ) and L(v−τ ) ≺ L(uǫ).

Proof. From Condition (2) we have |u′| 6 |u|. Together with |u| = |v| this implies
that L(vτ ) = L(u−ǫ). From Conditions (3) and |u| = |v| we have W (v) < W (u),
i.e. φ(L(vτ )) + φ(L(v−τ )) < φ(L(uǫ)) + φ(L(u−ǫ)). Hence φ(L(v−τ )) < φ(L(uǫ))
and so L(v−τ ) ≺ L(uǫ). ✷

Notation 4.4.6. It is convenient to unify four different notations into one:
For ǫ, τ ∈ {−1, 1} and i, j ∈ N with i 6= j we define

Tiǫjτ =





Rij , if ǫ = τ = 1

R−1
ij , if ǫ = 1, τ = −1

Lij , if ǫ = −1, τ = −1

L−1
ij , if ǫ = −1, τ = 1.

4.5 The first step towards
the surjectivity of Ψ : BF(E ,S) → Aut(Fω)

For short, we denote by Fn the free group with the finite basis Xn = {x1, . . . , xn}
and by Fω the free group with the infinite countable basis Xω = {x1, x2, . . . }.

In this section we prove Theorem 4.5.3 which states that, up to a monomial
automorphism, every automorphism of Fω lies in imΨ . In the next section we
show that every monomial automorphism of Fω lies in imΨ . With that the
surjectivity of Ψ : BF(E ,S) → Aut(Fω) will be proven.

Orders. We will use the following order on X±
n : x

−1
1 ≺ x1 ≺ · · · ≺ x−1

n ≺ xn. The
union of these orders for n ∈ N gives the order on X±

ω . The corresponding graded
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lexicographical orders on Fn and Fω are denoted by 4n and 4ω. The complexity
of a word v ∈ Fn in the group Fm with m > n is denoted by Complm(v). We
emphasize that the complexity of the same word in different groups may be
different.

Remark 4.5.1. 1) If u ≺n v for some u, v ∈ Fn, then u ≺m v for every m > n
and, moreover, u ≺ω v.
2) For any w ∈ Fn, the set {z ∈ Fn | z 4n w} is finite. If |w| > 2, then the set
{z ∈ Fω | z 4ω w} is infinite.
3) By nested induction, we see that every decreasing chain · · · ≺ω z3 ≺ω z2 ≺ω z1
in Fω is finite.

In the proof of Theorem 4.5.3 we will indirectly use the following density lemma
(see [13, Proposition 4.1 in Chapter I]).

Lemma 4.5.2. For every α ∈ Aut(Fω) and for every n, there exists m > n and
an automorphism β ∈ Aut(Fm), such that α|Xn = β|Xn.

Consider the set E = {Exy | x, y ∈ X±
ω , y 6= x, x−1} of the elementary Nielsen

automorphisms of Fω of the first kind. Recall that with every map f : S → E we
associate two maps f1 : S → X±

ω and f2 : S → X±
ω by the following rule: if s ∈ S

and f(s) = Exy, we set f1(s) = x and f2(s) = y.

Theorem 4.5.3. For every automorphism α of Fω there exists a monomial au-
tomorphism σ ∈ M(Xω) such that α can be written in the form σαf for some
f : S → E , where S is either a finite (may be empty) ordered set or S = (−N)
and where the following properties are satisfied.

(i) For every x ∈ X±
ω the set {n ∈ S | f(n) = Exy for some y ∈ X±

ω } is finite.
(ii) There is no injective and order preserving map ψ : (−N) → S with conditions
f1(ψ(n− 1)) = (f2(ψ(n)))

±1 for all n ∈ (−N).

Proof. If there exist σ ∈ M(Xω) and a finite subset Y ⊂ Xω such that σ−1α acts
identically on Xω \ Y , we can take a finite S by Nielsen’s theorem. This theorem
says that every automorphism of a free group of finite rank is a finite product of
automorphisms of type Exy and of a monomial automorphism. So, we consider
the opposite case.
Below in part a) we define auxiliary elementary Nielsen transformations, which
will be used in part b) to construct the function f satisfying this theorem. Let

X = (x1, x2, . . . ) and w
(0)
i = xiα

−1, and consider the infinite tuple W (0) =

Xα−1 = (w
(0)
1 , w

(0)
2 , . . . ).

a) We will inductively define Nielsen transformations Nt and tuples W (t) =

(w
(t)
1 , w

(t)
2 , . . . ), t > 1, such that they satisfy the following conditions:

a1) Nt is a right or a left multiplication, or the inverse to them,
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a2) W (t) = (Nt ◦ · · · ◦ N1)W
(0),

a3) if Nt+1 = Tiǫjτ , where t > 0, then
(
w

(t+1)
i

)ǫ
=

(
w

(t)
i

)ǫ(
w

(t)
j

)τ
and there exists

a natural number n(t), such that

Compln(t)(w
(t+1)
i ) <

lex
Compln(t)(w

(t)
i ) (18)

Compln(t)(w
(t)
j ) <

lex
Compln(t)(w

(t)
i ) (19)

a4) lim
t→∞

W (t) = (x1, x2, . . . )σ
−1 for some σ ∈ M(Xω).

Now we show how to define the transformations Nt, t > 1. We set N0 = id.
Suppose that N0, . . . ,Np are already defined and, for some r > 0, the tuple W (p)

contains x1, . . . , xr, up to inversions, but not xr+1.

Since α is an automorphism of Fω, there existsm such that xr+1 ∈ 〈w(p)
1 , . . . , w

(p)
m 〉

and x1, . . . , xr are contained in (w
(p)
1 , . . . , w

(p)
m ) up to inversions. By Corollary 4.4.3,

there exist elementary Nielsen transformations Np+1, . . . ,Nq, such that they sat-
isfy Conditions a1)–a3) and the tuple W (q) = (Nq ◦ · · · ◦ Np+1)W

(p) contains
x1, . . . , xr+1 up to inversions. Moreover, these transformations do not change the
places of the involved tuples with x±1

1 , . . . , x±1
r . This recursive definition of Nt

will give us W (t), t > 1, which obviously satisfy a4).

Remark. Fix a natural number n. By a4), there exists p such that W (p) contains
a letter of X± in place n. Then the elementary Nielsen transformations Nt, t > p,
do not have the form R±1

nj or L±1
nj .

Claim. We fix i ∈ N. If |w(n)
i | = |w(m)

i | for some n > m, then

L
(
(w

(n)
i )±1

)
4 L

(
(w

(m)
i )±1

)
.

Indeed, by formula (18), we have |w(t+1)
i | 6 |w(t)

i | for every t ∈ N. Therefore

|w(t)
i | = |w(m)

i | for every m 6 t 6 n. Now the claim follows from a3) and
Lemma 4.4.4.

b) Now we show that α can be written in the form σαf for some f : (−N) → E
satisfying Conditions (i) and (ii). We will use σ and the sequence of Nielsen
transformations Nt, t ∈ N, which was defined in a). Condition a4) can be written
as

(
. . .N2 ◦ N1

)
W (0) = Xσ−1. Since W (0) = Xα−1, we have

Xσ−1α =
(
. . .N2 ◦ N1

)
X = X

(
. . .A−2A−1

)
,

where A−t are elementary Nielsen automorphisms of Fω, defined by the rule:
A−t = Exǫ

ix
τ
j
if Nt = Tiǫjτ for i, j ∈ N and ǫ, τ ∈ {−1, 1}. Then

σ−1α = . . .A−2A−1
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and we will show that the theorem is satisfied for the function f : (−N) → E ,
defined by the rule f(−t) = A−t, t ∈ N.
Condition (i) follows from Remark in a).
Now we verify Condition (ii). If it is not satisfied, then there exists an in-
finite sequence of increasing natural numbers t1 < t2 < t3 < . . . , such that
. . .A−t3 ,A−t2,A−t1 have the following form:

. . .A−t3 = Ex
ρ
kx

θ
l
, A−t2 = Exδ

jx
µ
k
, A−t1 = Exǫ

ix
τ
j
.

Then
. . .Nt3 = Tkρlθ , Nt2 = Tjδkµ, Nt1 = Tiǫjτ .

By Condition a3) we have

· · · 6 |w(t2−1)
k | 6 |w(t2−1)

j | 6 |w(t1−1)
j | 6 |w(t1−1)

i |.

Indeed, the odd inequalities from the right follow from (19) and the even ones
from (18).
Since the length cannot decrease infinitely often, we may assume that all these
lengths coincide. Then we can apply Lemma 4.4.5 to the following pairs of words
and exponents:

(w
(t1−1)
i , w

(t1−1)
j ), (ǫ, τ),

(w
(t2−1)
j , w

(t2−1)
k ), (δ, µ),

(w
(t3−1)
k , w

(t3−1)
l ), (ρ, θ),

. . .

We simplify and unify notations:

(u1, u2), (σ1, σ2),

(u3, u4), (σ3, σ4),

(u5, u6), (σ5, σ6),

. . .

By applying Lemma 4.4.5 and Remark 4.5.1.1) to pairs (ui, ui+1), (σi, σi+1), we
obtain

L(u
σi+1

i+1 ) = L(u−σi

i ) and L(u
−σi+1

i+1 ) ≺ω L(u
σi

i ) (20)

for all odd i ∈ N. By Claim before b), we have also

L(u±1
i+2) 4ω L(u

±1
i+1) (21)

for all odd i ∈ N.
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Claim. The set
⋃
i∈N

{L(ui), L(u
−1
i )} contains an infinite subset {zj | j ∈ N}, such

that
· · · ≺ω z3 ≺ω z2 ≺ω z1.

Proof. We construct a graph G with edges colored in red and blue. The vertex set
of G is

⋃
i∈N

{L(ui), L(u
−1
i )}, where L(ui), L(u

−1
i ) are considered as formal symbols.

The edges of G are defined according to formulas (20) and (21):
For every odd i ∈ N, the vertices L(u−σi

i ) and L(u
σi+1

i+1 ) are connected by a red

edge and the vertices L(uσi

i ) and L(u
−σi+1

i+1 ) are connected by a blue edge. For
every odd i ∈ N, we connect the vertices L(ui+1) and L(ui+2) by a red edge and
also the vertices L(u−1

i+1) and L(u
−1
i+2). An example is given in Figure 4.

✈ ✈ ✈ ✈ ✈ ✈ ✈ ✈ ✈

✈ ✈ ✈ ✈ ✈ ✈ ✈ ✈ ✈
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L(u1) L(u2) L(u3) L(u4) L(u5) L(u6) L(u7) L(u8) L(u9)

L(u−1
1 ) L(u−1

2 ) L(u−1
3 ) L(u−1

4 ) L(u−1
5 ) L(u−1

6 ) L(u−1
7 ) L(u−1

8 ) L(u−1
9 )

. . .

. . .

Figure 4.

There are two infinite paths in this graph starting at L(u1) and at L(u−1
1 ) re-

spectively, say p and q. We consider these paths as subgraphs of G. Since
G = p ∪ q contains infinitely many blue edges, we may assume that p contains
infinitely many blue edges. Let (L(uǫii ))i∈N be the sequence of vertices of p, where
ǫi ∈ {−1, 1}. Then the corresponding sequence (L(uǫii ))i∈N of elements of F (Xω)
contains an infinite subsequence (zj)j∈N, such that · · · ≺ω z3 ≺ω z2 ≺ω z1. ✷

Since the words ui have the same length, the words zj have the same length too
and we have a contradiction to Remark 4.5.1.3). ✷

4.6 The second step towards

the surjectivity of Ψ : BF(E ,S) → Aut(Fω)

Recall that Xω = {x1, x2, . . . } is the fixed basis of Fω and M(Xω) is the group of
monomial automorphisms of Fω. Let I(Xω) be the subgroup ofM(Xω) consisting
of the automorphisms which send each x ∈ Xω to x or x−1.

Theorem 4.6.1. Every monomial automorphism of Fω lies in the image of the
homomorphism Ψ : BF(E ,S) → Aut(Fω).
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Proof. Every monomial automorphism α ∈ Aut(Fω) can be expressed in the form
α = βγ for some β ∈ I(Xω), γ ∈ Σ(Xω).
We can express γ as a product of independent countable cycles: γ =

∏
j∈J γj.

By Nielsen, every finite cycle γj can be expressed in the form γj = νjγ
′
j, where

νj is the identity or the inversion of an element of Xω, and γ
′
j is a finite product

of E-automorphisms. If γj is an infinite countable cycle, it is similar to σ in (5).
Recall that

σ =
∞∏

i=0

(τ−i,i+1 τ−i,−(i+1)). (22)

One can check that
τ−i,i+1 τ−i,−(i+1) =

= Ex−(i+1),x−i
Ex−1
−(i+1)

,x−i
Ex−1
−(i+1)

,xi+1
Ex−1

i+1,x
−1
−(i+1)

·

Ex−(i+1),x
−1
i+1
Exi+1,x

−1
−i
Ex−1
−i ,x

−1
i+1
Exi+1,x

−1
−i
.

So, σ lies in the Ψ -image of an infinite product of E-letters. It is not hard to
check, that this product is admissible, i.e. lies in S.
Thus, we have to consider an element ρ ∈ I(Xω). If the support of ρ is infinite,
then ρ is an infinite product of some ρj ∈ I(Xω) with disjoint supports of cardi-
nality 2. Each ρj is a finite product of E-automorphisms. So, ρ lies in the Ψ -image
of an admissible infinite product of E-letters. If the support of ρ is finite, then
we can write ρ = ρ′ρ′′ for some ρ′ρ′′ ∈ I(Xω) with infinite supports and so we
have reduced to the previous case. ✷

Theorem 4.6.2. The homomorphism Ψ : BF(E ,S) → Aut(Fω) is surjective.

Proof. The proof follows immediately from Theorems 4.5.3 and 4.6.1.

4.7 Three topologies on BF(E ,S)

We consider Aut(F (X)) as a topological group with a basis for the neighborhoods
of 1 consisting of the subgroups

St(Y ) := {α ∈ Aut(F (X)) | yα = y ∀ y ∈ Y },

where Y runs through the finite subsets of X . The preimage of this topology with
respect to the homomorphism Ψ : BF(E ,S) → Aut(F (X)) gives us a topology
on BF(E ,S); we denote it by Tstab and call the stabilizer topology.
Recall that the group BF(E ,S) also possesses the natural topology (see Sec-
tion 2.3); we denote it by Tnat.
Let T be the topology on BF(E ,S) generated by Tnat and Tstab. To be more
precise, a basis for the neighborhoods of 1 in T consists of the sets
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UY,A = Ψ−1(St(Y )) ∩ kerϕA,

where Y runs through the finite subsets ofX and A runs through the finite subsets
of E . Recall that the map ϕA : BF(E) → BF(A) sends every map f : S → E from
BF(E) to its restriction to f−1(A).
Note that UY,A are subgroups of BF(E ,S) and that BF(E ,S) is a topological
group with respect to T.

4.8 A generalized presentation of Aut(Fω)

In this section we formulate our main Theorems 4.8.6 and 4.8.11. The first
theorem describes the kernel of the epimorphism Ψ : BF(E ,S) → Aut(Fω)
algebraically, while the second one topologically. We deduce Theorem 4.8.11 from
Theorem 4.8.6. The proof of Theorem 4.8.6 is based on technical Sections 4.9
and 4.10, and it will be given in Section 4.11. We conclude this section with
Theorem 4.8.13 which is a compact reformulation of Theorem 4.8.6.

We fix the basis X = {x1, x2, . . . } of Fω.

Now we will work with the group G = BF(E ,S), where E = {Exy | x, y ∈ X±
ω , y 6=

x, x−1} and S is the set of classes of admissible maps defined in Section 4.1. Let
Gn be the subset of G, consisting of all classes of maps f : S → E from G,
such that f1(s) ∈ {xn, x−1

n , xn+1, x
−1
n+1, . . . } for every s ∈ S. Note that Gn is a

subgroup of G and we have G = G1 ⊃ G2 ⊃ . . . , and
∞
∩
n=1

Gn = 1. The sequence

of subgroups (Gn)n∈N is called the filtration on G.

Remark 4.8.1. Every neighborhood UY,A contains some Gn. Indeed, we can take

n = max{k | xk ∈ Y }+max{k | Ex±1
k

∗ ∈ A}+ 1.

Definition 4.8.2. Let I be a totally ordered set and suppose we are given ele-
ments gi ∈ G for i ∈ I such that, for every n, all but finitely many gi lie in Gn.
We can form the product

∏
i∈I

gi =: g according to Section 2.4.

In this situation we call the product
∏
i∈I

gi admissible with respect to the filtration

on G (or shortly (Gn)-admissible) and will write

g =
∏

(Gn)−adm.

i∈I

gi.

Observe that the product g is an element of BF(E) and actually, with the notation
of Section 4.1, of BF(E ,S0), but not necessarily of G0.
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By Theorem 4.6.2, there is an epimorphism

Ψ : BF(E ,S) → Aut(Fω).

Our aim is to describe a subset R ⊂ ker Ψ , which in some sense generates ker Ψ
(see Theorem 4.8.11). For that it is convenient to consider the elements of
BF(E ,S) as (infinite) words in the alphabet E .
Before we describe some infinite words of R, we present here their finite analogon.
Let x, y, z ∈ X± , such that y /∈ {x, x−1} and z /∈ {x, x−1, y, y−1}. Then the
following relations hold in Aut(Fω):

ExyEzx =
(
Ezy−1Ezx

)
Exy,

ExyEzx−1 =
(
Ezx−1Ezy

)
Exy,

ExyEzt = EztExy, t /∈ {x, x−1}.

Now we describe an “infinite” relation.

Definition 4.8.3. Let α = Exy be a word consisting of one E-letter (clearly
α ∈ S). A (possibly infinite) word β ∈ S is called α-admissible if for each of its
letters Ezt we have z /∈ {x, x−1, y, y−1}.

Let β be an α-admissible word, where α = Exy. We denote by βα the word,
obtained from β by the following replacements of each occurrence of Ezx and
Ezx−1:

Ezx  Ezy−1Ezx,
Ezx−1  Ezx−1Ezy.

It is easy to check, that βα ∈ S and that Ψ (αβ) = Ψ (βαα) holds in Aut(Fω).
Thus the following words lie in kerΨ :

(Rαβ) αβα−1β−1
α , where α ∈ E and β is an α-admissible (infinite) word from G.

Now, let Fn be the free group of finite rank n with basis {x1, . . . , xn}. Consider
the canonical epimorphism Aut(Fn) → GLn(Z). The full preimage of SLn(Z)
with respect to this epimorphism is a subgroup of index 2 in Aut(Fn), which
is denoted by SAut(Fn). Gersten obtained the following presentation for this
subgroup.

Theorem 4.8.4. [10]. A presentation for SAut(Fn) is given by generators
{Eab | a, b ∈ X±

n , a 6= b, b−1} subject to relations:

(R1) E−1
ab = Eab−1 ,

(R2) [Eab, Ecd] = 1 for a 6= c, d, d−1 and b 6= c, c−1,
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(R3) [Eab, Ebc] = Eac for a 6= c, c−1,

(R4) w−1
ab Ecdwab = Eσ(c)σ(d),

where wab is defined to be EbaEa−1bE
−1
b−1a

, and σ is the monomial map,
determined by wab, i.e. a 7→ b−1, b 7→ a,

(R5) w4
ab = 1.

Definition 4.8.5. We say that a word W ∈ BF(E ,S) is of type (Ri), if it can
be written in the form UV −1, where U = V is the relation (Ri) for some n ∈ N.
Let Rfin be the set of all words of types (R1) – (R5).
We say that a countable word W ∈ BF(E ,S) is of type (Rαβ) if it can be written
as αβα−1β−1

α , where β is α-admissible.
Let R be the set of all countable words of G of types (R1) – (R5) and (Rαβ).

Theorem 4.8.6. For G = BF(S, E) the kernel of the epimorphism

Ψ : G→ Aut(Fω)

coincides with the set of all products UV , where U, V ∈ G have the form

U =
∏

(Gn)−adm.

i∈I1

f−1
i rǫii fi, V =

∏

(Gn)−adm.

i∈I2

f−1
i rǫii fi, (23)

where I1 is N or a finite initial segment of N, I2 is (−N) or a finite final segment
of (−N), fi ∈ G, ri ∈ R, ǫi ∈ {−1, 1}, and R is the set of all countable words of
G of types (R1) – (R5) and (Rαβ).

Corollary 4.8.7. Let g ∈ ker Ψ . Then for every natural m there exist elements
hm ∈ 〈〈R〉〉G and gm ∈ Gm, such that g = hmgm.

Proof. We write g = UV for U, V as in (23). For every natural k we write
U = UkU

′
k and V = V ′

kVk, where

Uk =

k∏

i=1

f−1
i rǫii fi, Vk =

−1∏

i=−k

f−1
i rǫii fi.

Let m be a given natural number. Since the products in (23) are (Gn)-admissible,
there exists k such that U ′

k, V
′
k ∈ Gm. For this k we set hm = Uk·(U ′

kV
′
k)Vk(U

′
kV

′
k)

−1

and gm = U ′
kV

′
k . Clealy, hm and gm satisfy the above condition. ✷

Lemma 4.8.8. Every word g ∈ G of type (Rαβ) lies in the closure of 〈〈Rfin〉〉G
in the topology T.
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Proof. Let g = αβα−1β−1
α , where α = Exy and β ∈ G is an α-admissible (infinite)

word. We show that an arbitrary neighborhood gU of g in the topology T contains
an element gu ∈ 〈〈Rfin〉〉G. We may assume that U = UY,A for some finite subsets
Y ⊂ Xω and A ⊂ E . Let A′ be the minimal subset of E , such that

1) A ∪ {Exy} ⊆ A′,
2) if Ezxǫ ∈ A′ for some z ∈ X±1 and ǫ ∈ {−1, 1}, then Ezy−ǫ ∈ A′.

Clearly, A′ is finite. By the choice of A′, we have ϕA′(g) = αβ ′α−1(β ′)−1
α for

β ′ = ϕA′(β). We set u = g−1ϕA′(g). Obviously, gu ∈ 〈〈Rfin〉〉G. Since g ∈ kerΨ ,
this implies u ∈ ker Ψ , and since ϕA ◦ ϕA′ = ϕA, we have u ∈ kerϕA. Hence
u ∈ U . ✷

Lemma 4.8.9. 〈〈R〉〉G lies in the closure of 〈〈Rfin〉〉G in the topology T.

Proof. Let g ∈ 〈〈R〉〉G and U = UY,A be a neighborhood of 1 in the group G. Then

g =
k∏

i=1

f−1
i rifi for some natural k, some ri ∈ R and fi ∈ G. By Lemma 4.8.8,

ri = r′iui for some r′i ∈ 〈〈Rfin〉〉G and ui ∈ U . Note that ui = (r′i)
−1ri ∈ U ∩ kerΨ .

Since U ∩ kerΨ = kerϕA ∩ kerΨ is normal in G, we have

g ∈ g′(U ∩ ker Ψ ) ⊆ 〈〈Rfin〉〉G U

for g′ =
k∏

i=1

f−1
i r′ifi. Since this holds for every U , the proof is completed. ✷

Lemma 4.8.10. ker Ψ lies in the closure of 〈〈Rfin〉〉G in the topology T.

Proof. Let g ∈ kerΨ and U = UY,A be a neighborhood of 1 inG. By Remark 4.8.1,
there exists m, such that Gm ⊆ U . By Corollary 4.8.7 and Lemma 4.8.9 we have

g ∈ 〈〈R〉〉GGm ⊆ 〈〈Rfin〉〉G U Gm = 〈〈Rfin〉〉G U .

✷

Theorem 4.8.11. For G = BF(E ,S) the kernel of the epimorphism

Ψ : G→ Aut(Fω)

coincides with the closure of 〈〈Rfin〉〉G in the topology T on G:

ker Ψ = 〈〈Rfin〉〉
T

G.

Here Rfin is the set of all words of G of types (R1) – (R5).
In particular, (E ,S,T,Rfin) is a generalized presentation of Aut(Fω) of type ℵ0.
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Proof. In view of Lemma 4.8.10, it is sufficient to prove that every g ∈ 〈〈R〉〉
T

G

lies in kerΨ . Fix a natural n. Since gU{xn},∅ is a neighborhood of g, there exists
u ∈ U{xn},∅, such that gu ∈ 〈〈R〉〉G. Then Ψ (g) = Ψ (u−1) stabilizes xn, and since
this holds for every n, we have g ∈ ker Ψ . ✷

Remark 4.8.12. kerΨ is properly contained in the topological closure of 〈〈R〉〉G
in BF(S, E), with respect to the topology Tnat defined in Section 4.7. Indeed, the
sequence of elements of ker Ψ

Ex1x2Ex1xtExtx
−1
2
Ex1x

−1
t
Extx2 (t ∈ N)

converges to Ex1x2 /∈ ker Ψ , when t→ ∞.

Finally we reformulate Theorem 4.8.6 in a compact form.

Theorem 4.8.13. For G = BF(E ,S) the kernel of the epimorphism

Ψ : G→ Aut(Fω)

consists of certain conjugates of elements of the set

{
∏

(Gn)−adm.

i∈I

f−1
i r±1

i fi | fi ∈ G, ri ∈ R} ∩G, (24)

where I is a finite or infinite interval of Z, and R is the set of all countable words
of G of types (R1)− (R5) and (Rαβ).

Proof. Let g ∈ kerΨ . Then g = UV for U, V as in Theorem 4.8.6, and we can
write g = U(V U)U−1, where V U lies in the set (24). The inverse inclusion follows
from the next lemma. ✷

Lemma 4.8.14. Let I be a linearly ordered set and gi ∈ ker Ψ for any i ∈ I. If

g =
∏

(Gn)−adm.

i∈I

gi (25)

and g ∈ G, then g ∈ kerΨ .

Proof. Fix xr ∈ Xω. Since the product (25) is (Gn)-admissible, the set {i ∈ I |
gi /∈ Gr+1} is finite. Let i1 < i2 < · · · < ik be its elements. Denote

h0 =
∏

(Gn)−adm.

{i∈I|i<i1}

gi, hk =
∏

(Gn)−adm.

{i∈I|ik<i}

gi, hl =
∏

(Gn)−adm.

{i∈I|il<i<il+1}

gi,

where l = 1, . . . , k − 1. Then g = h0gi1h1gi2 . . . gikhk. Since g ∈ G and every
(infinite) subword of a word fromG also lies in G, we have hj ∈ G for j = 0, . . . , k.
Then all hi belong to Gr+1, and hence Ψ (hi) stabilize xr. Moreover, Ψ (gi) is the
identity for any i ∈ I by assumption. Therefore Ψ (g) stabilizes xr. Since this
holds for every r, we have g ∈ kerΨ . ✷
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Remark 4.8.15. The following example shows that the assumption g ∈ G in
Lemma 4.8.14 cannot be omitted:

g =
∏

i∈N

[Exi−1xi
, Exi+1xi+2

].

Indeed, [Exi−1xi
, Exi+1xi+2

] ∈ ker Ψ for every i ∈ N, but g /∈ G, and so g /∈ker Ψ .

4.9 An inequality for the length of chains

By a slight abuse of notation, we will consider maps from T (E) as elements of
BF(E).

Definition 4.9.1. Let f : S → E be an element of BF(E) and let x ∈ X±
ω . A

sequence of elements of S, (. . . , s2, s1), is called a backward x-chain for f , if the
following conditions hold:
1) · · · ≺ s2 ≺ s1,
2) f1(s1) ∈ {x, x−1},
3) f1(si+1) ∈ {f2(si), f2(si)−1} for i > 1.

We denote byM(f, x) the supremum of lengths of backward x-chains for f . Note
that M(f, x) 6 n+(f̄ , x) (see notation in Section 4.2). Hence, by Lemma 4.2.1,
M(f, x) is finite for every f in S.

Proposition 4.9.2. Let f = δαβγ be a word from S, such that β is α-admissible;
let f ′ = δβααγ. Then M(f ′, x) 6M(f, x) for every x ∈ X±

ω .

To facilitate the understanding of the proof look at the following example.

Example 4.9.3.

f =
(
. . . Ex2x5

d

. . .
) α︷ ︸︸ ︷
Ex1x2

a

β
(︷ ︸︸ ︷
. . . Ex3x1

b1

. . . Ex3x
−1
1

b2

. . .
)(
. . . Ex4x

−1
1

c1

. . . Ex4x
−1
3

c2

. . .
)
.

f ′ =
(
. . . Ex2x5 . . .

d

)
βα( ︷ ︸︸ ︷

. . . Ex3x
−1
2

b′1

Ex3x1
b1

. . . Ex3x
−1
1

b2

Ex3x2

b′2

. . .
) α︷ ︸︸ ︷
Ex1x2

a′

(
. . . Ex4x

−1
1

c1

. . . Ex4x
−1
3

c2

. . .
)
.

We write down 3 backward x4-chains in f :

C : (a, b2, c2), (d, a, b1, c2), (d, a, c1),

and 3 backward x4-chains in f
′:

C ′ : (b2, c2), (d, b
′
1, c2), (d, a

′, c1).
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Proof of Proposition 4.9.2. Let f : (D ⊔ {a} ⊔ B ⊔ C) → E be the map corre-
sponding to the product f = δαβγ and let f ′ : (D ⊔ B′ ⊔ {a′} ⊔ C) → E be the
map corresponding to the product f ′ = δβααγ. As in the example above, we
assume, that B′ is obtained from B by inserting some b′-letters.
Let C′ be a backward x-chain for f ′. It is sufficient to indicate a backward x-chain
C for f , which is not shorter than C′. Note that if C′ contains a b′i-letter, then all
letters of this chain with smaller s-indices lie in D (since β is α-admissible).

Case 1. Suppose that C′ does not contain a′ and does not contain any b′i-letter.
Then we set C = C′.
Case 2. Suppose that C′ does not contain a′, but contains some b′i-letter.
Then we define C to be the chain obtained from C′ by replacing b′i by two letters
a, bi.
Case 3. Suppose that C′ contains a′.
In this case C′ does not contain elements of B′. Then we define C to be the chain
obtained from C′ by replacing a′ by a. ✷

4.10 Transformation of elements of BF(E ,S)
to elements of BF−N(E ,S) modulo kerΨ

We denote by BF−N(E ,S) the subset of G = BF(E ,S) consisting of classes of
all maps g : I → E , where I equals (−N) or a finite final segment of (−N).
The main aim of this section is to prove that any element f ∈ BF(E ,S) can be
represented in the form f = RA for some R ∈ kerΨ and A ∈ BF−N(E ,S) (see
Proposition 4.10.4).

In Section 4.8 we introduced the chain of subgroups G = G1 > G2 > . . . , such

that
∞
∩

n=1
Gn = 1. Now we decompose each difference Gn \ Gn+1 into smaller

subsets. By Lemma 4.2.1, the number n+(f, xn) is finite for every f ∈ G and
every n > 1. Now, for every m > 1 we set

Gn,m = {f ∈ Gn \Gn+1 | n
+(f, xn) = m}.

Clearly Gn \Gn+1 =
⊔
m>1

Gn,m.

Note that the last term in the sequence (15) constructed for f and x = xn is
sn+(f,xn). We denote it by s+(f, xn).

Definition 4.10.1. (split and derived forms of f) Suppose that (f : S → E) ∈
Gn \Gn+1 for some n. Let s+ = s+(f, xn) and set

S1 = {s ∈ S | s ≺ s+}, S2 = {s ∈ S | s+ ≺ s}.

Then we can write f in the form f = δαβ, where δ = f|S1
, α = f|{s+} and

β = f|S2. This form will be called the split form of f .
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Note that β is α-admissible (see Definition 4.8.3). Using the definition of βα
given after this definition, we rewrite f in the form f = rfα, where r =
δ(αβα−1β−1

α )δ−1 and f = δβα. The expression f = rfα will be called the derived
form of f .

Lemma 4.10.2. Let f ∈ Gn,m and let f = rfα be the derived form of f . Then
the following properties are satisfied.

P1. r ∈ 〈〈Gn ∩R〉〉Gn.
P2. f ∈ Gn,m−1 if m > 1 and f ∈ Gn+1 if m = 1.
P3. α ∈ Gn.

Proof. The proof is straightforward. ✷

We can continue and rewrite the element f in the derived form. We want to
do that infinitely countably many times. So, we put f (1) = f and define three
sequences of elements of G: (f (i))i>1, (r

(i))i>1 and (α(i))i>1, such that

f (i) = r(i)f (i)α(i) (26)

is the derived form of f (i) and

f (i+1) = f (i).

If f (i) = 1 for some i, we will assume that f (j) = r(j) = α(j) for all natural j > i.
We have

f =
(
r(1)r(2) . . . r(i)

)
f (i+1)

(
α(i) . . . α(2)α(1)

)
. (27)

Lemma 4.10.3. Let f = f (1) ∈ Gn,m. Then the following properties are satisfied
for every 1 6 i 6 m.

P4. f (i) ∈ Gn,m−i+1; moreover f (m+1) ∈ Gn+1.

P5. r(i) ∈ 〈〈Gn ∩ R〉〉Gn; moreover r(m+1) ∈ 〈〈Gn+1 ∩ R〉〉Gn+1.
P6. α(i) ∈ Gn; moreover α(m+1) ∈ Gn+1.

Proof. Property P4 follows by induction from P2. Properties P5 and P6 follow
from P4 and (26). ✷

Proposition 4.10.4. For every element f ∈ BF(E ,S) the following claims hold.

1) The sequence (f (i))i>1 converges to 1 in the topology Tnat on BF(E ,S), when
i→ ∞.
2) The product R =

∏
i∈N

r(i) is well defined, i.e. it belongs to BF(E).

3) The product A =
∏

i∈−N

α(−i) belongs to BF−N(E ,S).

4) f = RA.

5) The product R =
∞∏
i=1

r(i) is (Gn)-admissible and it belongs to BF(E ,S).

6) R ∈ ker Ψ .
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Proof. Claims 1) and 2) follow from P4 and P5. Now we prove the most difficult
Claim 3). Clearly A is a map from (−N) to E . By Property P6 we have A ∈
BF(E). We have to verify, that for every x ∈ X , the cardinal number M(A, x) is
finite (see Definition 4.9.1).

Let f (k) = δ(k)α(k)β(k) be the split form of f (k). By definition, we have

f (k+1) = f (k) = δ(k)(β(k))α(k).

Denote γ(k) = α(k−1) . . . α(1). Then we have

f (k)γ(k) = δ(k)α(k)β(k)γ(k)

and
f (k+1)γ(k+1) = δ(k)(β(k))α(k) α(k)γ(k).

Applying Proposition 4.9.2 to these two words we get

M(f (k+1)γ(k+1), x) 6M(f (k)γ(k), x).

for every x ∈ X±1
ω . Since f = f (1)γ(1), we have by induction

M(f (k)γ(k), x) 6M(f, x)

and so M(γ(k), x) 6 M(f, x) for every k > 1. This implies M(A, x) 6M(f, x).

Claim 4) follows from Equation (27) by taking the limit with respect to the
natural topology on BF(E) and using Claims 1)-3).

5) By the assumption on f and by Claim 3), we have R = fA−1 ∈ BF(E ,S).

The (Gn)-admissibility of the product
∞∏
i=1

r(i) follows from P5.

6) This follows from 5) and Lemma 4.8.14. ✷

4.11 Proof of Theorem 4.8.6 about kerΨ

The following technical lemma is used in Lemma 4.11.2.

Lemma 4.11.1. Let W : (−N) → E be an infinite word from Gk ∩ ker Ψ . Then
there exists an infinite word W2 : (−N) → E from Gk+1∩ker Ψ , and a finite word
W1 ∈ Gk ∩ kerΨ , such that W =W2W1.

Proof. We write W = BC, where C is a finite subword of W of minimal length
which contains all letters Exy with x ∈ {xk, x

−1
k }. Clearly B ∈ Gk+1, in particular

Ψ (B) stabilizes Fk. Let

n = max{i, j | Exixj
is a letter of C}+ k.
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Obviously, n > k. Then Ψ (C)|Fn is an automorphism of Fn, which stabilizes
Fk (this follows from W = BC, Ψ (W ) = 1, and the fact that Ψ (B) stabilizes
Fk). By Proposition 5.0.8, there exists a finite word C ′ in letters Exy with
x ∈ {xk+1, . . . , xn}±1 and y ∈ {x1, . . . , xn}±1, such that Ψ (C)|Fn = Ψ (C ′)|Fn

in Aut(Fn). We set W2 = BC ′ and W1 = (C ′)−1C. Then W1 ∈ Gk ∩ ker Ψ . Since
W = W2W1 ∈ kerΨ , we conclude that W2 ∈ Gk+1 ∩ ker Ψ . ✷

Lemma 4.11.2. Let A : (−N) → E be an infinite word from ker Ψ . Then it can
be written as

A =
∏

(Gn)−adm.

i∈(−N)

f−1
i r±1

i fi, (28)

for some finite words fi and ri in the alphabet E , where ri’s are words of types
(R1)− (R5).

Proof. By Lemma 4.11.1, we can write A as A = (. . . A3A2A1] for some finite
words Ak ∈ Gk ∩ kerΨ . By Proposition 5.0.8, Ak can be written in the form

Ak =
∏

j∈J(k)

f−1
j r±1

j fj ,

where J(k) is a finite set, fj and rj are finite words over E , which belong to Gk,
and rj’s are words of types (R1)− (R5). This completes the proof. ✷

Proof of Theorem 4.8.6. Let f ∈ ker Ψ . If f is represented by a finite E-word, the
statement follows from Theorem 4.8.4. So, suppose that f is represented by an
infinite countable E-word. We show that f can be written in the form f = UV
with U, V satisfying the conclusion of Theorem 4.8.6. First, we write f = RA,
where R and A as in Proposition 4.10.4. In particular, A : (−N) → E is an
infinite word from G and

R ∈ {
∏

(Gn)−adm.

i∈N

f−1
i r±1

i fi | fi ∈ G, ri ∈ R ∪ {1}} ∩G.

Since R ∈ ker Ψ by Proposition 4.10.4, we have A ∈ ker Ψ . Then we can apply
Lemma 4.11.2 and write A in the form (28). So, we can set U = R, V = A.

Conversely, if f = UV with U, V satisfying the conclusion of Theorem 4.8.6, then
f ∈ ker Ψ by Lemma 4.8.14. ✷
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5 Appendix A: Finite presentations for some

stabilizers in SAut(Fn)

Let Fn be the free group with the basis Xn = {x1, . . . , xn}, where n is finite. If
a, b ∈ X±

n and a 6= b, b−1, the Nielsen map Eba is defined by the rule:

b 7→ ba,
x 7→ x if x ∈ X±

n \ {b, b−1}.

An automorphism of Fn is called monomial, if it permutes the set Xn∪X−1
n . Let

Mn be the group of monomial automorphisms of Fn. If a, b ∈ X±
n and a 6= b, b−1,

the monomial automorphism wab is defined by the rules:

a 7→ b−1

b 7→ a
x 7→ x if x ∈ X±

n \ {a, b, a−1, b−1}.

If A ⊆ X±
n , and a ∈ A, a−1 /∈ A, the Whitehead automorphism (A, a) is defined

by

(A, a) =
∏

b∈A
b6=a

Eba. (29)

Let Wn denote the set of all Whitehead automorphisms (A, a).
We now recall McCool’s presentation for Aut(Fn).

Theorem 5.0.3. [15] A finite presentation for Aut(Fn) is given by generators
Mn ∪Wn and relations:

(M0) A defining set of relations for Mn.

(M1) (A, a)−1 = (A− a + a−1, a−1).

(M2) (A, a)(B, a) = (A ∪ B, a) where A ∩ B = {a}.

(M3) (A, a)(B, b) = (B, b)(A, a) where A ∩B = ∅, a−1 /∈ B, b−1 /∈ A.

(M4) (A, a)(B, b) = (B, b)(A +B − b, a) where A ∩ B = ∅, a−1 /∈ B, b−1 ∈ A.

(M5) (A, a)(A−a+a−1, b) = wab(A− b+ b−1, a) with wab ∈ Mn as above, b ∈ A,
b−1 /∈ A, a 6= b.

(M6) σ−1(A, a)σ = (Aσ, aσ) for σ ∈ Mn.

Using Expression (29) and rewriting McCool’s relations in terms of Nielsen au-
tomorphisms Eba, Gersten deduced in [10, Theorem 1.2] the following finite pre-
sentations of Aut(Fn).
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Theorem 5.0.4. [10]. A presentation for Aut(Fn) is given by generators {Eab | a, b ∈
X±

n , a 6= b, b−1} ∪Mn subject to relations:

(S0) A defining set of relations for Mn,

(S1) E−1
ab = Eab−1 ,

(S2) [Eab, Ecd] = 1 for a 6= c, d, d−1 and b 6= c, c−1,

(S3) [Eab, Ebc] = Eac for a 6= c, c−1,

(S4) wab = EbaEa−1bEb−1a−1

(S5) σ−1Eabσ = Eσ(a)σ(b), σ ∈ Mn.

By applying the Reidemeister-Schreier method, Gersten obtained in [10, Theo-
rem 1.4] the following presentation for SAut(Fn) (in R4 we correct a misprint in
this paper).

Theorem 5.0.5. [10]. A presentation for SAut(Fn) is given by generators
{Eab | a, b ∈ X±1

n , a 6= b, b−1} subject to relations:

(R1) E−1
ab = Eab−1 ,

(R2) [Eab, Ecd] = 1 for a 6= c, d, d−1 and b 6= c, c−1,

(R3) [Eab, Ebc] = Eac for a 6= c, c−1,

(R4) w−1
ab Ecdwab = Eσ(c)σ(d),

where wab is defined to be EbaEa−1bE
−1
b−1a

, and σ is the monomial map,
determined by wab, i.e. a 7→ b−1, b 7→ a.

(R5) w4
ab = 1.

Notation 5.0.6. Let Fn be the free group with basis Xn = {x1, . . . , xn}. For a
subset Y ⊆ Fn we denote by StAut(Fn)(Y ) the pointwise stabilizer of Y in Aut(Fn)
and by StSAut(Fn)(Y ) the pointwise stabilizer of Y in SAut(Fn).

In [16], McCool proved that the group StAut(Fn)(Y ) is finitely presented for every
finite Y ⊆ Fn and gave an algorithm for finding such a presentation (see also
Proposition 5.7 in Chapter 1 of [13] and a remark after it).

We are specially interested in finding presentations of StAut(Fn)(Xk) and StSAut(Fn)(Xk)
for Xk = {x1, x2, . . . , xk}, where 1 6 k 6 n. Denote

Mn,k = Mn ∩ StAut(Fn)(Xk)

42



and
Wn,k = Wn ∩ StAut(Fn)(Xk).

So, Wn,k consists of those (A, a) ∈ Wn, for which

A \ {a} ⊆ {xk+1, . . . , xn}
±. (30)

Proposition 5.0.7. Let Xn = {x1, . . . , xn}. For every 1 6 k 6 n, a finite
presentation for StAut(Fn)(Xk) is given by generators Mn,k ∪Wn,k subject to the
relations of (M0)− (M6) which contain only these generators.

Proof. By the result of McCool, StAut(Fn)(Xk) is isomorphic to the fundamental
group of the following 2-dimensional simplicial complex K.
The vertices of K are k-element ordered subsets of X±

n , i.e. they have the form
(x

ǫi1
i1
, . . . , x

ǫik
ik
), where xij ∈ Xn are different and ǫij ∈ {1,−1}. We distinguish

the vertex x = (x1, . . . , xk). Two vertices (u1, . . . , uk) and (v1, . . . , vk) are joint
by an edge with label α if α is a Whitehead automorphism of type (A, a) or a
monomial automorphism from Mn, such that vj = ujα for j = 1, . . . , k. The
inverse edge is labeled by α−1. The initial vertex of an edge e is denoted by i(e)
and the terminal one by t(e).

Remark. Clearly, if an edge e of K is labelled by a Whitehead automorphism
(A, a), then i(e) = t(e)

We have to define 2-cells of K. Let φ(e) denote the label of an edge e. This label-
ing can be obviously extended to paths in the 1-skeleton of K: if p = e1e2 . . . em
is a path there, then we set φ(p) = φ(e1)φ(e2) . . . φ(em). By a loop we understand
a cyclically ordered sequence of edges (e1, e2, . . . , em), such that i(ej+1) = t(ej),
j = 1, . . . , m, where the indexes are added modulo m.
We glue a 2-cell along a loop p = (e1, e2, . . . , em) in the 1-skeleton of K if
there exists a relation r = s from (M0) − (M6), such that the cyclic sequence
(φ(e1), φ(e2), . . . , φ(em)) coincides with the cyclic word rs−1.
Clearly, if p and p′ are homotopic paths in K, then φ(p) = φ(p′). Moreover, if p
is a closed path based at x in K, then φ(p) is an element of StAut(Fn)(Xk). Thus,
φ induces a homomorphism Φ : π1(K,x) → StAut(Fn)(Xk). By the cited general
result of McCool, Φ is an isomorphism.
To describe π1(K, x), we choose a maximal subtree T in K in the following way.
For every vertex y 6= x of K, we choose an edge ey from x to y, such that
φ(ey) ∈ Mn. Let T be the maximal subtree in the 1-skeleton of K, consisting of
all vertices and all these edges. For convenience we introduce the formal symbol
e
x
, which we identify with ∅.

For every edge f in K, we denote by γ(f) the homotopy class of the path
ei(f)fe

−1
t(f). The elements γ(f) generate π1(K,x).

For every 2-cell in K with the boundary f1f2 . . . fm we write the corresponding
relation γ(f1)γ(f2) . . . γ(fm). These relations together with the trivial relations
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γ(f)−1 = γ(f−1) form a complete set of defining relations for the chosen set of
generators of π1(K,x).
By applying Φ, we get generators and defining relations for StAut(Fn)(Xk). Now
we describe precisely these generators and relations.

Generators. Let f be an edge. Denote σ = φ(ei(f)) and τ = φ(et(f)). By definition
of T we have σ, τ ∈ Mn.

a) Suppose that φ(f) = (A, a) ∈ Wn. By the above remark, the initial
and the terminal vertices of f coincide. In particular σ = τ . It follows that
Φ(γ(f)) = σ · (A, a) · σ−1 = (Aσ−1, aσ−1) is an automorphism from Wn,k.

b) Suppose that φ(f) = ν ∈ Mn. Then Φ(γ(f)) = σντ−1 ∈ Mn,k.
Thus, Mn,k ∪Wn,k is a generator set for StAut(Fn)(Xk).

Relations. Let ∆ be a 2-cell in K with the boundary f1f2 . . . fm. By construction,
φ(f1)φ(f2) . . . φ(fm) is one of the relations (M0) − (M6) (up to rewriting of
kind r = s  rs−1), say (Mi). The corresponding relation for StAut(Fn)(Xk) is
Φ(γ(f1))Φ(γ(f2)) . . .Φ(γ(fm)), which is obviously a word of length m in elements
of Mn,k ∪Wn,k. We claim that it also has the form (Mi).
For instance, consider a 2-cell with boundary f1f2f3f

−1
4 , such that the equation

φ(f1)φ(f2)φ(f3) = φ(f4)

has the form (M6): σ−1 · (A, a) · σ = (Aσ, aσ).
Again by the above remark, f2 and f4 are loops. Denoting τ = φ(ei(f1)), δ =
φ(ei(f2)), we can write the corresponding relation

Φ(γ(f1)) · Φ(γ(f2)) · Φ(γ(f3)) = Φ(γ(f4))

in StAut(Fn)(Xk):

τσ−1δ−1 · (δ(A, a)δ−1) · δστ−1 = τ(Aσ, aσ)τ−1.

This is exactly

τσ−1δ−1 · (Aδ−1, aδ−1) · δστ−1 = (Aστ−1, aστ−1)

and it has the form (M6). The other cases can be considered similarly. ✷

Proposition 5.0.8. Let Xn = {x1, . . . , xn}. For every 1 6 k 6 n, a finite
presentation for StSAut(Fn)(Xk) is given by generators

{Eab | a ∈ {xk+1, . . . , xn}
±, b ∈ X±

n , a 6= b, b−1} (31)

subject to those relations (R1) – (R5) which contain only these generators.
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Proof. We deduce this proposition from Proposition 5.0.7. Using (29) we con-
clude, that StAut(Fn)(Xk) is generated by Mn,k and all Eba with

b ∈ {xk+1, . . . , xn}
±. (32)

Now we can rewrite the relations in Proposition 5.0.7 in terms of these generators.
We should do that exactly as Gersten in his proof of [10, Theorem 1.2]. As a
result, we deduce that StAut(Fn)(Xk) has the presentation as in Theorem 5.0.4
with the only restriction, that all generators of type Eba satisfy Condition (32).
Finally, we apply the Reidemeister-Schreier method to obtain a presentation for
the subgroup StSAut(Fn)(Xk). Arguing as in the proof of [10, Theorem 1.2], we
complete our proof. ✷

6 Appendix B: Subgroup structure of Aut(F (X)).

Problems

6.1 Some important subgroups of Aut(F (X))

An automorphism α of F (X) is called bounded, if there exists a constant C such
that |α(x)| 6 C and |α−1(x)| 6 C for every x ∈ X . The minimal natural
number C with this property will be denoted by ||α||. The group of all bounded
automorphisms of F (X) is denoted by B(X). Clearly, 〈E(X),M(X)〉 6 B(X).
The following proposition shows that the group Aut(F (X)) contains a lot of
nonstandard automorphisms if X is infinite.

Proposition 6.1.1. 1) If X is nonempty and finite, then |Aut(F (X)) : 〈E(X)〉| =
2. Moreover, Aut(F (X)) = 〈E(X), τ〉, where τ is a monomial automorphism
which inverts one chosen letter of X and fixes the others.
2) If X is infinite, then |〈E(X)〉| = |X|, |M(X)| = 2|X|, and |Aut(F (X))| = 2|X|.
Moreover, |Aut(F (X)) : B(X)| = |B(X) : 〈E(X),M(X)〉| = 2|X|.

Proof. 1) This claim is due to Nielsen (see [13]).
2) Let X be infinite. The statement about cardinalities of 〈E(X)〉, M(X), and
Aut(F (X)) is obvious. We prove that |Aut(F (X)) : B(X)| = 2|X|. Consider the
set

A = {S ⊂ X | |X \ S| > |S| = ℵ0}.

We introduce the equivalence relation ∼ on A by the following rule: For S1, S2 ∈
A we write S1 ∼ S2, if the symmetric difference ∆(S1, S2) is finite. Clearly,
|(A/ ∼)| = |A| = 2|X|. For every set S ∈ A we enumerate the elements of S by
natural numbers and define the automorphism αS of F (X) by the rule: x 7→ x
for x ∈ X \S, and xn 7→ x−1

2 (xnx
n−1
1 )x2 for n ∈ N. Then S = {x ∈ X | xαS 6= x}.
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We show that the cosets αS1B(X) and αS2B(X) are different if S1 ≁ S2. Suppose
that αS2 = αS1β for some β ∈ B(X). Then the set

S2 r S1 = {x ∈ S2 | xαS1 = x}

is finite. Indeed, for x from this set we have |xαS2 | = |xβ| 6 ||β||, which can hold
for at most ||β|| elements of S2. Analogously S1 r S2 is finite. Hence, S1 ∼ S2

and we are done.
Now we prove that |B(X) : 〈E(X),M(X)〉| = 2|X|. Choose an element x0 ∈ X
and consider the set B = {S ⊂ X | x0 /∈ S}. We introduce the equivalence
relation ∼ on B by the following rule: For S1, S2 ∈ B we write S1 ∼ S2, if
∆(S1, S2) is finite. Clearly, |B/ ∼ | = |B| = 2|X|. For every set S ∈ B we define
the automorphism βS of F (X) by the rule: x 7→ x for x ∈ X \ S and x 7→ xx0
for x ∈ S.
We show, that the cosets αS1〈E(X),M(X)〉 and αS2〈E(X),M(X)〉 are different
if S1 ≁ S2. Suppose that αS2 = αS1β for some β ∈ 〈E(X),M(X)〉. Then the set

S2 \ S1 = {x ∈ S2 | xαS1 = x}

is finite. Indeed, for x from this set we have 2 = |xαS2 | = |xβ|, which can hold
for only finitely many x ∈ X . Analogously S1 \ S2 is finite. Hence, S1 ∼ S2 and
we are done. ✷

Remark 6.1.2. 1) Given an infinite X , does there exist a countable subset
C ⊂ Aut(F (X)), such that Aut(F (X)) = 〈C,M(X)〉? In [2], Bryant and Evans
proved that Aut(Fω) has uncountable confinality (the confinality of a given group
G being the least cardinality of a chain of proper subgroups whose union is G).
This implies that if such C exists, then C can be chosen to be finite.

2) In [21, Corollary 4.4] Tolstykh proved that the group Aut(Fω) has universally
finite width (recall that G has u.f.w., if for every generating set S of G with
S−1 = S we have that G = Sk for some natural number k).

3) We would like to attract attention to the following conjecture of D. Solitar:
For infinite countable X , the group B(X) is generated by the set of generalized
elementary automorphisms (for definitions see the paper of R. Cohen [4]).

6.2 Normal subgroups of Aut(F (X))

Let G be a countable group. For any subset Y of G we denote by St(Y ) the
subgroup of Aut(G) consisting of all automorphisms which stabilize all elements
of Y . Clearly, if Y is finite, then St(Y ) has countable index in Aut(G). The
group G has the small index property if the converse holds: for every subgroup
H of index less than 2ℵ0 in Aut(G) there exists a finite subset Y of G such that
St(Y ) 6 H .
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The group F (Xω) is known to have the small index property ([2]). Similarly
([19]), if X is a countably infinite set and H is a subgroup of index less than
2ℵ0 in Σ(X), there exists a finite subset Y of X such that H contains the group
{σ ∈ Σ(X) | yσ = y for all y ∈ Y }. Finally ([9]), a corresponding property
holds for subgroups of GL(V ), where V is a vector space of countably infinite
dimension.
For background information about the small index property the reader should
consult the introduction to [12].

Theorem 6.2.1. Every proper normal subgroup of Aut(F (Xω)) has index 2ℵ0.

Proof. Let H be a normal subgroup of index less than 2ℵ0 in Aut(F (Xω)). Since
Aut(F (Xω)) has the small index property, there exists a finite subset Y ⊂ Xω,
such that St(Y ) 6 H . We will show that H = Aut(F (Xω)).
Let α ∈ Aut(F (Xω)). By the density lemma (Lemma 4.5.2), there exists a

finite subset Ỹ ⊂ Xω, containing Y , and there exists an automorphism β ∈
Aut(F (Xω)), such that β ∈ St(XωrỸ ) and α|Y = β|Y . Then αβ−1 ∈ St(Y ) 6 H .
It is sufficient to prove that β ∈ H . Let σ be an automorphism of F (Xω), sending

Y to a subset of Xω r Ỹ . Then σβσ−1 ∈ St(Y ) 6 H and since H is normal, we
have β ∈ H . ✷

By [4] (see also [14]), the natural homomorphism Aut(F (X)) → GL(V ), where
V is the free Z-module of dimension |X|, is an epimorphism. So we have the
following corollary.

Corollary 6.2.2. Let V be a free Z-module of infinite countable dimension. Then
every proper normal subgroup of GL(V ) has index 2ℵ0.

Remark 6.2.3. In [21], Tolstykh proved, with the help of a nice result of Swan,
that the commutator subgroup of GL(V ) coincides with GL(V ); see Theorem 2.5 (ii)
and Proposition 3.1 (i) there.

Is it true that the commutator subgroup of Aut(F (Xω)) coincides with Aut(F (Xω))?
If this is not true, then the commutator subgroup has index 2ℵ0.
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