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Abstract. We explore the relationship between limit spaces of contracting self-similar
groups and self-similar structures. We give the condition on a contracting group such that
its limit space admits a self-similar structure, and also the condition such that this self-
similar structure is p.c.f. We then give the necessary and sufficient condition on a p.c.f.
self-similar structure such that there exists a contracting group whose limit space has an
isomorphic self-similar structure; in this case, we provide a construction that produces such
a contracting group. Finally, we illustrate our results with several examples.

1. Introduction

The theory of self-similar groups developed as a part of geometric group theory in the last
decades. In this theory, many exotic groups (such as groups of intermediate growth, non-
elementary amenable groups, and infinite finitely generated torsion groups) could be easily
described by their actions on a rooted tree [Gri80, Gri84, GS83, BGŠ03]. More recently, a
close relationship between the theory of self-similar groups and fractals has been discovered
and studied [BGN03, Nek05, NT08]. This survey aims to clarify this relationship by closely
examining the correspondence between self-similar groups and self-similar structures on
fractals.

The standard reference on the theory of self-similar groups is [Nek05]. A self-similar
group is an automorphism group acting on the rooted tree in a recursive manner. Every
contracting self-similar group G (see Definition 2.4) induces an asymptotic equivalence
relation on the boundary of the rooted tree (i.e. the space of left-finite words), and the quo-
tient space of the boundary of the rooted tree by this equivalence relation is called the limit
space JG of the self-similar group. G does not act on JG, but rather contains information
about the adjacency of cells of JG and describes its fractal-like properties.

Of these properties, we are most interested in the self-similarity of the limit space; to ex-
amine this, we employ the notion of self-similar structures, which is fundamental in analysis
on fractals. Self-similar structures have been extensively studied in [Kig01]. A self-similar
structure is a finite set of injections from a compact spaceK to itself, such thatK is covered
by the union of the images. By repeatedly applying these injections, each point in K can
then be given some addresses in the code space, which can be identified with the boundary
of a rooted tree; in this way, K can also be viewed as a quotient space of the boundary of
the rooted tree. Many well-known fractals can be given a self-similar structure.

To capture the self-similarity of the limit space of a contracting self-similar group, we
only consider the self-similar structure on the limit space where the two quotient maps men-
tioned above are the same. Such a self-similar structure may not exist (see Example 6.1),
but if it does, then the action of the group can aid the development of analytic properties
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of the limit space (see [NT08]). A natural question arises: Under what conditions on the
self-similar group does this self-similar structure exist? We attempt to give an answer in
Theorem 3.5.

In the second half of the paper, we focus on post-critically finite (p.c.f.) self-similar
structures on limit spaces. A p.c.f. fractal is one where the cells of the fractal only intersect
at finitely many points, and these points have finitely many addresses. This is a broad class
of fractals on which the methods to develop a Laplacian, as well as an analogous Gaussian
process, are known. For more details on p.c.f. self-similar structures and their analytic
properties, see [Kig93, Kig01, Str06]. We investigate the conditions for which the self-
similar structure on a limit space is p.c.f. (see Theorem 4.7). We also attempt to answer the
inverse question: Given a p.c.f. self-similar structure, can we find a contracting self-similar
group whose limit space has an isomorphic self-similar structure? In Section 5, we shall
identify the condition on the self-similar structure (Theorem 5.9) such that the answer is
affirmative, and attempt to directly construct a contracting self-similar group in this case.

In practice, we see that certain fractals, equipped with any self-similar structure, cannot
arise as the limit space of a contracting action. This includes both non-p.c.f. fractals (such as
the diamond fractal) and p.c.f. fractals (such as the Linstrøm snowflake). For some fractals
(including the Sierpiński gasket and the pentakun), a contracting group can be found only
for some (and not all) self-similar structures on the space. Also, we shall exhibit that two
contracting groups that are not isomorphic can have the same limit space with the same
self-similar structure in Example 6.4.

This paper is organized as follows. We begin with a brief review of the basic definitions
of self-similar groups and limit spaces in Section 2. Section 3 makes precise the notion of
the self-similar structure on a limit space, and gives the condition on the contracting group
that ensures the existence of this induced self-similar structure. Building on the work in
[BN03, NT08], we discuss p.c.f. self-similar structures on limit spaces in Section 4, and in
particular give the condition for the self-similar structure on a limit space to be p.c.f. In
Section 5, we address the inverse problem: We detail a construction that, given a p.c.f. self-
similar structure with a certain necessary condition, produces a contracting self-similar
group whose limit space has an isomorphic self-similar structure. Finally, Section 6 is a
compilation of examples illustrating the findings of this paper.

Acknowledgements. The authors wish to thank Alexander Teplyaev for his guidance on the
direction of research, and Robert Strichartz and Volodymyr Nekrashevych for their advice
and observations, which were very helpful in writing this paper.

2. Preliminaries

We begin by reviewing the basic definitions in the theory of self-similar groups. For
more details, see [BGN03, Nek05, NT08].

Let X be a finite set, called the alphabet. We denote by Xn all finite words w =
xn . . . x2x1 of length n over X, where xi ∈ X. The length of the word w is denoted by
|w|. The set of all finite words, including the empty word∅, is denoted by X∗ =

⋃∞
n=0 X

n.
The set X∗ has a natural structure of a rooted tree with the root ∅, where a word w ∈ X∗ is
connected by an edge to each of the words of the form xw, where x ∈ X.

Consider the set X−ω = {. . . x2x1 : xi ∈ X} of all left-infinite words. There is a natural
topology on the disjoint union X∗ t X−ω given by the basis consisting of open sets of the
form X∗w t X−ωw, where X∗w and X−ωw denote the sets of words ending by the finite
word w. In this topology, X−ω is homeomorphic to the countable product of the discrete
set X, and therefore to the Cantor set.
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For allw ∈ X∗, we identifyw with the map w̃ : X−ω → X−ω , defined by w̃(. . . x2x1) =
. . . x2x1w. We also define the shift map σ : X−ω → X−ω by σ(. . . x2x1) = . . . x3x2.

An automorphism of the rooted tree X∗ is a permutation of X∗ that fixes∅ and preserves
adjacency of the vertices. The group of all automorphisms of X∗ is denoted byAutX∗. We
shall denote the identity automorphism by 1. Every automorphism g ∈ AutX∗ preserves
the levels, so that |g(w)| = |w| for every w ∈ X∗.

Let g ∈ AutX∗. If we identify the first level X1 of the rooted tree with X, then the
restriction of g to X1 is a permutation of X, which will be called the root permutation of g
and denoted σg . For every x ∈ X, if we identify both the subtrees gX∗ and σg(x)X∗, then
the restriction of g to xX∗ is another automorphism of X∗, called the restriction of g at x
and denoted g|x. Then we can write g(xw) = σg(x)g|x(w) for all x ∈ X and w ∈ X∗.

More generally, for each v ∈ X∗ we identify the subtrees vX∗ and g(v)X∗ and write
g(vw) = g(v)g|v(w). (We define g|∅ = g.) Then we have the basic identities

g|v1v2 = g|v1 |v2 ,

(g1g2)|v = g1|g2(v)g2|v .
This gives us

g1g2(xw) = g1g2(x)g1|g2(x)g2|x(w).
We shall also use the “wreath recursion” notation to express this. If X = {0, . . . , k − 1},
then

g = σg(g|0, g|1, . . . , g|k−1),
g1g2 = σg1σg2(g1|σg2

(0)g2|0, . . . , g1|σg2
(k−1)g2|k−1).

Definition 2.1. A faithful action of a groupG on the rooted treeX∗ is said to be self-similar,
or state-closed, if for every g ∈ G and every x ∈ X there exist h ∈ G and y ∈ X such that
g(xw) = yh(w) for every w ∈ X∗.

We will denote such an action as (G,X). If g(xw) = yh(w), then obviously y = g(x)
and h = g|x. We will also write g · x = y · h. Given a faithful action of G on X∗,
there is a natural isomorphism between G and a subgroup of AutX∗, with which it will be
identified. Thus, we will also use the terms self-similar subgroup ofAutX∗ and self-similar
automorphism group to describe a self-similar action.

A set S ⊂ AutX∗ of automorphisms is said to be state-closed if the restriction of every
g ∈ S to every x ∈ X is also in S. If every element of S has finite order, then the group
G = 〈S〉 is self-similar.

The notion of a self-similar action is closely related to that of an automaton [ECH+92,
Wol02].

Definition 2.2. An automaton A over the alphabet X is a set of internal states, also denoted
A, together with a map τ : A× X→ X× A.

An automaton is finite if and only if its set of internal states is finite. If τ(q, x) = (y, p),
we will also write formally q · x = y · p. For every state q ∈ A, we can define the action of
the state q on all finite wordsw = xn . . . x2x1, by processing the letters one by one: it reads
the first letter x of w, outputs the letter p = q(x), goes to the state y = q|x and goes on to
read the next letter. At the end it will give as output some word q(w) where |q(w)| = |w|,
and stop at some state of A.

An automaton A is often represented by its Moore diagram, which is a directed graph
with the set of vertices A, in which for every x ∈ X and every q ∈ A, there is an arrow
from q to q|x labeled (x, q(x)). Then for q ∈ A and w = xn . . . x2x1 ∈ X∗, the image
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Figure 2.1. Nucleus of the binary adding machine

q(w) under the action of the state q can be found by finding a path in the Moore diagram
which starts at q with consecutive labels of the form (x1, y1), (x2, y2), . . . , (xn, yn); then
q(w) = yn . . . y2y1.

The relationship between self-similar actions and automatons is illustrated below.

Definition 2.3. Let (G,X) be a self-similar action. An automaton A is said to be the com-
plete automaton of G if its set of internal states is G and the action of the states coincides
with the action of G.

It is routine to prove that there is a one-to-one correspondence between the self-similar
actions and their complete automatons. Henceforth, we will identify a self-similar action
with its complete automaton, and denote a state of the automaton by its corresponding group
element g.

Definition 2.4. A self-similar action is said to be contracting if there exists a finite set
N ⊂ G such that for every g ∈ G, there exists k ∈ N such that g|w ∈ N whenever
|w| ≥ k. The smallest such N is called the nucleus of G.

Figure 2.1 shows the Moore diagram of the nucleus of the binary adding machine, one
of the simplest contracting self-similar groups. For more on this group, see Example 6.1.

Contracting self-similar actions have an associated topological space, which we describe
below.

Definition 2.5. Let (G,X) be a contracting action. Two left-infinite words . . . x2x1, . . . y2y1 ∈
X−ω are said to be asymptotically equivalent if there exists a sequence {gk}k≥1 of group
elements, taking only finitely many values, such that g(xk . . . x2x1) = yk . . . y2y1 for every
k ≥ 1. The quotient space of X−ω by the asymptotic equivalence relation is called the limit
space of the action and is denoted JG; we denote the quotient map by p : X−ω → JG.

We shall use the following more useful characterization of asymptotic equivalence.

Theorem 2.6 ([Nek05] Theorem 3.6.3). Let (G,X) be a contracting action. Two left-
infinite words . . . x2x1, . . . y2y1 ∈ X−ω are asymptotically equivalent if and only if there
exists a left-infinite path . . . e2e1 in the Moore diagram of the nucleus such that the edge en
is labeled by (xn, yn).

The topological space JG is compact, metrizable and has topological dimension less
than the size of the nucleus.

Figure 2.2 shows the Moore diagram of the nucleus of the 3-peg Hanoi Towers Group,
which is a well-known contracting self-similar group. Its limit space has been shown in
[GŠ06, GŠ08] to be the Sierpiński gasket. For more about this group, see Example 6.2

We nowmention a property of the quotient map p, and the definition of the induced shift
map s.
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Figure 2.2. Nucleus of the 3-peg Hanoi Towers Group

Proposition 2.7. Let JG be the limit space of a contracting action (G,X) with the quotient
map p : X−ω → JG. Then p(. . . x2x1) = p(. . . y2y1) implies that p(. . . xn+1xn) =
p(. . . yn+1yn) for all n ∈ Z+. In particular, the induced shift map s : JG → JG defined
by s ◦ p = p ◦ σ is well-defined.

Proof. Since p(. . . x2x1) = p(. . . y2y1), the left-infinite words . . . x2x1 and . . . y2y1 are
asymptotically equivalent. Thus, there exists a left-infinite path . . . e2e1 in the nucleus
where the label of the edge ek is (xk, yk). Then the left-infinite path . . . en+1en gives
the asymptotic equivalence between . . . xn+1xn and . . . yn+1yn, and so p(. . . xn+1xn) =
p(. . . yn+1yn). �

Finally, we introduce the notion of a tile.

Definition 2.8. Let JG be the limit space of a contracting action. For each w ∈ X∗ such
that |w| = n, the nth level tile Tw is defined as the image p(X−ωw) in JG.

3. Self-similar structures on limit spaces

An important aspect of a fractal is its self-similarity. Tomake the adjective “self-similar”
precise, we adopt the following definition:

Definition 3.1. LetK be a compact metrizable topological space, and let Fi : K → K be
a continuous injection for each i ∈ X, then the system L = (K,X, {Fi}i∈X) is said to be a
self-similar structure on K if there exists a continuous surjection π : X−ω → K such that
the relation Fi ◦ π = π ◦ i holds, where i(w) = wi for all i ∈ X. In this case, for each
w = xn . . . x2x1 ∈ X∗, we define Fw by Fw = Fx1

Fx2
◦ . . . ◦ Fwn

, and the nth level cell
Kw to beKw = Fw(K).

Many well-known fractals, such as the Sierpiński gasket and the pentakun (see Fig-
ure 3.1, has self-similar structures. For more details on these structures, see Examples 6.2
and 6.5.

It is shown in [Kig01] (Proposition 1.3.3) that if L = (K,X, {Fi}i∈X) is a self-similar
structure on K, then π is unique. Therefore, given a self-similar structure on K, we can
discuss its surjection π.
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Figure 3.1. Sierpński gasket and pentakun

We are interested in the self-similar structures on the limit space of a contracting action.

Condition 3.2. A continuous surjection π : X−ω → K is said to satisfy this condition if
π(. . . x2x1) = π(. . . y2y1) implies that π(. . . x2x1i) = π(. . . y2y1i) for each i ∈ X, and
consequently π(. . . x2x1w) = π(. . . y2y1w) for each w ∈ X∗.

Proposition 3.3. Let JG be the limit space of a contracting action (G,X). There exists a
self-similar structure L = (JG,X, {Fi}i∈X) on JG, such that the associated continuous
surjection π is the quotient map p : X−ω → JG, if and only if the quotient map p satisfies
Condition 3.2.

Proof. Suppose first that p satisfies Condition 3.2; then p(. . . x2x1) = p(. . . y2y1) implies
that p(. . . x2x1i) = p(. . . y2y1i) for each i ∈ X. As a consequence, if we define Fi by
Fi ◦ p = p ◦ i, we see that Fi is well-defined and continuous. Moreover, Fi is injective for
each i. Indeed, if Fi(p(. . . x2x1)) = Fi(p(. . . y2y1)), then p(. . . x2x1i) = p(. . . y2y1i),
and so by Proposition 2.7, p(. . . x2x1) = p(. . . y2y1). Therefore, L = (JG,X, {Fi}i∈X) is
a self-similar structure on JG with p being the associated continuous surjection.

Conversely, suppose that there exists a self-similar structure L = (JG,X, {Fi}i∈X)
on JG, such that the associated continuous surjection is p. Suppose that p(. . . x2x1) =
p(. . . y2y1). Since Fw is well-defined for every w ∈ X∗, we see that

p(. . . x2x1w) = Fw(p(. . . x2x1)) = Fw(p(. . . y2y1)) = p(. . . y2y1w),

and so Condition 3.2 is satisfied. �

Hereafter, if we say that a limit space JG has a self-similar structure, we mean that
there is a self-similar structure on JG such that the associated continuous surjection π is
p. In particular, we shall refer to the self-similar structure defined in the proof above as the
self-similar structure on the limit space JG.

We now wish to investigate which contracting actions have a limit space with a self-
similar. We shall see that they are exactly those contracting actions satisfying the following
condition.

Condition 3.4. A contracting action (G,X) is said to satisfy this condition if for every left-
infinite path e = . . . e2e1 in the nucleus ending at a non-trivial state and for every w ∈ X∗,
there exists a left-infinite path f = . . . f2f1 in the nucleus ending at a state g, such that the
label of the edge fn is the same as the label of en, and g(w) = w.
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Theorem 3.5. The limit spaceJG of a contracting action (G,X) has a self-similar structure
if and only if (G,X) satisfies Condition 3.4.

Proof. We are to show that (G,X) satisfies Condition 3.4 if and only if the quotient map
p : X−ω → JG satisfies Condition 3.2; then we can apply Proposition 3.3 to arrive at the
desired conclusion.

Suppose first that (G,X) satisfies Condition 3.4. Let p(. . . x2x1) = p(. . . y2y1), then
. . . x2x1 is asymptotically equivalent to . . . y2y1. Therefore, there exists a left-infinite path
. . . e2e1 within the nucleus passing through the states . . . g2g1g0, where the label of the
edge en is (xn, yn).

If g0 = 1, then it is evident that . . . x2x1w is asymptotically equivalent to . . . y2y1w for
all w ∈ X∗, and so p(. . . x2x1w) = p(. . . y2y1w).

If g0 6= 1, then by Condition 3.4, for each w ∈ X∗, there exist a state h ∈ N and a
left-infinite path . . . f2f1 within the nucleus ending at h, such that the label of fn is also
(xn, yn), and that h(w) = w. Then . . . x2x1w is asymptotically equivalent to . . . y2y1w,
and so p(. . . x2x1w) = p(. . . y2y1w). Therefore, p satisfies Condition 3.2.

Conversely, suppose that p satisfies Condition 3.2. Let e = . . . e2e1 be a left-infinite
path in the nucleus ending at a non-trivial state, where the label of the edge en is (xn, yn).
Then p(. . . x2x1) = p(. . . y2y1). By Condition 3.2, p(. . . x2x1w) = p(. . . y2y1w) for
every w ∈ X∗. Thus, there exists a left-infinite path f = . . . f2f1 in the nucleus ending at
the state g, such that the label of the edge fn is also (xn, yn), and g(w) = g. �

Henceforth, whenever we discuss a limit space with a self-similar structure, we shall use
π to denote both the surjection and the quotient map.

For a limit space with a self-similar structure, the notion of a cell and a tile coincides.

Proposition 3.6. Let L = (JG,X, {Fi}i∈X) be the self-similar structure on the limit space
JG of a contracting action (G,X) satisfying Condition 3.4. Then for each w ∈ X∗, the nth
level tile Tw and the nth level cell Fw(JG) are the same set.

We end this section by proving a strengthened version of Proposition 4.4 of [NT08].

Proposition 3.7. Let L = (JG,X, {Fi}i∈X) be the self-similar structure on the limit space
JG of a contracting action (G,X) satisfying Condition 3.4. Then the restriction of the
induced shift map s : JG → JG onto the tile Twi = Fwi(JG) is equivalent to F−1i :
Twi → Tw for every w ∈ X∗ and i ∈ X.

Therefore, the restriction of the induced shift map s onto the tile Twi is a homeomorphism
s : Twi → Tw for every w ∈ X∗ and i ∈ X. In particular, the tiles are homeomorphic to
the limit space JG.

Proof. It is evident that the restriction of s : JG → JG onto the tile Twi is the map
s : Twi → Tw. Consider now the restriction ofFi onto Tw, which is themapFi : Tw → Twi.
On the set X−ωwi of left-infinite words that end inwi, we have that Fi ◦s◦π = Fi ◦π◦σ =
π ◦ i ◦ σ = π, and so we see that s and Fi are inverses of each other.

The map Fi is continuous by definition. Since s is bijective and continuous, and its
inverse is also continuous, we obtain that s : Twi → Tw is a homeomorphism. �

4. The limit space of a p.c.f. action

We now turn to a class of self-similar structures that is important in analysis on fractals,
namely post-critically finite (or p.c.f.) structures. The criterion for the limit space of a
contracting action to be finitely ramified has been shown in [BN03], and the main result in
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this section (Theorem 4.7) is to apply this result to the case of limit spaces with a self-similar
structure. We first follow [BN03] and adopt the following definition:

Definition 4.1 ([BN03] Definition 5.1). A contracting action is said to be post-critically
finite, or p.c.f. for short, if there exists only a finite number of left-infinite paths in theMoore
diagram of its nucleus which end at a non-trivial state.

We then follow [Kig93, Kig01] and make the following definitions:

Definition 4.2 ([Kig93]Definition 1.5, [Kig01]Definition 1.3.4). LetL = (K,X, {Fi}i∈X)
be a self-similar structure on K. The critical set C of L is defined by C(L) =
π−1(

⋃
i,j∈X,i6=j(Ki∩Kj)), and the post-critical set P is defined byP(L) =

⋃
n≥1 σ

n(C),
where σ is the shift operator on X−ω .

Definition 4.3 ([Kig93] Definition 1.12, [Kig01] Definition 1.3.13). A self-similar struc-
ture is said to be post-critically finite, or p.c.f. for short, if its post critical set P is finite.

To prove our main result of this section, we use a lemma from [BN03]. We need the
notion of a finitely ramified set to understand the lemma.

Definition 4.4. The limit space of a contracting action is said to be finitely ramified in the
group-theoretical sense, or simply finitely ramified, if the intersection of every two distinct
tiles of the same level is finite.

A self-similar structure is said to be finitely ramified in the fractal sense, or simply finitely
ramified, if the intersection of every two distinct cells of the same level is finite.

It is a standard result that a p.c.f. self-similar structure is finitely ramified. A finitely ram-
ified limit space (in the group-theoretical sense) is what [BN03] calls a p.c.f. limit space.
As we shall see later, it is true that the self-similar structure of a limit space is p.c.f. if and
only if the limit space is finitely ramified; however, to avoid confusion with the notion of a
p.c.f. fractal (in the [Kig93, Kig01] sense), we shall not use the terminology introduced by
[BN03].

By Proposition 3.6, the self-similar structure L = (JG,X, {Fi}i∈X) of the limit space
of a contracting action is finitely ramified (in the fractal sense) if and only if JG is finitely
ramified (in the group-theoretical sense).

We now quote the lemma from [BN03].

Lemma 4.5 ([BN03] Corollary 4.2). The limit space JG of a contracting action (G,X) is
finitely ramified if and only if (G,X) is p.c.f.

Our result justifies the use of the terminology “p.c.f.” in the “p.c.f. action” in Lemma 4.5.
Before we state our main result, we first prove a useful proposition, the proof of which is
used in [BN03] Corollary 4.2.

Proposition 4.6. Let JG be the limit space of a contracting action (G,X). Then for every
point a ∈ JG, the set p−1(a) is finite.

Proof. We prove that each asymptotic equivalence class of a contracting action has at most
|N | elements, and so the quotient map p cannot map infinitely many elements to a point in
K.

Given a sequence . . . x2x1 ∈ X−ω , we denote by E the set of all left-infinite paths
. . . e2e1 passing through the states . . . g2g1g0 within the nucleus, where the label of the
edge en is (xn, yn) for some yn ∈ X. We know that since gn−1 = gn|xn

, the state gn−1
in the path is uniquely determined by gn and xn. This shows that given two distinct paths
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e = . . . e2e1 and f = . . . f2f1 in E, if ek = fk for some k, then en = fn for all n ≤ k.
Consequently, there exists a positive integer Nef such that en 6= fn for all n ≥ Nef .

Suppose there exist more than |N | distinct left-infinite paths in E; then we can choose
a set F of |N | + 1 distinct paths in E. Let N = maxe,f∈F Nef , then for every pair of
e, f ∈ F , en 6= fn for all n ≥ N . This is a contradiction since it implies that there are
more than |N | states in the nucleus. �

Theorem 4.7. The self-similar structure L = (JG,X, {Fi}i∈X) on the limit space JG of
a contracting action (G,X) is p.c.f. if and only if (G,X) is p.c.f.
Proof. Suppose first that L is p.c.f. Then L is finitely ramified, and so JG is finitely rami-
fied. Therefore, by Lemma 4.5, (G,X) is p.c.f.

Conversely, suppose that L is not p.c.f. We can assume that L is finitely ramified, for
otherwise JG is not finitely ramified, and we can apply Lemma 4.5 to obtain that (G,X) is
not p.c.f. In particular, since the image π(C) of the critical set is the intersection of cells of
the first level, we see that π(C) is finite.

Moreover, if the critical set C is infinite, then there exists at least one point a ∈ π(C)
such that the set π−1(a) is infinite. This is impossible, since by Proposition 4.6, JG cannot
be a limit space. Therefore, C is finite.

Now since P is infinite, there exists at least one element x ∈ C such that the shift map
σ generates infinitely many distinct elements of X−ω when repeatedly applied to x. Since
x ∈ C, there exists some y ∈ C such that x1 6= y1 and x and y are asymptotically equivalent;
thus there exists a left-infinite path . . . e2e1 passing through the states . . . g2g1g0 within the
nucleus, where the label of the edge en is (xn, yn) and gn is non-trivial for all n ≥ 1.

We now show that if i 6= j, then the left-infinite paths . . . ei+1ei and . . . ej+1ej , ending
at the states gi−1 and gj−1 respectively, are two distinct paths. Without loss of generality,
we can assume i > j; if the two paths are identical, then we have that em+(i−j) = em
for all m ≥ j. This would imply that xm+(i−j) = xm for all m ≥ j, and consequently
σm+(i−j)(x) = σm(x) for allm ≥ j−1. But this means that the shift map σ only generates
at most (including x itself) (j−1)+(i−j) = i−1 distinct elements of X−ω , contradicting
the definition of x. Therefore the two paths are distinct.

Also, since for n ≥ 1 each gn is a non-trivial state in the nucleus, which is finite because
the action is contracting, it follows that there exists an infinite sequence {nk} such that
gnk

= g for some non-trivial state g in the nucleus and for all k. If we now consider the
left-infinite paths . . . enk+2enk+1, we see that these paths are pairwise distinct and all end
at the state g, and so there exist infinitely many left-infinite paths in the Moore diagram of
the nucleus which end at a non-trivial state. �

Corollary 4.8. The self-similar structure L = (JG,X, {Fi}i∈X) on the limit space JG of
a contracting action (G,X) is p.c.f. if and only if it is finitely ramified. In other words, a
self-similar structure that is finitely ramified but not p.c.f. cannot be a self-similar structure
on the limit space of a contracting action.

We already know a certain class of fractals that are finitely ramified but not p.c.f. that
cannot arise as the limit space of any contracting action. In particular, being finitely ram-
ified implies that the image π(C) of the critical set is finite, while not being p.c.f. implies
that the post-critical set P is infinite. If this is the case, Proposition 4.6 implies that fractals
with either infinite C or finite π(P) cannot be the result of a limit space. A simple example
of such a fractal is the diamond fractal, which has been discussed in [BCD+08, HK10].

However, we now have a new class of fractals that are not limit spaces of contracting
actions, namely those self-similar sets that are finitely ramified and satisfy that
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(1) C is finite but π(C) is infinite; and
(2) P is infinite but π(P) is finite.

An example of such fractals is the Kameyama fractal, introduced in [Kam00] in a different
setting and discussed in [Hve05].

Combining these results with those in the last section, we also have the following result.

Corollary 4.9. The limit space JG of a contracting action (G,X) has a p.c.f. self-similar
structure if and only if (G,X) satisfies Condition 3.4 and is p.c.f.

Finally, we look at the related notion of a strictly p.c.f. group, which is defined and
discussed in [NT08]. Its definition requires the notion of bounded automata, which is first
introduced in [Sid00]. We show that the limit space of a finitely generated strictly p.c.f.
group indeed has a p.c.f.self-similar structure.

Definition 4.10. An automorphism g ∈ AutX∗ is said to be bounded if theMoore diagram
of the set {g|w : w ∈ X∗} is finite and its oriented cycles consisting of non-trivial elements
are disjoint and not connected by directed paths.

Definition 4.11 ([NT08] Definition 4.2). A self-similar group (G,X) is said to be strictly
p.c.f. if and only if it is a subgroup of the group B(X) of bounded automorphisms and every
element of the nucleus of G changes at most one letter in every word w ∈ X∗.

The fact that the set B(X) of bounded automorphisms is indeed a group follows from
the following theorem in [BN03, Nek05], which also shows the relationship between B(X)
and p.c.f. groups.

Theorem 4.12 ([BN03] Theorem 5.3, [Nek05] Corollary 3.9.8). The setB(X) of all bounded
automorphisms of the tree X∗ is a group.

A finitely generated self-similar automorphism group G of the tree X∗ is a p.c.f. group
if and only if it is a subgroup of B(X). In particular, every finitely generated self-similar
subgroup of B(X) is contracting.

Corollary 4.13. The self-similar structure on the limit space JG of a finitely generated
strictly p.c.f. group (G,X) is p.c.f.

Proof. If (G,X) is strictly p.c.f., then it is a subgroup of B(X). By Theorem 4.12, it is
p.c.f. Therefore, by Corollary 4.9, we need only to show that if (G,X) is strictly p.c.f.,
then it satisfies Condition 3.4. This follows from the assumption that every element of the
nucleus ofG changes at most one letter in every wordw ∈ X∗. Indeed, for every g ∈ N and
w ∈ X∗ such that g(w) 6= w, it follows that g|w(v) = v for all v ∈ X∗, or in other words
g|w = 1. This implies that if . . . e2e1 is any left-infinite path passing through the states
. . . g2g1g0 such that the label of some en is (xn, yn), where xn 6= yn, then g0 = 1. (In fact,
we always have that n = 1.) Consequently, there are no left-infinite paths with non-trivial
labels that do not end at the trivial state, and so Condition 3.4 is trivially satisfied. �

For an example of a p.c.f. action that satisfies Condition 3.4 but is not strictly p.c.f., see
Example 6.3.

5. From a p.c.f. self-similar structure

In this section, we shall be concerned with the construction of a contracting action whose
limit space has a given p.c.f. self-similar structure. More precisely, we shall construct a
contracting action whose limit space has a self-similar structure that is isomorphic to a
given p.c.f. self-similar structure in the following sense:
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Definition 5.1 ([Kig01] Definition 1.3.2). Let Lj = (Kj ,Xj , {F (j)
i }i∈Xj

) be self-similar
structures for j = 1, 2, and let πj : X−ωj → Kj be the associated continuous surjections.
The self-similar structures L1 and L2 are said to be isomorphic if there exists a bijective
map ρ : X1 → X2 such that π2 ◦ ιρ ◦ π−11 is a well-defined homeomorphism between K1

and K2, where ιρ : X−ω1 → X−ω2 is the natural bijective map defined by ι(. . . x2x1) =
. . . ρ(x2)ρ(x1).

Notice that given a set with a self-similar structure in general, it is possible that it is
not the limit space of any contracting action. In particular, Proposition 2.7 implies that for
any construction to have a hope of success, the surjection π of the self-similar structure
must be such that if π(. . . x2x1) = π(. . . y2y1), then π(. . . xn+1xn) = π(. . . yn+1yn). An
equivalent requirement is that the induced shift map s : JG → JG defined by s◦π = π◦σ is
well-defined. For example, the usual self-similar structure on the Sierpiński gasket does not
satisfy this requirement, although another self-similar structure on it does; see Example 6.2
for a more detailed description.

At the same time, a property of self-similar structures will also be useful. A close inspec-
tion of the proof of Proposition 3.3 reveals that for any self-similar structure, the surjection
π must satisfy Condition 3.2. This leads us to the following lemma.

Lemma 5.2. Let L = (K,X, {Fi}i∈X) be a self-similar structure on the limit space of
a contracting action (G,X). Then the associated surjection π : X−ω → K satisfies the
following conditions:

(1) π(. . . x2x1) = π(. . . y2y1) implies that π(. . . xn+1xn) = π(. . . yn+1yn), for all
n ∈ Z+; and

(2) π(. . . x2x1) = π(. . . y2y1) implies that π(. . . x2x1w) = π(. . . y2y1w), for all
w ∈ X∗.

In this section, we restrict ourselves to considering only self-similar structures that are
isomorphic to self-similar structures on limit spaces. In particular, for the rest of this sec-
tion, we shall take for granted the existence of the shift map s, and that the associated
surjection π satisfies the conditions in Lemma 5.2.

Given a p.c.f. self-similar structure L = (K,X, {Fi}i∈X), the surjection π defines an
equivalence relation on X−ω . We now describe a scheme to systematically write down the
equivalence classes induced by π.

Suppose π(. . . x2x1) = π(. . . y2y1), and xk = yk for all k < N and xN 6= yN . By
Condition (1) above, we have that π(. . . xN+1xN ) = π(. . . yN+1yN ). Then by Condi-
tion (2), π(. . . xN+1xNw) = π(. . . yN+1yNw) for all w ∈ X∗, which accounts for the fact
that π(. . . x2x1) = π(. . . y2y1). The equivalence relation can be completely characterized
by equations of the form

π(. . . x2x1w) = π(. . . y2y1w),

where x1 6= y1. Moreover, the equation above implies that . . . x2x1, . . . y2y1 ∈ C. Since
L is p.c.f., C must be finite. Consequently, the equivalence relation can be characterized by
finitely many such equations.

The fact that L is p.c.f. also implies that elements in C have a recurring tail. If we denote
z = . . . zzz where z = zk . . . z2z1 ∈ X∗, then the equivalence relation can be characterized
by finitely many equations of the form

π(zxn . . . x2x1w) = π(z′ym . . . y2y1w).
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We shall now show thatm = n in the equation above. Otherwise, without loss of generality,
we can letm > n. Then by Condition (1), π(z) = π(z′ym . . . yn+1). Then

π(z′ym . . . yn+1) = π(z) = π(zz) = π(z′ym . . . yn+1z),

by Condition (2); likewise,

π(z′ym . . . yn+1) = π(z′ym . . . yn+1z) = π(z′ym . . . yn+1zz) = . . . ,

which would imply that C is infinite, again a contradiction to the fact that L is p.c.f. A
similar argument shows that we must have z = z′. Therefore, the equivalence relation can
be characterized by finitely many equations of the form

π(zxn . . . x2x1w) = π(zyn . . . y2y1w).

Another similar argument shows that zk 6= xn and zk 6= yn. We shall assume that z is the
shortest recurring word, so that it is impossible to write z = vn for any n > 1 and v ∈ X∗.

Next, we show that if π(zxn . . . x2x1w) = π(zyn . . . y2y1w), then π(zξn . . . ξ2ξ1w) =
π(zxn . . . x2x1w) whenever ξj ∈ {xj , yj} for all j. We shall show this by induction on n.
The base case n = 1 is trivial. Suppose this is true for n = m, then by Condition (2),

π(zξm+1 . . . ξ2x1w) = π(zxm+1 . . . x2x1w)

= π(zym+1 . . . y2y1w)

= π(zξm+1 . . . ξ2y1w),

and therefore it is true for n = m+1. As a consequence, we have that π(zξn . . . ξ2ξ1w) =
π(zζn . . . ζ2ζ1w) whenever ξj , ζj ∈ {xj , yj} for all j. At this point, having classified the
equivalence classes induced by the associated surjection π of a p.c.f. self-similar structure,
we can finally write the equivalence classes in the form

{zζn . . . ζ2ζ1w | z, w ∈ X∗, ζj ∈ Sj}

for fixed w, z ∈ X∗, and some collection of sets Sj ⊂ X. We introduce the shorthand

zSn . . . S2S1w,

to represent the equivalence class above.
Up to left shifts, all the equivalence classes are determined by those of the form zSn . . . S1,

where S1 contains more than one element. Notice that if α is in the image π(C) of the crit-
ical set, then π−1(α) = zSn . . . S1, for some z ∈ X∗ and S1 with more than one element,
since α is in the union of the intersections of the first level cells of the spaceK; conversely,
the image of every equivalence class of the form zSn . . . S1 under π is a single point in
π(C). Therefore, the equivalence classes can be labeled by the finitely many elements of
π(C).

Every equivalence class of the form zSn . . . S2S1 has to satisfy three properties. First,
by what we discussed above, we see that if z = zk . . . z2z1, then zk /∈ Sn. Second, if
zSn . . . S2S1 is in the list, then by Condition (1), we must have that zSn . . . Sm+1Sm is
also in the list for allm ≤ n. The third property is the proposition below:

Proposition 5.3. Let α and β be distinct elements of π(C) of a p.c.f. self-similar structure,
such that π−1(α) and π−1(β) have the same recurring tail z. Let π−1(α) = zSn . . . S2S1

and π−1(β) = zTm . . . T2T1. If Sn−k = Tm−k for all 0 ≤ k < N , then either Sn−N =
Tm−N or Sn−N ∩ Tm−N = ∅.
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gn

gn+1

gn+k−1

gn−1 · · · g1 1
··· (i, σS1

(i))(i, σS2
(i))(i, σSn

(i))

(zk, zk)

(z1, z1)(z2, z2)

(zk−1, zk−1)

Figure 5.1. The generators corresponding to α = π(zSn . . . S2S1)

Proof. Suppose Sn−N ∩ Tm−N 6= ∅, and let x ∈ Sn−N ∩ Tm−N . Then for all sn−N ∈
Sn−N and tm−N ∈ Tm−N , we have

π(zξn . . . ξn−N+1sn−Nξn−N−1 . . . ξ2ξ1) = π(zξn . . . ξn−N+1xξn−N−1 . . . ξ2ξ1)

= π(zξn . . . ξn−N+1tm−Nξn−N−1 . . . ξ2ξ1),

whenever ξj ∈ Sj . Therefore, we see that Tm−N ⊂ Sn−M . Similarly, we obtain that
Sn−N ⊂ Tm−N , and so Sn−N = Tm−N . �

We can now construct the desired contracting group. For each α ∈ π(C), we can write
π−1(α) = zSn . . . S2S1, where z = zk . . . z2z1. If Sj = {s(j)1 , s

(j)
2 , . . . , s

(j)
m } with s(j)i <

s
(j)
i+1, we define σSj

to be the permutation (s
(j)
1 s

(j)
2 . . . s

(j)
m ). We define n + k − 1 group

elements as follows:
We define gα,1 by the wreath recursion σS1

(1, . . . , 1). For 2 ≤ j ≤ n − 1, we define
gα,j to be the element whose action on x ∈ X is given by

gα,j · x =

{
σSj

(x) · gα,j−1 if x ∈ Sj ,
x · 1 if x /∈ Sj ,

so that we have the wreath recursion gα,j = σSj
(1, . . . , gα,j−1, . . . , gα,j−1, . . . , 1).

For j = n, we define gα,n by

gα,n · x =


σSn

(x) · gα,n−1 if x ∈ Sn,
x · gα,n+k−1 if x = zk,
x · 1 otherwise,

so that we have thewreath recursion gα,n = σSn(1, . . . , gα,n−1, . . . , gα,n−1, . . . , gα,n+k−1, . . . , 1).
Finally, for n+ 1 ≤ j ≤ n+ k − 1, we define gα,j by

gα,j · x =

{
x · gα,j−1 if x = zj−n,
x · 1 if x 6= zj−n,

so that we have the wreath recursion gα,j = (1, . . . , gα,j−1, . . . , 1).
We call gα,1, . . . , gα,n−1 Type I generators and gα,n . . . , gα,n+k−1 Type II generators.
The Moore diagram of these generators, which correspond to a single α ∈ π(C), is

shown in Figure 5.1, in which the subscript α has been suppressed. The label (i, σSj
(i))

for the arrows out of gn and the Type II generators applies to all i ∈ Sj and only those
letters. For each generator, we have suppressed the arrows into the identity element, whose
labels are (i, i) for each i that has not been shown in the diagram.
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The desired group GL is the group generated by all the elements defined above for all
α ∈ π(C).

Proposition 5.4. Let L = (K,X, {Fi}i∈X) be a p.c.f. self-similar structure. The group
GL that is constructed by the method above is a subgroup of B(X). In particular, GL is
contracting and p.c.f.

Proof. It can easily be seen from the Moore diagram above that all the generators of GL
are bounded automorphisms. Since GL is finitely generated, it follows from Theorem 4.12
that GL is p.c.f. �

For concrete examples illustrating our construction above, see Section 6, and in partic-
ular Examples 6.4, 6.5 and 6.6.

We claim that the self-similar structure L′ = (JGL ,X, {F ′i}i∈X) on the limit space of
GL is isomorphic to L (Theorem 5.8). We begin the proof with a lemma, where we show
that the associated continuous surjection of a self-similar structure is in fact a quotient map.

Lemma 5.5. Let L = (K,X, {Fi}i∈X) be a self-similar structure. The associated contin-
uous surjection π : X−ω → K of L is a quotient map.

Proof. We shall show that π is a closed map. Since X−ω is compact, every closed subset C
is compact. Then π(C) is a compact subset ofK, which is metrizable and thus Hausdorff,
implying that π(C) is closed. �

Lemma 5.6. LetGL be the contracting group constructed by the method above. If h ∈ GL
can be written as a product gm . . . g2g1 of generators of minimal length, and if h|v = h for
some non-empty word v = vn . . . v2v1 ∈ X∗, then gj(v) = v and gj |v = gj for all j. In
particular, gj is of Type II for all j, and h(v) = v.

Proof. We denote by d(g) the minimal length of generators needed to represent an element
g ∈ GL. In particular, d(h) = m. Notice that, since h|x = gm|gm−1···g1(x) · · · g2|g1(x)g1|x,
and gj |y is 1 or another generating element for all y ∈ X , that d(h|x) ≤ d(h). We see
d(h) = d(h|v) ≤ d(h|vn...vn−i

) ≤ d(h) for all 0 < i ≤ n, so d(h|vn···vn−i
) = d(h) for all

such i.
We show that gj is of Type II for all j. If gj is of Type I for some j ≤ m, then there

existsN such that gj |w = 1 whenever |w| = N . Since if g is a generator, then g|x is either
a generator or the identity for all x ∈ X, it follows that d(h|w) < m whenever |w| = N .
This is a contradiction since h|v = h implies that for each k, there exists some w ∈ Xk

such that d(h|w) = m.
By the same argument, each representation of

h|vn = (gm . . . g1)|vn = gm|gm−1...g1(vn) . . . g1|vn
of lengthm consists only of Type II generators, which implies that g1|vn is also of Type II.
This is only possible if g1(vn) = vn, since for any generator g and any x ∈ X, g(x) 6= x
implies that g|x is either Type I or the identity. Similarly, gj(vn) = vn and gj |vn is of
Type II for all j, and

h|vn = gm|gm−1...g1(vn) . . . g1|vn = gm|vn . . . g1|vn .
Inductively, gj(v) = v and gj |v is of Type II for each j. Moreover, gj |v and gj are generators
corresponding to the same α ∈ π(C). Since there are only finitely many Type II generators
corresponding to α, it follows that gj |vl = gj for some minimal l.

Suppose l > 1. If gj corresponds to α ∈ π(C), then π−1(α) = zSn . . . S2S1, where
z = vl. This is a contradiction since we assume z to be the shortest recurring word. �
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Lemma 5.7. LetL = (K,X, {Fi}i∈X) be a p.c.f. self-similar structure, with π : X−ω → K
as the associated surjection. Let GL be the contracting group constructed by the method
above, and let JGL be its limit space. Then the quotient map p : X−ω → JGL is such that

p(. . . x2x1) = p(. . . y2y1)

if and only if
π(. . . x2x1) = π(. . . y2y1).

Proof. Suppose first that π(. . . x2x1) = π(. . . y2y1), where . . . x2x1 6= . . . y2y1. With-
out loss of generality, we can instead write π(zxn . . . x2x1w) = π(zyn . . . y2y1w), with
z = zk . . . z2z1 and x1 6= y1. All but finitely many truncations of the left-infinite word
zxn . . . x2x1w are of the form zl . . . z2z1z

Nxn . . . x2x1w, where 1 ≤ l ≤ k and N ≥ 0.
We claim that for eachword in this form, there exists an element g such that g(zl . . . z2z1zNxn . . . x2x1w) =
zl . . . z2z1z

Nyn . . . y2y1w. We shall proceed by induction on n.
Consider the case when n = 1. There exists α ∈ π(C) with π−1(α) = zS1, such that

x1, y1 ∈ S1. By construction, the action of gα,l+1 on zl . . . z2z1zNx1w is

gα,l+1(zl . . . z2z1z
Nx1w) = zlgα,l(zl−1 . . . z2z1z

Nx1w)

= zlzl−1gα,l−1(zl−2 . . . z2z1z
Nx1w)

...

= zl . . . z2z1z
Ngα,1(x1w)

= zl . . . z2z1z
NσS1

(x1)w.

There exists a ∈ N such that σaS1
(x1) = y1. Then

gaα,l+1(zl . . . z2z1z
Nx1w) = zl . . . z2z1z

NσaS1
(x1)w = zl . . . z2z1z

Ny1w.

Suppose now that the statement holds for n = m, and consider the case when n = m+ 1.
There exists β ∈ π(C) such that π−1(β) = zSm+1 . . . S2S1, such that xk, yk ∈ Sk for each
k. By construction, the action of gβ,l+m+1 on zl . . . z2z1zNxm+1 . . . x2x1w is

gβ,l+m+1(zl . . . z2z1z
Nxm+1 . . . x2x1w) = zlgβ,l+m(zl−1 . . . z2z1z

Nxm+1 . . . x2x1w)

...

= zl . . . z2z1z
Ngβ,m+1(xm+1 . . . x2x1w)

= zl . . . z2z1z
NσSm+1(xm+1) . . . σS1(x1)w

There exists b ∈ N such that σbS1
(x1) = y1. Then

gbβ,l+m+1(zl . . . z1z
Nxm+1 . . . x1w) = zl . . . z1z

Nσbm+1(xm+1) . . . σ
b
2(x2)y1w.

By the induction hypothesis, there exists an element h that maps this to

zl . . . z1z
Nym+1 . . . y2y1w;

then hgbβ,l+m+1 is the desired element.
Notice that in both cases above, the element fulfilling our claim is independent of N ;

therefore, the set of elements fulfilling our claim for each truncation of the left-infinite
word zxn . . . x2x1w is finite, and thus p(zxn . . . x1w) = p(zyn . . . y1w).

Conversely, suppose p(. . . x2x1) = p(. . . y2y1), where . . . x2x1 6= . . . y2y1. Then there
exists a left-infinite path . . . e2e1 in N passing through the states . . . h(2)h(1)h(0), such
that the label of ek is (xk, yk). We can represent each h(k) as a product g(k)mk . . . g

(k)
1 of
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generators with minimal lengthmk. If g is a generator, then g|x is either another generator
or the identity for all x ∈ X; therefore, mk ≤ mk+1 for all k. At the same time, since
the nucleusN is finite,mk is uniformly bounded from above. Therefore, there exists some
minimalM such thatmk = m for some constantm for all k ≥M .

By Proposition 5.4, GL is p.c.f. Therefore, the path . . . e2e1 must have a recurring tail;
that is, there exists someminimalN ≥M and someminimal r ≥ 1 such that ek+r = ek for
all k > N . Then h(k+r) = h(k) for all k ≥ N . If we write z = zr . . . z1 = xN+r . . . xN+1,
then we have

p (zxN . . . x2x1) = p
(
h(N)(z)yN . . . y2y1

)
.

Now we also have that h(N)|z = h(N). By Lemma 5.6, it follows that g(N)
j (z) = z and

g
(N)
j |z = g

(N)
j for all j ≤ m, and h(N)(z) = z.

Then our original equation becomes

p(zxN . . . x2x1) = p(zyN . . . y2y1),

where yn . . . y2y1 = g
(N)
m . . . g

(N)
1 (xn . . . x2x1).

Consider the generator g(N)
1 . Since g(N)

1 (z) = z and g(N)
1 |z = g

(N)
1 , there exists a

left-infinite path . . . f2f1 ending at g(N)
1 , where the label of frt+s is (zs, zs), for s < r.

Therefore,
p(zxN . . . x2x1) = p(zg

(N)
1 (xN . . . x2x1).

Similarly, we obtain,

p(zxN . . . x2x1) = p(zg
(N)
1 (xN . . . x2x1) = . . . = p(zg(N)

m . . . g
(N)
1 (xN . . . x2x1)),

from which we deduce that g(N)
j . . . g

(N)
1 (xN ) 6= zr for all j.

We now show that the above equation will continue to hold if we replace p by π. For each
j, we can write g(N)

j = gαj ,lj for some αj ∈ π(C) with π−1(αj) = z(j)Sj,nj
. . . Sj,2Sj,1,

where lj ≥ nj , since g
(N)
j is of Type II by Lemma 5.6. If lj 6= nj , then g

(N)
j |x = 1 for all

x 6= zr. Therefore,

g
(N)
j (g

(N)
j−1 . . . g

(N)
1 (xN )) = g

(N)
j−1 . . . g

(N)
1 (xN )

and
g
(N)
j |

(g
(N)
j−1...g

(N)
1 (xN )

= 1.

Then
g
(N)
j (g

(N)
j−1 . . . g

(N)
1 (xN . . . x1)) = g

(N)
j−1 . . . g

(N)
1 (xN . . . x1).

It is then trivially true that

π(zg
(N)
j (g

(N)
j−1 . . . g

(N)
1 (xN . . . x1))) = π(zg

(N)
j−1 . . . g

(N)
1 (xN . . . x1)).

Suppose now that lj = nj ; then by construction, z(j) is the unique word of minimal
length such that g(N)

j |z(j) = g
(N)
j . Therefore, we see that z(j) = z. If we let c be the

smallest number such that g(N)
j |

g
(N)
j−1...g

(N)
1 (xN ...xc)

6= 1, then by construction,

(g
(N)
j−1 . . . g

(N)
1 )|xN ...xk+1

(xk) ∈ Sj,nj−N+k, and

g
(N)
j |

g
(N)
j−1...g

(N)
1 (xN ...xk+1)

((g
(N)
j−1 . . . g

(N)
1 )|xN ...xk+1

(xk)) ∈ Sj,nj−N+k,
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whenever c ≤ k ≤ N . But zSj,nj
. . . Sj,2Sj,1w is an equivalence class induced by π, and

this implies that zSj,nj . . . Sj,nj−N+cw is an equivalence class, and so again we have

π(zg
(N)
j (g

(N)
j−1 . . . g

(N)
1 (xN . . . x1))) = π(zg

(N)
j−1 . . . g

(N)
1 (xN . . . x1).

Therefore, inductively, we have shown that

π(zxN . . . x2x1) = π(zyN . . . y2y1)),

which is what we wanted to prove. �

Theorem 5.8. Let L = (K,X, {Fi}i∈X) be a p.c.f. self-similar structure, and let GL be
the contracting group constructed by the method above. Then the limit space JGL of GL
has a self-similar structure L′ = (JGL ,X, {F ′i}i∈X). Moreover, L′ is isomorphic to L.

Proof. We know that π satisfies Condition 3.2. By Lemma 5.7, we see that p also satisfies
Condition 3.2. Therefore, by Proposition 3.3, JGL has a self-similar strucutre L′.

To show that L′ is isomorphic to L, consider the map p ◦ π−1. Given an open set U in
JGL , p−1(U) is open because p is continuous. Since by Lemma 5.5 π is a quotient map,
and by Lemma 5.7 p−1(U) is saturated, it follows that π ◦ p−1(U) is open. Therefore,
p ◦ π−1 is continuous. Since p is by definition a quotient map, we obtain that the inverse is
also continuous. Thus, p◦π−1 is a well-defined homeomorphism betweenJGL andK. �

In the construction above, we have only assumed that the induced shift map swith regard
to the self-similar structure is well-defined, which is a necessary condition for any construc-
tion to succeed. By Theorem 5.8, it is also the sufficient condition; therefore, we have the
following theorem.

Theorem 5.9. Let L = (K,X, {Fi}i∈X) be a p.c.f. self-similar structure, with an associ-
ated continuous surjection π : X−ω → K. Then there exists a contracting action (G,X)
such that its limit space JG has a self-similar structure L′ = (JG,X, {F ′i}i∈X) that is iso-
morphic to L, if and only if the induced shift map s : K → K defined by s ◦ π = π ◦ σ is
well-defined.

6. Examples

Example 6.1 (The binary adding machine). One of the most basic examples of a self-
similar action is the binary adding machine. It is the group G generated by the element
a = (01)(1, a), acting on the binary tree (i.e. X = {0, 1}). The action of a can be thought
of as adding 1 to the last digit of the (left-handed) binary representation of a real number.

The nucleus ofG is
{
1, a, a−1

}
, which is depicted in Figure 2.1. The asymptotic equiv-

alence is given by 01w ∼ 10w for all w ∈ X∗ and 0 ∼ 1. Therefore, the limit space
JG is homeomorphic to the circle R/Z, where each point on the circle corresponds to its
(left-infinite) binary expansion.

The action (G,X) does not satisfy Condition 3.4, and therefore its limit space does not
have the naturally induced self-similar structure. To see this, notice that 0 ∼ 1 but 0 6∼ 10,
and so F : v 7→ v0 is not a well defined map on X−ω , which shows the non-existence of a
self-similar structure on R/Z. Therefore, although G is clearly p.c.f., its limit space does
not have a p.c.f. self-similar structure.

Example 6.2 (Sierpiński gasket). The Sierpiński gasket is typically defined, e.g. in [Kig01],
as the unique non-empty compact space K ⊂ C that is invariant under the injections
fj(z) = (z − pj)/2 + pj , where pj are the vertices of an equilateral triangle. Writing
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Figure 6.1. Self-covering of Sierpiński gakset in Example 6.2

X = {0, 1, 2}, it has the natural p.c.f. self-similar structure L0 = (K,X, {fj}2j=0). The
associated surjection π : X−ω → K induces the equivalence relations

01w ∼ 10w, 12w ∼ 21w, and 20w ∼ 02w

for all w ∈ X∗. However, since 20 ∼ 02 but 2 6∼ 0, the shift map s is not well defined, and
so L0 is not a self-similar structure on the limit space of a contracting group.

On the other hand, there is an alternate p.c.f. self-similar structure on the Sierpiński
gasket, given by L = (K,X, {Fj}2j=0), where Fj = rj ◦ fj , and rj is the reflection about
the axis of symmetry through pj . This can be described by the self-covering depicted in
Figure 6.1. With this self-similar structure, the induced equivalence relations are

01w ∼ 02w, 12w ∼ 10w, and 20w ∼ 21w,

which are the relations describing the asymptotic equivalence of the 3-peg Hanoi Towers
Group G [GŠ06, GŠ08]. In particular, L is the natural self-similar structure on JG, where
G is the group generated by the elements

a01 = (01)(1, 1, a01),
a12 = (12)(a12, 1, 1),
a20 = (02)(1, a02, 1),

acting on the rooted tree X∗. The Moore diagram of the nucleus of the group is given in
Figure 2.2. It is interesting to note that this is exactly the group GL that would result from
our construction described in Section 5.

Example 6.3. This example highlights the fact that the p.c.f. condition and Condition 3.4
together still do not imply the strictly p.c.f. condition, by describing a group that satisfies
the former conditions but not the latter.

We consider the group G whose nucleus is illustrated in Figure 6.2. This group is con-
tracting, p.c.f., and satisfies Condition 3.4, but is not strictly p.c.f.
G is generated by

a = (01)(1, 1, 1),
g = (01)(a, a, g),
h = (01)(1, 1, h),

and acts on X = {0, 1, 2}. Since all of its generators are bounded, G is bounded and thus
contracting and p.c.f., with the nucleus being N = {1, a, g, h, gh}. From the diagram, we
see that G satisfies Condition 3.4, and therefore there exists a self-similar structure on its
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1h a

g

gh

(0, 1)

(1, 0)

(2, 2)
(0, 1)

(1, 0)

(2, 2)
(0, 1)

(1, 0)

(2, 2)

(0, 0)

(1, 1)

(2, 2)

Figure 6.2. Nucleus of the group G in Example 6.3

limit spaceJG. However, since g can change more than one letter in a give word, this group
is not strictly p.c.f.

Example 6.4. This is a straightforward example that illustrates our construction of a con-
tracting group with a given self-similar structure.

Consider the unit interval I = [0, 1]. Set F0(x) = −(1/2)x + 1/2, and F1(x) =
(1/2)x + 1/2. Then L = (I, {0, 1} , {Fi}i∈{0,1}) is a p.c.f. self-similar structure on I .
Notice that this self-similar structure is naturally isomorphic to a self-similar structure on
the Koch curve. The critical set is given by C =

{
100, 101

}
, and its image in I is π(C) =

{1/2}.
There exists a well-defined continuous induced shift map s : I → I , defined by s ◦ π =

π ◦ σ; we can write it explicitly as

s(x) =

{
1− 2x if x ∈ [0, 12 ],
2x− 1 if x ∈ [ 12 , 1].

By Theorem 5.9, the existence of s guarantees the success of the construction of a contract-
ing group GL. There is only one entry in the list of equivalence classes, namely

π−1
(
1

2

)
= 1S2S1,

where S2 = {0} and S1 = {0, 1}. We define

g1 = (01)(1, 1),
g2 = (g1, g2),

where we have suppressed the subscript 1/2. Define GL = 〈g1, g2〉. Notice that

g21 = (1, 1) = 1,

g22 = (g21 , g
2
2) = (1, g22) = 1,

so both generators are of order 2. Moreover,

g1g2 = (01)(g1, g2),
g2g1 = (01)(g2, g1),
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g2 g1 1

(0, 1)

(1, 0)
(0, 0)

(1, 1)

Figure 6.3. Nucleus of the group GL in Example 6.4.

soGL is the infinite dihedral group, and we see that the nucleusN = {1, g1, g2}. Figure 6.3
shows the Moore diagram of the nucleus. It can easily be seen that GL is in fact strictly
p.c.f.

The limit space of the Grigorchuk group (introduced and discussed in [Gri80, Gri84])
has the same self-similar structure as L. The Grigorchuk group is also strictly p.c.f. The
nucleus of the Grigorchuk group is different from the nucleus of GL, and so they are not
isomorphic. In other words, it is possible for two p.c.f. groups satisfying Condition 3.4 that
are not isomorphic to each other to have limit spaces with isomorphic self-similar structures.

It has been shown that there are countably many groups whose limit space admits a
self-similar structure isomorphic to L; for a classification of all such groups, see [Nek03,
Šun07].

Example 6.5 (Pentakun). The pentakun, as described in [Kig01], is the unique non-empty
compact spaceK ⊂ C that is invariant under the injections

fk(z) =
3−
√
5

2
(z − pk) + pk, where pk = e2πik/5.

Figure 3.1 gives the (rotated) picture of the pentakun.
Identifying X = {0, 1, 2, 3, 4}, the natural p.c.f. self-similar structure is given by L0 =

(K,X, {fj}4j=0). The equivalence classes induced by π are

20w ∼ 41w, 31w ∼ 02w, 42w ∼ 13w, 03w ∼ 24w, and 14w ∼ 30w

for all w ∈ X∗.
As with the Sierpiński gasket, the shift map is not defined for this self-similar structure,

and L0 is not the self-similar structure on a limit space. However, like the Sierpiński gas-
ket, there is a modified p.c.f. self-similar structure that can be achieved as the self-similar
structure on the limit space of a contracting group.

ConsiderL = (K,X, {Fj}4j=0), whereFj = rj◦fj , and rj is the reflection about the line
joining pj with the origin, i.e. the axis of symmetry through pj of the pentagon formed by
{pj}4j=0. The corresponding self-covering is depicted in Figure 6.4. Here the equivalence
classes are of the form kSkw where k ∈ X and Sk = {k − 2 mod 5, k + 2 mod 5}.

Our construction from Section 5 yields the p.c.f. group GL generated by

a0 = (23)(a0, 1, 1, 1, 1),
a1 = (34)(1, a1, 1, 1, 1),
a2 = (40)(1, 1, a2, 1, 1),
a3 = (01)(1, 1, 1, a3, 1),
a4 = (12)(1, 1, 1, 1, a4),

so that L is a self-similar structure on the limit space of GL. The Moore diagram of the
nucleus of GL is shown in Figure 6.5.
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Figure 6.4. Self-covering of pentakun in Example 6.5
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Figure 6.5. Nucleus of the group GL in Example 6.5

It is easy to perform an analogous construction for all n-kuns where n is odd.

Example 6.6 (Hexakun and Linstrøm Snowflake). In Example 6.5 we showed how a self-
covering could be constructed on the pentakun that could be taken to be the shift map
required for the construction in Section 5. The current example shows the way to construct
a self-covering for the hexakun, a fractal analogous to the pentakun but constructed instead
from a hexagon. We shall also discuss why no self-covering can be constructed for the
Linstrøm snowflake, a nested fractal which is a variation of the hexakun.

Similar to the pentakun, the hexakun is typically constructed (e.g. in [Kig01]) as the
unique non-empty compact spaceK ⊂ C invariant under the injections

fk(z) =
1

3
(z − pk) + pk, where pk = eπik/3.
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Figure 6.6. Self-covering of hexakun in Example 6.6

Writing X = {0, 1, 2, 3, 4, 5}, we see that L0 = (K,X, {fj}5j=0) is the usual self-similar
structure. As with the Sierpiński gasket and the pentakun, this self-similar structure does
not admit a shift map, and so we have to choose another self-similar structure.

This fractal is a set of six copies of itself, each with a “corner” at the point pk, and joined
to two adjacent copies at the corner, two corners away from pk. Our self-covering can be
thought of as folding the fractal in half along the y-axis, so the cells in the left half-plain
land on their reflections in the right. For the 3 cells on the right, we fold the upper and lower
cells onto the cell containing p0. Finally, we rescale the p0 cell using the map f−10 .

Formally, if we let φ1(z) = eπi/3z, φ2(z) = e2πi/3z, φ3(z) = −z, φ4(z) = e4πi/3z,
and φ5(z) = e5πi/3z (here z is the complex conjugate), then our modified self-similar
structure is L = (K,X, {Fj}5j=0) where F0 = f0 and Fj = φj ◦ fj for j = 1, 2, 3, 4, 5.

We now find the critical set C and post-critical set P of this new self-similar structure L.
Noticing that the fixed point of F0 is still p0, we see that π(0) = p0. Also, Fj(p0) = pj ,
and so π(0j) = pj for j = 1, 2, 3, 4, 5. Since cells are only joined at the corners, this is
enough to give us the addresses for the entire critical set; thus, C =

{
02j, 04j | j ∈ X

}
.

Notice that in this self-similar structure, only the points p2 and p4 are mapped to boundary
points. The post-critical set is then given by P =

{
0, 02, 04

}
.

More precisely, we examine the self-similar structure and write down the equivalence
classes as follows:

020w ∼ 021w, 022w ∼ 023w, 024w ∼ 025w,

040w ∼ 045w, 041w ∼ 042w, 043w ∼ 044w.

Applying our construction from Section 5, we get a group GL generated by the nine ele-
ments with wreath recursions

a01 = (01), a23 = (23), a45 = (45),

and

b0 = (b0, 1, a01, 1, 1, 1), b1 = (b1, 1, a23, 1, 1, 1), b2 = (b2, 1, a45, 1, 1, 1),

b3 = (b3, 1, 1, 1, a01, 1), b4 = (b4, 1, 1, 1, a23, 1), b5 = (b5, 1, 1, 1, a45, 1).

Notice that according to our construction, there are six elements in the image π(C) of the
critical set, and each of these corresponds to 2 generators, and so one may expect to obtain
twelve generators. However, upon closer examination, we see that, for example, π(020) =
π(021) and π(040) = π(041) both give rise to the generator with wreath recursion (01);
thus, we see that three generators are redundant, and so GL is generated by nine elements.
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Figure 6.7. Hexakun and Lindstrøm snowflake

We now turn to the Linstrøm snowflake, which is a variation on the hexakun. It is the
unique non-empty compact spaceL ⊂ C invariant under the injections f0, . . . , f6, where fj
are the same as above for 0 ≤ j ≤ 5, and f6(z) = z/3. This fractal is like the hexakun, but
with a scaled copy of itself inserted into the center. Cells of the snowflake still only intersect
at the “corners;” in particular, fj(L) ∩ fk(L) = {fj(pn) | fj(pn) = fk(pm) for somem}
contains at most one element.

Suppose now that there exists some self-similar structure L′ = (L,X, {gj}6j=0) on L
that has a shift map σ. Without loss of generality, we can assume that g6(L) is the first-
level scaled copy of L in the center. Notice that g6(L) intersects every other cell at one
point, so g6(p0) = gj(p0) for some j, and g6(p1) = gk(p1) for some other k. Then gj(L)
must intersect gk(L) at one point p, such that g−1j (p) = g−1k (p) = σ(p) is a boundary
point adjacent to both p0 and p1. Since no such boundary point exists, we have arrived at a
contradiction. Therefore, there exists no self-similar structure on L that admits a shift map,
and so the Linstrøm snowflake cannot arise as the limit space of a contracting group.
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