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Abstract

Let ' be a connected, locally finite graph of finite tree width and G be
a group acting on it with finitely many orbits and finite node stabilizers.
We provide an elementary and direct construction of a tree 7" on which G
acts with finitely many orbits and finite vertex stabilizers. Moreover, the
tree is defined directly in terms of the structure tree of optimally nested
cuts of I'. Once the tree is constructed, Bass-Serre theory yields that
G is virtually free. This approach simplifies the existing proofs for the
fundamental result of Muller and Schupp that characterizes context-free
groups as f.g. virtually free groups. Our construction avoids the explicit
use of Stallings’ structure theorem and it is self-contained.

We also give a simplified proof for an important consequence of the
structure tree theory by Dicks and Dunwoody which has been stated by
Thomassen and Woess. It says that a f.g. group is accessible if and only
if its Cayley graph is accessible.
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1 Introduction

A seminal paper of Muller and Schupp [23] showed that a group G is context-free
if and only if it is a finitely generated virtually free group. A group G is context-
free if there is some finite set ¥ and a surjective homomorphism ¢ : ¥* — G
such that the associated group language Lg = ¢~ '(1) is context-free in the
sense of formal language theory. A group G is virtually free if it has a free
subgroup of finite index. Finitely generated (f.g.) virtually free groups were the
basic examples for context-free groups because the standard algorithm to solve
their word problem runs on a deterministic pushdown automaton; and these
automata recognize a proper subfamily of context-free languages. The deep
insight by Muller and Schupp is that the converse holds: If G is context-free,
then G is a finitely generated virtually free group. Over the past decades a wide
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range of other characterizations of context-free (or f.g. virtually free) groups
have been found showing the importance of this class.

The various equivalent characterizations include: (1) fundamental groups of
finite graphs of finite groups [18], (2) f.g. groups having a Cayley graph which can
be k-triangulated [23] (3) f.g. groups having a Cayley graph of finite treewidth
[21], (4) universal groups of finite pregroups [24], (5) groups having a finite
presentation by some geodesic string rewriting system [I5], and (6) f.g. groups
having a Cayley graph with decidable monadic second-order theory [2I]. For
some other related results see the recent surveys [3] or [6].

The result of Muller and Schupp was stated in [23] as a conjecture and proved
only under the assumption that finitely presented groups are accessible. The
accessibility of finitely presented groups was proved later by Dunwoody [13].
(There are examples of finitely generated groups which not accessible by [14].)
Accessibility means that the process of splitting the group with Stallings’ struc-
ture theorem [28] lf eventually terminates. In subsequent proofs the result in
[13] could be replaced by showing explicit upper bounds on how often splittings
according to Stallings’ structure theorem can be performed, see e.g. [26].

However, the reference to [28] remained. Indeed, almost all proofs in the
literature showing that a context-free group is virtually free use the structure
theorem by Stallings. Recently, in [3] another proof was given by Antolin which
instead of Stallings’ structure theorem and a separate result for accessibility
uses a more general result due to Dunwoody [IT].

The starting point for our contribution has been as follows: Circumvent
the deep theorems of Dunwoody and Stallings by starting with a f.g. group G
having a Cayley graph of finite treewidth. Construct from these data a tree on
which G acts with finite node stabilizers and with finitely many orbits. Apply
Bass-Serre theory [27] to see that G can be realized as a fundamental group of
a finite graph of groups with finite vertex groups. It is known by [I§] that these
groups are f.g. and virtually free.

To follow this roadmap became possible due to a recent paper by Kron [19)]
which presents a simplified version of Dunwoody’s cut construction [12]. We
realized that Kron’s proof of Stallings’ structure theorem can be modified such
that it yields the tree we were looking for. We could not use Kron’s result as a
black box because in his paper he deals with cuts of globally minimal weight,
only. Thus all cuts have the same weight whereas we need to consider cuts of
different weight in order to get a non-refinable decomposition as fundamental
group of a graph of groups.

Our approach leads to the following result: Let I' be a connected, locally
finite graph of finite treewidth, and let G be a group acting on I" such that G\I"
is finite and each node stabilizer G, is finite. Then G is finitely generated and
virtually free.

This is the essence of Corollary To the best of our knowledge this
result has not been formulated elsewhere. On the other hand, it is also clear
that Corollary 5101 can be derived rather easily from existing results in the
literature. So, the main contribution of the present paper is the new construction
of optimally nested cuts (optimal cuts for short) and a direct self-contained

1 The structure theorem was first proved for finitely presented torsion-free groups by
Stallings [29] and for finitely generated torsion-free groups by Bergman [4].



combinatorial proof of Theorem 5.9 which implies Corollary 510 by Bass-Serre
theory.

In Theorem [7.4] we also give a new elegant self-contained proof for another
important result in this area by Thomassen and Woess which is a consequence
of [8 Thm. IT 2.20]: Let T" be a locally finite, connected, accessible graph, and
let a f.g. group G act on I such that G\I is finite and each node stabilizer G,
is finite. Then the group G is accessible.

The outline of the paper is as follows: Section [2] fixes some notation.

In Section Blwe follow [19] introducing the necessary modifications. The focus
in this section is on accessible graphs c.f. Definition 3.5l We work with bi-infinite
simple paths rather than with ends. This avoids some technical definitions and
is more intuitive when drawing pictures as in Figure B or Figure @l The key
point in Section [ is Proposition 3.7, which is valid for optimally nested cuts
of different weights. It generalizes the corresponding results in [12] and [19] on
globally minimal cuts. This leads to Proposition saying that the set of
optimally nested cuts forms a tree set in the sense of [I1]. This means that they
can be viewed as the edge set of the so-called structure tree.

In Section Ml we want to obtain some more information about the vertex
stabilizers of the the action on the structure tree. In order to do so we define
blocks as in [30]. The central result is Proposition L8 It says that blocks have
at most one end, which finally leads to Theorem and Corollary [T5

Section [ recalls the notion of finite treewidth. The results of Section [3 and
Section @ yield the desired proof of Theorem .9

Section shows how to derive the result of Muller and Schupp [23] using
our approach. This section does not contain any new material, but we tried
to have a concise presentation. In particular, we omit the technical notion of
a k-triangulation of a graph by showing directly that the Cayley graph of a
context-free group has finite treewidth. This can be done with the very same
ideas which are present in [23]. Then, we can apply Corollary 510 to show that
a context-free group is virtually free.

2 Preliminaries

2.1 Preliminaries on graphs

A directed graph T is given by the following data: A set of vertices V =V (I'), a
set of edges E = E(T') together with two mappings s: E =V andt: E — V.
The vertex s(e) is the source of e and t(e) is the target of e. A vertex u and an
edge e are incident, if u € {s(e),t(e)}. The degree of u is the number of incident
edges, and I is called locally finite if the degree of all vertices is finite.

An undirected graph T' is a directed graph such that the set of edges E is
equipped with a fixed point free involution e + . (i.e.,a map such that e = €
and e # € for all e € F). Furthermore we demand s(e) = ¢(€). An undirected
edge is the set {e,€}. By abuse of language we denote an undirected edge
simply by e, too.

If we speak about a graph, then we always mean an undirected graph, oth-
erwise we say specifically directed graph. Most of the time we only consider
(undirected) graphs without loops and multi-edges. In this case we identify E



with two-element sets of incident vertices {u,v} and write e = wv if either
s(e) =w and t(e) = v or s(€) = u and t(e) = v.

For S C V(') and v € V(I') define as usual in graph theory I'(S) (resp.
I' — S) to be the subgraph of T' which is induced by the vertex set S (resp.
V(I)\S)and I' —v =T — {v}. We also write S for the complement of S, i.e.,
S =V()\S. Likewise for e € E(T') we let I — e = (V(I'), E(T) \ {e}).

A path is a subgraph ({vo,...,vs}, {€1,...,e,}) such that s(e;) = v;—1 and
t(e;) = v; for all 1 < i < n. It is simple if the vertices are pairwise disjoint. It
is closed if vg = v,. A cycle is a closed path with n > 3 such that vy,...,v, is
a simple path.

The distance d(u,v) between u and v is defined as the length (i.e., the
number of edges) of the shortest path connecting « and v. We let d(u,v) = oo
if there is no such path. A path vy, ...,v, is called geodesic if n = d(vg,v,).
An infinite path is defined as geodesic if all its finite subpaths are geodesic. For
A, B C V(T') the distance is defined as d(A, B) = min { d(u,v) | u € A,v € B }.

A graph T is called connected if d(u,v) < oo for all vertices u and v. A tree
is a connected graph without any cycle. If T' = (V| E) is a tree, we may fix a
root v € V. This gives an orientation ET C F by directing all edges “away from
the root”. In this way a rooted tree becomes a directed graph (V, ET) which
refers to the tree T'= (V, ET U E~), where E~ = E\ E™.

In the following, when we write I' we always mean a locally finite and con-
nected graph, whereas the capital letter T refers to a tree, which does not need
to be locally finite, in general.

2.2 Preliminaries on groups

The paper is mainly concerned with finitely generated groups. Let G be
a group with 1 as neutral element. The Cayley graph T' of G depends
on G and on a generating set X C G. It is defined by V(I') = G and
ET) = {(g,ga) ’ geGandac XUX ! }, with the obvious incidence
functions s(g, ga) = g, t(g,ga) = ga, and involution (g,ga) = (ga,a). For an
edge (g,ga) we call a the label of (g,ga) and extend this definition also to
paths. Thus, the label of a path is a sequence (or word) in the free monoid X*.
The Cayley graph is without loops and without multi-edges. It is connected
because X generates G. The Cayley graph I' is locally finite if and only if X is
finite. Sometimes we suppress X if there is a standard choice for the generating
set. For example, if G = F(X) is the free group over X, then the Cayley graph
of G refers to X and it is a tree. By the infinite grid we mean the Cayley graph
of Z x Z with generators (1,0) and (0, 1).

A group G acts on a graph I' = (V, E) if there is an action of G on V|,
denoted by v +— ¢ - v, and an action on F, denoted by e + g - e, such that
s(g-e)=g-s(e),t(g-e)=g-tle),andg-e=g-eforallge Gande€ E. If G
acts on I, then we can define its quotient graph G\I'. Its vertices (resp. edges)
are the orbits G - u for u € V (resp. G - e for e € E). We say that G acts with
finitely many orbits if G\I is finite.

Let G denote some class of groups. A group G is called virtually G if it has
a subgroup of finite index which is in G. Virtually finite groups are finite. The
focus in this paper is on virtually free groups.



3 Cuts and structure trees

The constructions in this section follow the paper by Kron [19] which gives a
simplified approach to Dunwoody’s constructions of cuts [12]. The main differ-
ence between this section and the paper of Kron lies in the definition of minimal
cuts.

3.1 Cuts and optimally nested cuts

Let I' = (V(I"), E(I')) be a connected and locally finite graph. For a subset
C C V(T') we define the edge- and vertez-boundaries of C as follows:

Edge-boundary: ¢ = {weET) |ueCvel}.
Vertex-boundary: fC = {weV(l) | Jve V() with uv € 6C }.

Definition 3.1 A cut is a subset C C V(T') such that the following conditions
hold.

1. C and C are non-empty and connected.
2. 6C 1is finite.
The weight of a cut is defined by |0C|. If |0C| < k, then C a called a k-cut.

We are mainly interested in cuts where both parts C' and C are infinite.
However it might be that there are no such cuts. Consider the infinite grid
Z X 7, i.e., the graph with vertex set Z x Z where (i, j) is adjacent to the four
vertices (i,j £ 1) and (¢ £ 1, ). It is connected and locally finite, but there are
no cuts of finite weight splitting the grid into two infinite parts.

The following well-known observation is crucial. It can be found e.g. in [30]
in a slightly different formulation:

Lemma 3.2 Let S C V(TI') be finite and k > 1. There are only finitely many
k-cuts C with SC' N S # (.

Proof. It is enough to prove the result for S = {u,v } where e = uv € E(T) is
some fixed edge. Since I' is locally finite, it is enough to show that the set of
k-cuts C' with e € 6C is finite. This is now trivial for £ = 1 because there is at
most one cut with {e} = §C. If the graph I — e becomes disconnected, i.e., e is
a so-called bridge, then all cuts with e € 6C have weight k£ = 1. Thus, we may
assume that the graph I' — e is still connected; and we may fix a path from u
to v in I' — e. Every k-cut C' with e € §C becomes a k — 1-cut C in the graph
I" — e. Such a cut must use one edge of the path from u to v in I' — e because
otherwise we had either both w,v € C or both u,v € C. By induction, there
are only finitely many k — 1-cuts using edges from a fixed path. Thus, we are
done. O

We are interested in bi-infinite simple paths which can be split into two
infinite pieces by some cut of finite weight. For a bi-infinite simple path «
denote:

Cla)={CCV() |Cisacutand [aNC|=00=|anC| }.
{C €C(a) | |0C] is minimal in C(a) }.



Thus, C(«) # § if and only if there is a cut of finite weight such that the
graph o — 6C has exactly two infinite components each of these two being a
one-sided infinite subpath of a. We define the set of minimal cuts Cnin by

Crnin = U{Cmin(a) | a is a bi-infinite simple path } .

In the infinite grid Zx Z we have Cpin = (0. Note that the set of minimal cuts may
contain cuts of very different weight. Actually we might have C, D € C(a)NCin
with C' € Ciin(a), but D ¢ Cpin(). In such a case, there must be another bi-
infinite simple path g with D € C(a) N Cnin(B) and [6C| < |dD|. Here is an
example: Let I' be the subgraph of the infinite grid Z x Z which is induced by
the pairs (4, j) satisfying j € {0,1} or i = 0 and j > 0. Let « be the bi-infinite
simple path with ¢ = 0 or 7 = 1 and ¢« > 0 and let 8 be the bi-infinite simple
path defined by j = 0. Then there are such cuts with |6C| = 1 and |D| = 2,
as depicted in Figure[dl

Figure 1: The subgraph of the grid Z x Z induced by the pairs (i, j) satisfying
j€{0,1} or i =0 and j > 0. Here we have D € C(&) N Cpin but D ¢ Cpin(c).

Definition 3.3 Two cuts C' and D are called nested if one of the four inclu-
sions C C D, CCD,CCD, orCCD holds.

The set {Cﬁ D,CnD,Cn D,Uﬂﬁ} is called the set of corners of C
and D, see Figure Two corners E, E’ of C and D are called opposite if
either {E,E'} = {CND,CNnD}or{E,E'} = {CnND,CnND}. Two different
corners are called adjacent if they are not opposite. Note that two cuts C, D
are nested if and only if one of the four corners of C' and D is empty.

We define for every cut C' and k > 1 a cardinality my(C) as follows:

mi(C) =|{D | C and D are not nested and D is a k-cut. }|.
Lemma 3.4 Let k € N and C be a cut, then my(C) is finite.

Proof. Let S be a finite connected subgraph of I' containing all vertices of 5C.
The number of k-cuts D with 8D NS # () is finite by Lemma For all other
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Figure 2: The corners of C' and D. Nested cuts have one empty corner.

cuts we may assume (by symmetry) that SC C D. Now assume that both,
CND#(and CND # (. Then we can connect a vertex ¢ € C' with some
vertex ¢ € C inside the connected set D. This must involve a vertex from SC,
but BC C D. Hence, either C C D or C C D.

O

We are mainly interested in graphs I' where the weight over all cuts in Cpin
can be bounded by some constant. This leads to the notion of accessible graph
due to [30]:

Definition 3.5 A graph is called accessible if there exists a constant k € N such
that for every bi-infinite simple path « either C(a) is empty or C(a) contains
some k-cut

For the rest of this section we assume that I' is accessible. Thus, there is
some constant k such that for all bi-infinite simple paths a with C(a) # @) there
exists some cut C' € C(«) with [0C| < k.

Fixing this number & let us define, by Lemma [3.4] for each cut C a natural
number as follows:

m(C)=|{D | C and D are not nested and D is a k-cut }|.
We use the following notation, where v denotes a bi-infinite simple path:
me = min { m(C) | C € Ciin(a) }
Copt(@) = {C € Cmin(e) | m(C) = ma }
Copt = U {Copt(a) | a is a bi-infinite simple path }
Definition 3.6 A cut C' € Copy is called an optimally nested cut. For simplic-
ity, an optimally nested cut is also called optimal cut.

In some sense we can forget all other cuts, we just focus on optimal cuts.
This viewpoint is possible because every “cuttable” bi-infinite simple path is
“cut” into two infinite parts at least by one optimal cut. The next proposition
is the main result in this section.



Proposition 3.7 Let C,D € Copi. Then C' and D are nested.

Proof. We choose bi-infinite simple paths o and § such that C' € Copi(ar) and
D € Copt(B). If possible, we let & = 5. In any case, we may assume that
mq > mg. The proof is by contradiction. Hence, we assume that C' and D are
not nested.

We distinguish two cases: First, let D € Cmin(). Since m(D) = mg < maq,
this implies D € Copt () and therefore o = 5. In particular, there are opposite
corners E and E’ such that |a N E| = |aN E'| = .

In the other case we have D ¢ Cpin(«) and therefore oo # 5. We claim
that there must be one corner K of C' and D such that |a N K| < oo and
|6 N K| < co. Indeed, if there is no such corner K, then infinite parts of o and
[ are in opposite corners. In particular, a and 8 are split by both by C' as well
as by D in two infinite pieces. This implies |6C| = |6 D|, and hence D € Cpyin(c).
Thus such a corner K exists and we define E and E’ to be the adjacent corners
of K. Without loss of generality, F splits « into two infinite pieces and E’ splits
[ into two infinite pieces.

ol

Figure 3: For all four corners K we have max{|K Na|,|K N |} = oo.

c|C
~
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Figure 4: For one corner K we have max{|K Na|,|K N S|} < co.



Thus, in both cases, E and E’ are defined such that o N E| = [N E'| = cc.
By interchanging, if necessary, C' with C' and D with D, we may assume that
E=CnNDand E' =CND, too.

Thus, in all cases we are in the following situation:

C and D are not nested, C € Copt(a), D € Copt(8), E=CND, E' =CND,
and |a N E| = |8 N E’'| = co. Possibly a = 8, but it is not yet clear that E and
E’ are cuts.

The graph I'(F) contains an infinite connected component F' C E such that
|aN F| = co. Let us show that F is non-empty and connected. The set F is
non-empty and infinite because E/ C F. Now fix a vertex v € E' and let u € F.
There is a path v from u to v in I and on this path there is a first vertex w
with w € C'U D. If the initial path from u to w was using a point of F, then
it would be a path in E, and u would be in the connected component F', which
was excluded. Hence, we can connect v to w in I' — F. Now, by symmetry
w € C. But then w,v € C CT — F and C is connected. Hence, F'is a cut.

In a symmetric way we find a cut F/ C E’ such that |3 N F’| = co. Let us
show that F' = E € Cyin(a) and F' = E’ € Cpin(B).

We can write [0F| = a + b+ ¢+ d, where

a:‘{zy ‘:EGF/\yG@ﬁD}‘
b={zy |z € FAyeE}

c:‘{xy ‘xeF/\yeCﬂE}‘
d=[{zy |z€ ENFAy¢E}

Likewise, we have [0E'| = o’ + b + ¢’ + d’, where

a=|{azy |zeF AyeCnD}
bV =({zy |z€e F'AnyeE}

d=|{zy |zreF'AyeCnD}|
d={ay [z€E'\F'ny¢ E'}|

With the minimality of |§C| and | D] we derive the following:

a+b+cd <|6C| < |6F|=a+b+c
a +b +c<|6D| < |0F|=d +V +

We conclude |6C| = |0F| and [0D| = |§F’|. This implies F € Cpin() and
F’ S Cmin(ﬂ)-

We still have to show E = F and E’ = F’. For this it is enough to show that
d = d' = 0. Assume by contradiction that d+d’ > 1. Say, d > 1. Then we have
|0C| 416D > a+b+c+a’ +b + . This contradicts the assertion |6C| = |§F|
and [6D| = |6F'|. This yields F = F € Cyin() and F' = E’ € Cpin(B). Since
C and D are optimal cuts, we conclude m(E) > m(C) and m(E") > m(D).

The crucial step in the proof is the following assertion:

m(E) + m(E") < m(C) + m(D). 1

~—

Once we have established Equation[Ilwe get an obvious contradiction to m(E) >
m(C) and m(E") > m(D).
To see Equation [Tl we show two claims:



1. If a cut F is nested with C' or nested with D, then F is nested with E or
nested with E’:

By symmetry let F' be nested with C. If F C
F C E' (resp. F'C FE'). If C C F (resp. C C
ECF).

C (resp. F C C), then

F), then E C F (resp.

2. If a cut F is nested with C' and nested with D, then F' is nested with E
and nested with E’:

By symmetry in F, F we may assume C C F or C C F. Using now the
symmetry in F, E’ we may assume that C C F. Hence we have E C F;
and it remains to show that E’ and F are nested. For D C F, we had
CND=0. For DC F, we had CN D = (. Both is impossible because
C and D are not nested. For D C F we obtain E/ = CUD C F what
implies that £’ and F' are nested. Finally let D C F, then E’ C F. Again
E’ and F are nested.

Putting claims [1l and 2] together yields: m(E) + m(E’) < m(C) + m(D).
Now, C' is nested with both corners F and E’. Hence, C is not counted on the
left-hand side of the inequality. However, C is counted on the right-hand side
because C is not nested with D. That means the inequality in Equation [ is
strict. Hence, we have shown the result of the proposition. (I

Analog results to Proposition B.7] are Theorem 1.1 in [12] or Theorem 3.3 of
[19]. In contrast to these results, Proposition B.7 allows that Copy may contain
cuts of different weights. We have to deal with cuts of different weights because
we wish to get a “complete” decomposition of virtually free groups like (Z x
7/27) « Z/2Z. Like in the graph in Figure[I] in the Cayley graph of this group
cuts with weight 1 and 2 are necessary to split all bi-infinite paths into two
infinite pieces, see Figure

ty
A

A
A

Figure 5: The Cayley graph of the group (Z x Z/27Z) x Z/27 moving very fast
towards your eyes.

3.2 The structure tree

The notion of structure tree is due to Dunwoody [II]. Recall that I" is assumed
to be accessible, hence Copt is defined and there is some k € N such that every

10



cut in Copy is a k-cut.
Lemma 3.8 Let C, D € Copy. Then the set { E € Copy | C C E C D } is finite.

Proof. Choose two vertices u € C' and v € D, and a path ~ in I’ connecting
them. Every cut E with C C F C D must separate u and v and thus contain a
vertex of of v. With Lemma and the accessibility of I' it follows that there
are only finitely many such cuts. [

The set Copy is partially ordered by C. By Lemma B8] the partial order is
induced by its so-called Hasse diagram. In the Hasse diagram there is an arc
from C € Copt to D € Copy if and only if C ; D and there isno E € Copt between
them. In dense orderings, like (Q, <), the Hasse diagram is empty, whereas in
discrete orderings, like (Copt, C), the partial order is the reflexive and transitive
closure of the arc relation in the Hasse diagram.

If there is an arc from C to D, then there is also an arc from D to C. In
such a situation we put C' and D in one class:

Definition 3.9 For C, D € Copt we define the relation C ~ D by the following
condition:

FEither C =D orbothagDand VEECopt:agEgD — D=F.

The intuition behind this definition is as follow_s: Consider_(C, CO) for C € Copt
as an edge set of some graph. Call edges (C,C) and (D, D) to be adjacent if
C ~ D. This makes sense due the following property.

Lemma 3.10 The relation ~ is an equivalence relation.

Proof. Reflexivity and symmetry are immediate. Transitivity requires to check
all inclusions how the cuts can be nested. A proof can be found e.g. in [11]. In
order to keep the paper self-contained we repeat the proof for transitivity. Let
C~D#C and D ~ E # D. This implies ) # D C C N E. We have to show
that C ~ E. The cuts C and E are nested due to Proposition [3.71 Hence we
have one of the following four inclusions:

e C C E: This implies D S C C E. Hence, C = E because D ~ E.

e E C C: This implies D & E C C, Hence, C = E because D ~ C.

e E C C: This contradicts C N E # (.

e C CE: Since CNE # 0, wesee C S E. Now, let C & F C E for

some F' € Copt. Since F' and D are nested, we obtain one of the following
inclusions:

— D C F: This implies D C E, in contradiction to D G E.

— F S D: This implies C S F S D, in contradiction to C' ~ D.

— F C D: This implies C & F C D, in contradiction to C' S D.
D C F: This implies D G F C E. Hence, F = E because D ~ E.

O
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Definition 3.11 Let T(Copt) denote the following graph:

V(T (Copt)) = {[C] | C € Copt }
E(T(Copt)) = { (C,C) | C € Copt }

The incidence maps are defined by s((C,C)) = [C] and t((C,C)) = [C].

The directed edges are in canonical bijection with the pairs ([C], [C]). Indeed,
let C ~ D and C ~ D. It follows C' = D because otherwise C & D & C. Thus,
T(Copt) is an undirected graph without self-loops and multi-edges.

The graph T'(Copt) is locally finite if and only if the equivalence classes [C]
are finite. Hence it is not locally finite, in general: For each C' € Cgpt there
might be infinitely many D € Cop¢ with D ~ C. For example, consider the
Cayley graph of the group (Z x Z)*Z/27Z. There is one Z x Z-plane through the
origin and for every (i, j) € Z X Z there is one edge leaving this plane. Removing
this edge defines a unique 1-cut C; ; with Z x Z C C; ;. It is in Copt because all
other minimal cuts are nested with C; ;. We have C; ; C Cy o for (4,5) # (0,0),
but there is no E € Copt with Ci; S E S Cop.

Proposition 3.12 The graph T(Cops) is a tree.

Proof. Let v be a simple path in T(Copt) of length at least two. Then ~
corresponds to a sequence of cuts

CO, 60 ~ Cl,- .-,Cn72 ~ Cnfl, 67171 = Cn

with [Ci—1] # [Ci11], so in particular Ci_1 # C; for 1 <i <n—1 (otherwise
we would have C;_1 = C; ~ Cj;1). So we get a sequence

CoSC1SC G - SO

=
Therefore we have Cy # Cp,—; and Cy € C,_1. So Cy + C,,_1 = C,, and the
original path is not a cycle. So T(Cops) has no cycles.

It remains to show that T(Copt) is connected. Let [C],[D] € V(T(Copt))-
Since C' and D are nested and (C,C), (D, D) € E(T(Copt)), we may assume
C C D. By Lemma B8 there are only finitely many cuts E € Copt, with
C CECD. Now, let Cp,C1,...,C, be a not refinable sequence of cuts in Cop
such that

0200;01;02;”';071—1;071:1)

Then we obtain a path from C to D:

C=Co, Co~Cp,C1~Cy,....,.C_1 ~C, =D
Hence, T'(Copt) is connected and therefore a tree. O

Remark 3.13 According to Dunwoody [11] a tree set is a set of pairwise nested
cuts, which is closed under complementation and such that for each C, D € C
the set {E€C | C C EC D} is finite. Thus, using this terminology, Propo-
sition @7 and Lemma [B.8 show that Copt is a tree set. Once this is established
Proposition B.12 becomes a general fact due to Dunwoody [11, Thm. 2.1].
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4 Actions on I' and its structure tree 7'(Cop)

In this section, I' denotes a connected, locally finite, and accessible graph such
that the group of automorphisms Aut(T") acts with finitely many orbits on T
The action on I' induces an action of Aut(I') on Copy and on the structure tree
T(Cops). For example, if T' is the Cayley graph of a group G with respect to
some finite generating set ¥ C G, then I' is connected, locally finite, and there
is only one orbit: |[Aut(I)\I'| = 1.

Lemma 4.1 Let |[Aut(I)\I'| be finite and k € N. Then the canonical action of
Aut(T") on the set of k-cuts has finitely many orbits, only. In particular Aut(T")
acts on Copt, and on the tree T(Copy) with finitely many orbits.

Proof. Let Aut(I')\V(I") be represented by some finite vertex set U C V(T').
With Lemma [B.2lit follows that there are only finitely many k-cuts C such that
UNBC # (. Since every cut is in the same orbit as some cut C with UNBC # (),
the group Aut(T") acts on the set of k-cuts with finitely many orbits.

Since I' is accessible, there is a k such that for all cuts C € Copt holds
|6C| < k. For the last statement observe that { (C,C) | C € Copt } is the edge
set of T'(Copt). Thus, the action of Aut(I") on T'(Copt) has only finitely many
orbits, too. [l

For S C V(') and k& > 1 we let N*S = {v € V(T') | d(v,S) <k} denote
the k-th neighborhood of S. Now, for a cut C we can choose k large enough
such that N*C N C is connected because C is connected. (Indeed, all points in
BC N C can be connected in C, hence for some k large enough these points can
be connected in N*C' N C. This k suffices to make N*C N C connected.) By
Lemma ] there are only finitely many orbits of optimal cuts. Thus we can
choose some xk € N which works for all C € Cqpt, and fix it for the rest of this
section.

Now, we want to deduce some more information about the structure of the
vertex stabilizers Gjo; = {g € G | gC ~ C} of vertices of the tree T'(Copt).
Therefore, we assign to each vertex of T'(Copt) a so-called block. The definition
has been taken from [30]. In Lemma (.7 we show that the blocks are somehow
“small”. They are defined as follows.

Definition 4.2 Let Aut(I')\T" be finite and Copt be the set of optimal cuts. Let
k > 1 be defined as above such that N*CNC is connected for all C' € Copt. The
block assigned to [C] € V(T (Copt)) is defined by:
B[C]= (] N*D
D~C

Lemma 4.3 We have

BlC]= (1 DU |J N*DND.
D~C D~C

Proof. The inclusion from left to right is trivial. It is therefore enough to show
that we have N*C' N C C B[C]. Clearly, N*C N C C N*C. Thus is enough to
consider D ~ C, D # C and to show that N*CNC C N”D. This follows from:

N"CNCCCSDCN"D
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Example 4.4 Figure [6] shows a part of the Cayley graph of the free product
Z)27 x Z/3Z = (a,b | a®>=1=1%). The minimal cuts cut the edges with
label a, i.e., they cut through cosets of Z/2Z. The optimal cuts are exactly the
minimal cuts. The three cuts depicted with dashed lines belong to the same
equivalence class and the bold vertices form the respective block. Here, we can
choose k = 1 for the definition of the blocks.

Figure 6: Block of six vertices in the Cayley graph of Z/27 x Z/3Z

Lemma 4.5 The following assertions hold.
1. For all C € Copy the block B[C] is connected .

2. There is a number £ € N such that for all C € Copy and all S C B[C] we
have: Whenever two vertices u,v € B[C] — N*S can be connected by some
path in T — NS, then they can be connected by some path in B[C] — S.

Proof. Note that [Il is a special case of @ by choosing S = @. Let ¢ =
max { d(u,v) ’ D € Copt, u,v € DNNED } Thus £ is a uniform bound on the
diameters for the sets N*D N D for D € Copt. It exists because there are only
finitely many orbits of optimal cuts.

Now, let u,v € B[C] — N*S be two vertices which are connected by some
path v in I' — N*S. We are going to transform the path 7 into some path
~" where all vertices are in B[C] — S. If v is entirely in B[C] we are done.
Hence we may assume that there exist a first vertex v,, of v which does not
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lie in B[C]. Thus for some D ~ C we have v, ¢ N*D. Since k > 1, we have
Um—1 € N*DND. For some n > m we find a vertex v,, which is the first vertex
after v, lying in N*D again. As v, is the first one, we have v, € N*D N D,
too. Since N*D N D is connected, we can choose a path from v,,—1 to v, inside
N®D N D. This is a path inside B[C] by Lemma Note that this path does
not use v, anymore. Moreover, the new segment cannot meet any point in S
because otherwise v, € N*S. The path from v, € B[C] — NS to v is shorter
than . Hence, by induction, v, is connected to v in B[C] — S; and we can
transform ~y as desired. ([

Lemma 4.6 Let C € Copy and g € Aut(T') be such that g(C) ~ C. Then we
have g(B[C]) = B|[C].

Proof. Letv € B[C] =N{N*D | D~ C },thengv € {N"gD | gD ~gC}
for all ¢ € Aut(I'). Now, if D ~ C and gC ~ C for some g € G, then
gD ~ gC ~ C. Hence, gv € B[C]. O

Lemma 4.7 Let I' be a connected, locally finite, and accessible graph such that
a group G acts on I' with finitely many orbits. Let C' € Copy. Then the stabilizer
Gie) ={9€G | gC~C} of the vertex [C] = {D [ C~ D} € V(T(Copt))
acts with finitely many orbits on the block B[C].

Proof. Since G acts with finitely many orbits on I, it acts with finitely many
orbits on the set Copi. For D ~ gD ~ C we have g € G|¢) by Lemma
Hence, G|¢) acts with finitely many orbits on [C]. This implies that G¢) acts
with finitely many orbits on the union J{8D | D ~ C }.

We are going to show that there is some m € N such that for every v € B[C]
there is a cut D € [C] with d(v, 8D) < m. This implies the lemma since T is
locally finite.

Let v € B[C]. If v € N*D N D for some D ~ C, then we have d(v, BD) < k
(recall that « is a fixed constant). Thus it remains to consider the case v € D
for all D ~ C.

Let U be a finite subset of B[C] such that B[C] C G-U. There is a constant
m > k such that d(u,3C) < m for u € U. We conclude that for the node
v € B[C] there is some g € G and F = gC such that d(v, 3E) < m. Thus, we
actually may assume v € SF and show that this implies v € |J A8D.

D~C

Because C and E are nested, we can assume (after replacing F with E if
necessary) that C C E o_rF CC. IfCcC E (thus E C 6_), then BE C BC U C.
But v € C, hence v € fC = BC. On the other hand, if E G C, then there is a
D ~ C suchthat E C D ; C. Tt follows that v € DNSE C DN(SDUD) C 3D.

(I

A graph T is said to have more than one end if there is a finite set S C V()
such that I' — S has at least two infinite connected components. Otherwise, it
has at most one end. Since we only consider connected and locally finite graphs,
it follows that I' has more than one end if and only if there exists a bi-infinite
simple path a such that C(«) # 0.

The key property of blocks is that blocks cannot have more than one end:

Proposition 4.8 For C € Copt the block B[C] has at most one end.
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Proof. Assume by contradiction that B[C] has more than one end. By
Lemma B[C] is connected, hence there is a bi-infinite simple path « and
a finite subset S C B[C] such that two different connected components of
B[C] — S contain infinitely many elements of a. However, for all D ~ C we
have a C B[C] € N*D and N*D N D is finite. Hence for all D ~ C almost all
nodes of o are in D and ‘oz ﬁﬁ‘ < 00.

By Lemma 5] there are two different connected components of T' — N¢S
containing each infinitely many elements of «. Thus, the set C(«) is not empty,
hence there is an optimal cut E € Copt(c). This means |o N E| = 0o = |a N E|.
The cuts C and E are nested. We cannot have E C C or E C C because
|aﬁ€‘ < oo. Hence, by symmetry E ; C. By Lemma [B.8 there is some
D € [C] such that E C D & C. But we have just seen that almost all nodes of
a belong to D. Thus, |a N E| < co. This is a contradiction. (]

4.1 Actions on accessible graphs

In this section G denotes a class of groups which is closed under taking normal
subgroups of finite index. In our application G will be the class of all finite
groups. But actually many other classes of groups are closed under taking
finite-index normal subgroups as e.g. the class of f.g. virtually free groups or
e.g. the class of finitely presented groups.

Proposition 4.9 Let I' is a connected, locally finite, and accessible graph such
that Aut(D)\I" is finite and let G be a group acting on T' such that all vertex
stabilizers G, = {g € G | gv = v } belong to the class G. Then we have:

1. The group G acts with virtually G edge stabilizers on the tree T (Copy)-

2. If B[C] is finite for all C € Cops, then G acts with virtually G vertex
stabilizers on the tree T(Copt)-

Proof. First, let ) # U C V(I') be any finite set. The action of G induces
a homomorphism from the stabilizer Gy = {g € G | gU C U } to the finite
group of permutations on U. Its kernel is [,y Gu-

Now fix one vertex v € U. Then for every k € N an element g € G, defines
a permutation on the set of vertices {u € V(I') | d(v,u) <k }. Choose k large
enough such that U C {uw € V(I') | d(v,u) <k } and let N be the kernel of the
map G, — Sym({u € V(') | d(v,u) <k }). Then N has finite index in G,
because I' is locally finite. The action of G on V(I') is with G-stabilizers and G
closed under forming finite index normal subgroups, so NV is G. Furthermore,
N <N,ev Gu < Gy with finite index and so Gy is virtually G.

An element in an edge stabilizer G (c,0} maps BC to itself. Since SC is
finite, G (C.C} is virtually G.

Now, let g € G|¢j, then we have g(B[C]) = B[C] by Lemma L6l If B[C] is
finite, G¢j is virtually G. (I

5 Finite treewidth

Tree decompositions were introduced by Robertson and Seymour in connection
with their famous result on graph minors, [25]. For some basic properties of
tree decompositions see [10].
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Definition 5.1 LetT' = (V(T'), E(T')) be a graph and P(T) the family of subsets
of V(I'). A tree T = (V(T),E(T)) together with a mapping

V(T)— PI), t— X,
is called tree decomposition of I' if the following conditions are fulfilled:

(T1) For every node v € V(T') there is some t € V(T) such that v € Xy, i.e.,
V(I) =Uevr) Xe-

(T2) For every edge wv € E(T') there is some t € V(T') such that u,v € X;.

(T3) If v e X;NXs, then we have v € X, for all vertices v of the tree which are
on the unique geodesic path from s tot, i.e., the set {t € V(T) | v e X; }
forms a subtree of T.

Let k € N. A graph T is said to have treewidth k if there exists a tree
decomposition such that | X¢| < k+1 for allt € V(T). We say that T has finite
treewidth if it has treewidth k for some k € N. The sets X; are called buckets
or bags.

Lemma 5.2 If T' has finite treewidth, then all subgraphs of T' have finite
treewidth, too.

Proof. Trivial. 0

Lemma 5.3 If I" is locally finite of finite treewidth k, then there is a tree de-
composition T = (V(T), E(T)) satisfying the following conditions.

1. Each vertex v € T' occurs in finitely many bags, only.
2. We have 1 < |X| <k for all bags X. In particular, bags are not empty.

3. If two bags X and Y are connected by some edge in the tree E(T), then
XNY #£0.

4. The tree T is locally finite.

Proof. We start with a tree decomposition T' = (V(T'), E(T')) such that | X;| <
k for allt € V(T') and show that we can transform it into one meeting the desired
conditions. For every edge uv € E(T") choose and fix some vertex ¢t = t,,, € V(T)
with u,v € X;. Now, for each vertex u let T}, be the finite subtree spanned by
the t,, for v € V(T'). It is finite because I is locally finite. Remove u from all
bags which do not belong to T,. This yields still a tree decomposition.

Next, let x € X and y € Y where X and Y are two bags, and let =z =
ZTg,..., Ty = y be some path in I' connecting = and y. Let Z be on the
geodesic in the tree T from bag X to bag Y. An induction on n shows that
Z N {xo,...,2n} # 0. Removing all empty bags we therefore have still a tree
decomposition.

Now, if in addition, x € X, y € Y and X and Y are neighbors in the tree
T, then we can define ¢ = max{¢ | z; € X }. We have ¢ > 0 and if ¢ = n, then
y € XNY. Thus, we may assume ¢ < n. Looking at the location where z;, x;41
are in the same bag, we see that z; € Y.

Now, we can put things together to derive that T is locally finite: For each
bag X each of the neighbors contains at least one element of X. But every x is
contained in at most finitely many bags. Hence, the result follows. (I
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Lemma 5.4 Let T be a graph of finite trecwidth and uniformly bounded degree.
Then there exists some k € N such that: For every one-sided infinite simple

path vy, every vg € V(I'), and every n € N there is a k-cut D with d(vy, D) > n,
vo € D, and ’Dﬂv‘ = 0.

Remark 5.5 It follows from the following proofs that in the case of I' being a
locally finite Cayley graph also the converse of the lemma holds. Thus, when
restricting to Cayley graphs of f.g. groups, the statement of Lemma (.4 gives
a characterization of Cayley graphs of context-free groups by its own. A very
similar result is due to Woess [31]. Is states that a group is context-free if and
only if the ends of its Cayley graph have uniformly bounded diameter.

Proof. Let d be the maximal degree of I' and let m = max { |X;| | t € V(T) }
be the maximal size of a bag in the tree decomposition (T, X'). We let k = dm.

Let tg € V(T) such that vg € Xy,. Consider vertices u,v € V(T') — Xy,
which are in bags of two different connected components of T' — tg. Then every
path from u to v has a vertex in Xy, so u and v are not in the same connected
component of I' — X, . Now let Cy, 5 be the connected component of I' — X,
which contains infinitely many vertices of . Then the set C, , is contained
in the union of the bags of one connected component of T' — ty3. Let ¢; be the
neighbor of ¢y in this connected component, which is uniquely defined because
T is a tree.

Repeating this procedure yields a simple path tg,¢1,t2,... in T and a se-
quence of connected sets Cy, ~, Cly vy, Cly ys - - - such that |y N Cy, 4| = oo for all
i € N. By Lemma [5.3] we may assume that every node v € V(TI') is contained
in only finitely many bags. Hence, we can choose ¢ large enough such that X,
does not contain any v € V(I') with d(vo,v) < n.

Now, let D be the connected component of Tm which contains vg. Then
D is connected because every vertex in another connected component of C,
is connected with Cy, - inside of D.

Since every edge of §D has one node in X;,, we have |§D| < dm = k. Thus,
D is a k-cut with vy € D and |ﬁ N 'y} = o0o. Furthermore, since every path from

vo to a vertex v € D uses a vertex of X,, we have d(vo,ﬁ) > n.
O

Proposition 5.6 Let I' be a graph of finite treewidth and uniformly bounded
degree. Then T is accessible.

Proof. Let a be a bi-infinite simple path such that C(a) # () and let C € C(a).
We fix a vertex vy € BC and we let n = max{d(vg,w) | we BC }. Let k € N
be according to Lemmalb.4l It follows that there is a k-cut D with ‘a N ﬁ| = 00,
vo € D, and d(vo, D) > n. Because of the choice of n, we also have 3C C D
what means that either C C D or C C D. In either case D splits « in two

infinite pieces. 0

Lemma 5.7 Let I' be a connected, locally finite, and infinite graph such that
Aut(T)\T s finite. Then there is a bi-infinite geodesic.

Proof. There are arbitrarily long geodesics, hence geodesics of every length.
For each geodesics v with an odd number of vertices let m() be the vertex in
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the middle. Because Aut(T") \ T is finite, there exists a single vertex vy such
that infinitely many geodesics v satisfy m(y) = vg. These geodesics form the
vertices of a tree as follows: The root is vy (viewed as a geodesic of length
0). The parent of a geodesic (V_g,V_k+1,.--,00,--.,Vk—1,Vk) is defined as
(U—k41y---500,.-.,Vx—1). Since I' is locally finite, we obtain an infinite tree
where each node has finite degree. By Konigs Lemma there is an infinite path,
which defines a bi-infinite geodesic through vy. (|

Note that we cannot remove any of the requirements in Lemma B7 In
particular, we cannot remove that Aut(I')\I" is finite. For example consider the
graph " with V(') =Z and E(T") = { (n,n £ 1),(n,—n) | n € Z }. This graph
is connected, locally finite, and infinite. It has a bi-infinite simple path, but
there is no bi-infinite geodesic.

Lemma 5.8 Let I be connected, locally finite, and infinite such that Aut(T")\T
is finite and let I have finite treewidth. Then I' has more than one end.

Proof. The graph I' has uniformly bounded degree because it is locally finite
and Aut(T)\T is finite. By Lemma B4l there is some k such that for every
n €N, vg € V(I') and every one-sided infinite simple path « there is a k-cut C
with vo € C, d(vg,C) > n, and |6ﬁo¢‘ = 0.

By Lemma [£J] there are only finitely many orbits of k-cuts un-
der the action of Aut(I'). Therefore, there is some m € N such that
max { d(u,v) | u,v € BC } < m for all k-cuts C.

Assume that T'(G) has only one end. Now, by Lemma (.7 there is a bi-

infinite geodesic v = ..., v_3,v_1,v0,v1,02.. ... Let C be a k-cut with d(vo, C) >
m such that vg € C and |aNC| = co. Then |aNC| < oo, for otherwise
C(a) # 0.

Hence, there are ¢,j > m with v_;,v; € BCNC. But this implies d(v_;, vj) =
d(v_i,vo) + d(vo,v;) > 2m in contradiction to d(u,v) < m for all u,v € fC. O

Now we have all the tools to state and prove our main theorem.

Theorem 5.9 Let G be a class of groups which is closed under taking finite-
indexr normal subgroups. Let T be a connected, locally finite graph of finite
treewidth. Let a group G act on T such that G\T is finite and each node stabilizer
G, isingG.

Then G acts on the tree T(Copt) such that all vertex and edge stabilizers are
virtually G and G\T (Copt) is finite.

Proof. The blocks B[C] have finite treewidth by Lemma By Lemma 7]
G acts with finitely many orbits on B[C]. Hence, we can apply Lemma 5.8
what implies that the blocks are finite or have more than one end. The latter
case is excluded by Proposition [4.8] which states that they have at most one
end. That means that the blocks are finite. The theorem then follows with
Lemma [£.1] and Proposition d

Corollary 5.10 Let a group G act on a connected, locally finite graph T of

finite treewidth such that G\I' is finite and each node stabilizer G, is finite.
Then G is the fundamental group of a finite graph of finite groups.
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Proof. By Theorem 5.9, G acts on a tree T' with finite vertex stabilizers such
that G\T is finite. Bass-Serre theory ([27]) yields the result. O

Note that if we know that G is finitely generated, then the condition |G\I'| <
00 in Theorem [5.9] and Corollary 510 is no real restriction since in this case we
always can construct a subgraph of I' on which G acts with finitely many orbits.
To do that we proceed as follows: Let X be a finite generating set of G and let
vg € V(T') be some arbitrary vertex. For all a € ¥ we fix paths ~, from vy to
avg. Let A be the subgraph of I' induced by the vertex set G - J,cy, Va- This
graph is connected, locally finite and it has finite treewidth by Lemma

Another interesting observation about the tree T'(Cops) is that together with
the blocks B[C] it forms a tree decomposition of I" of finite width.

6 Context-free groups

A formal language is a subset L of the free monoid ¥* over some alphabet X.
Here, an alphabet simply means any finite set. We say that a class IC of formal
languages is closed under inverse homomorphism if L € K implies v~ 1(L) € K
for all homomorphisms 1) : ¥* — X*. Almost all classes investigated in formal
language theory or complexity theory are closed under inverse homomorphism,
see e.g. [I7]. For example, all classes in the Chomsky hierarchy have this prop-
erty. Other examples are the classes of deterministic context-free languages, the
class of languages where the membership problem can be solved in polynomial
time, and the class of recursive languages.

Let K be a class of languages which is closed under inverse homomorphisms.
We say that the word problem of a group G belongs to the class K if there is
homomorphism 7 : ¥* — G onto G such that 7=1(1) € K. This is a property of
G and does not depend on the presentation 7 : ¥* — G: Indeed, let 7’ : " —
G be another presentation of G. Since X* is free, we find a homomorphism
¥+ X" — ¥* such that 7’ = 7w o). Hence, 7/~1(1) = v~ (x~1(1)) € K. For
simplicity, we say that a group G is context-free if the word problem of G is
context-free. By well-known and classical results of Anisimov it is known that
all context-free groups are finitely presented [2, Thm. 2| (see also Section [6.0.3));
and the word problem of a group G is regular if and only if G is finite [I, Thm. 1].
The proofs of these facts are actually very easy by using the standard “pumping
properties” of context-free (resp. regular) languages.

6.0.1 Solving the word problem using deterministic pushdown au-
tomata

Let G be a finitely generated virtually free group and F(X) be a free subgroup of
finite index. Choose a set R with 1 € R C G such that the canonical projection
G — F(X)\G induces a bijection between R and the finite quotient F/(X)\G.
We use the disjoint union ¥ = X* U R as a finite generating alphabet, where
X+ = X UX~L. For all letters a,b € ¥ we can define rewrite rules as follows:

ab — xgpr  if Tap is a word over X* and r € R such that ab = zgr € G.
This system can be used by a deterministic pushdown automaton transform-

ing an input word w € ¥* into its normal form w = zr with z € (X*)* and
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r € R: First, we choose k € N such that k > |z,pr| for all rules ab — x4pr. The
pushdown stack contains freely reduced words over X*, the set of states are the
words yr € F(X)- R of length at most k. We start with an empty stack in state
1 € R and with the input word w. We perform the following instructions:

e If the input is empty and the state is a letter » € R, then stop.

o If the state is a letter s € R, but the input is not empty, then read the next
input letter b and change the state to x4, according to the rule sb — xqpr.

o If the state is a word ys € F(X)- R with 1 # y € F(X) and the stack
content is a freely reduced word z over X*, then replace (within less than
k steps) z by the freely reduced word corresponding the group element
zy € F(X), and after that switch to the state s € R.

The description how the pushdown automaton works is just standard way
how to compute normal forms in linear time. Indeed, if we start with an input
word w, then we stop in a configuration where z is a freely reduced word on
the stack and we are in some state » € R. It is clear that w = xr € G. Hence,
in order to solve the word problem we only have to check whether z = 1 and
r=1.

6.0.2 Finitely generated virtually free groups are context-free

The statement itself follows from the precedent subsection and standard facts
how to transform a pushdown automaton into a context-free grammar, see any
textbook on formal languages like [I7]. Let us recall however that, a priori,
the class of context-free groups could be larger than the class of deterministic
context-free groups.

It is well-known that there are context-free languages which are not de-
terministic context-free. Indeed, consider the group Z x Z with generators
a=(1,0), b=(0,1), and ¢ = (—1,—1). A standard exercise shows that set of
the words w € {a, b, c}" which are equal to (0,0) is not context-free, but its com-
plement is context-free. It cannot be deterministic context-free because deter-
ministic context-free languages are closed under complementation, [I7]. Thus,
7 x 7 is co-context-free in the sense of [16]. The class of co-context-free groups
is very interesting in its own, for example it includes the Higman-Thompson
group [22].

6.0.3 Context-free groups are finitely presented

Anisimov [2] used the so-called uvway-Theorem in order to show that context-
free groups are finitely presented. We obtain however a more concise finite
presentation by using the production rules of a context-free grammar as defining
relations. To be more precise, let 7 : ¥* — G a surjective homomorphism such
that Lg = {w € ¥* | m(w) =1 } is context-free. Let (V, 3, P, S) be a context-
free grammar which generates L according to the notation of [I7]: This means
V' NY = ( and all production rules of P have the form A — o where A € V
is a variable and « € (VU X)* is a word. We may assume that every variable
A € V appears in some derivation

S == yAl == w € ©*.
P P
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(If there is no such derivation, we may remove A from the grammar.) Now, the
canonical homomorphisms ¥* — F(X) - F(VUZX) — F(VUZX)/P yield an
isomorphism:

G="/{u=1|uelg}— F(VUS)/P.

This fact has a straightforward verification. It has been generalized to other
languages and grammar types leading to the notion of Hotz-isomorphism. We
refer to [9] for details and some open problems in this area.

6.0.4 Quasi-isometric sections

This section yields a direct construction of a context-free grammar (in Chomsky
normal form) associated to a f.g. virtually free group. Thus, we do not rely on
any formal definition for a push-down automaton or the result that the accepted
language of push-down automaton is always context-free. This is standard fact
in formal language theory, but its proof is non-trivial. So we prefer to circum-
vent these constructions. We shall use the fact that virtually free groups have
a presentation with a quasi-isometric section as defined below. In [5] Brid-
son and Gilman introduced quasi-isometric sections as broomlike combings and
proved that the groups with quasi-isometric sections are exactly the virtually
free groups.

Throughout this section we assume that G is finitely generated and 7 : ¥* —
G refers to a a monoid presentation. This means ¥ is a finite alphabet and m
is a surjective homomorphism. By abuse of language, we simply write ga for
gm(a). The set of words ¥* forms a tree. The empty word ¢ is the root and a
word w has the children ua for letters a € ¥. The geodesic distance d(u,v) in
the tree X* yields a natural metric on ¥*. That means, we have d(u,v) = d
if and only if d = |u/| + |v'| where u = pu’ and v = pv’ and p is the longest
common prefix of u and v. We are interested in sections of 7 which define quasi-
isometric embeddings of the Cayleygraph of G (w.r.t. =) into the tree X. We
abbreviate this as a quasi-isometric section and use the following definition. A
quasi-isometric section of G is a mapping o : G — ¥* such that

(1) we have (1) =&,
(2) we have w(o(g)) = g for all g € G,

(3) there is some 1 < k € N such that d(o(g),0(ga)) < k for all g € G and
a€ .

Note that o(G) yields a set of normal forms with € € ¢(G). The important
property is however that vertices g, h of distance d in the Cayley graph of G
(w.r.t. m) have representing words of distance at most kd in the tree X*.

The existence of a quasi-isometric section depends only on the group G and
not on its presentation 7 : 3* — G: Indeed, let 0 : G — X* be a quasi-isometric
section of G and 7’ : ¥* — G be another monoid presentation. Then we find a
homomorphism 7 : ¥* — ¥"* such that w(w) = 7’(7(w)) for all words w € ¥*.
Now, the set of normal forms o(G) is mapped onto the set of normal forms
7(0(@Q)) satisfying (1) and (2). Moreover, consider u = pu’ and v = pv’ with
|u’| + |[v'| < k. Then there is some constant ¢ (depending only on 7) such that
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|7(u")|+ |7(v")] < k€. This shows (3) for oo : G — X*. Thus, we can say that
G has a quasi-isometric section.

It follows from Section that f.g. virtually groups have quasi-isometric
sections.

Now, let G have a quasi-isometric section o : G — X* for some monoid
presentation 7 : £* — G. We let k£ > 1 such that d(o(g),0(ga)) < k for all
(g,a) € G x X. We are going to define a context-free grammar for the language
Lo ={we¥* | m(w) =1}. The grammar will be in Chomsky normal form.
First we choose a symbol S (which is outside of G U ¥*) as axiom, then we let

V={Stu{geG [lo(g)<k}.

Thus, the set of variables consists of the axiom S and a finite subset of G.
We have the following set P of rules:

1. S — ¢ is the so-called e-rule in order to produce the empty word.
2. S — afor all a € ¥ such that 7(a) = 1.

3. 8= BC for all B,C € VNG such that 1 = BC' in G.

4. A— BC for all A,B,C € VNG such that A= BC in G.

5. A—aforall Ae VNG and all a € ¥ such that A = 7(a) in G.

It is clear that whenever S :;> w € ¥*, then we have m(w) = 1. Now we

show the converse. For words u,v € ¥* we denote by [u~1v] the group element

7(u)~17(v) in G. Thus, [u~1v] is a short hand for the expression 7(u)~ 7 (v).
Now, let w = ay---a, with a; € ¥ and w(w) = 1. We have to show that

there is a derivation S :;> w. The first two types of the rules in P show

that this is true if n < 1. Hence we may assume n > 2. Let us define words
u; = ap---a; € X* for 0 < i < n. Then we have m(ug) = 7(u,) = 1. Note
that [u; Y u;] = 7(a;) for all 1 <4 < n. In particular, [u; ;] € V NG for all
1 <4 < n because |o(m(a;))| < k for 1 < i < n by the choice of k. We have
rules [u;lluz] — q; for all 1 < ¢ < n and it remains to show that there is some
derivation
§ =2 fug ] [y

Now let ug, ... u, be any sequence of words words u; € ¥* such that n > 2,
m(up) = m(u,) = 1 and [u; 'ju;] € V for 1 <i < n. We are going to show that
this already implies that there is a derivation S :;> [ug Yuy] -+ [urtjuy,]. For
n = 2 we have a rule

S — [ug tu][uy M ug).

Hence, we may assume n > 3 and we use induction. As n > 2 we may choose
and fix some index m with 0 < m < n such that |o(m(us,))| is at least as large
as any other |o(7(u;))| for 0 < i < n. It follows

)

|0 ([t tma])| < maxc { o ([u, " yum])] o (fuz wma])| } < k-

The set P includes a rule

i i) = bttt 1)
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Now we are done since by induction

S = fug ] gt [ )

6.0.5 Cayley graphs of context-free groups have finite treewidth

Muller and Schupp have shown that a Cayley graph of a context-free group
has a k-triangulation [23]. The definition of a k-triangulation is technical. We
skip it here because the proof in [23] can also be used to show directly that a
Cayley graph of a context-free group has finite treewidth. This suffices for our
purposes.

Proposition 6.1 Let T be a Cayley graph of a context-free group G with respect
to a finite generating set X. Then I' has finite treewidth.

Proof. If G is finite, then the assertion is trivial. Hence, let G be infinite. We
may assume that 1 ¢ X C G.

The vertex set of I" is the group G, by B,, we denote the ball of radius n
around the origin 1 € G. Hence B, = {g € G | d(1,9) < n }. We are heading
for a tree decomposition where certain finite subsets of G become nodes in the
tree. For n € N we define sets V,, of level n such that V5 = {I' — 1} and
V., = {C | C is a connected component of I — By, } for n > 1. This defines a
tree T' with root Bj as follows:

V(I)={BC | C€V,,neN}.
E(T) = {{BC,BD} | DCC€V,,DEVpi1,neN}

The nodes are subsets of G, hence we can identify nodes ¢ € T with their bags
X; CG. If {g,h} is an edge in the Cayley graph T, then there are essentially
two cases; either d(1,¢9) =n and d(1,h) =n+1 or d(1,9) = d(1,h) =n+ 1 for
some n. In both cases the elements g, h are in some bag B8C for some C € V,
and n € N.

It remains to show that |3C| is bounded by some constant for all C' €
Vo, n € N. It is here where the context-freeness comes into the play. We
denote ¥ = X U X~ !. This is a set of monoid generators of G. We let Lg =
{weX* |w=1€G} its associated group language. By hypothesis, Lg is
generated by some context-free grammar (V, 3, P, S), and we may assume that
it is in Chomsky normal form. This means all rules are either of the form
A — BC with A,B,C € V or of the form A — a with A € V and a € ¥* such
that |a| < 1. We write A :;> a, if we can derive a € (V U X)* with production

rules from P. We define a constant & € N, k > 1 such that

kJZmaxmin{|w| ‘ A= wex* }
Aev P

Consider C € V,, and n € N. Let g,h € fC. We are going to show that
d(g,h) < 3k. For n =0 we have SC = B;. Hence, we may assume n > 1.

Let a be a geodesic path from 1 to g with label u € ¥*, v a geodesic path
from h to 1 with label w € ¥*, and 8 some path from g to h with label v € ¥*
which is entirely contained in C'. Such a path exists since C' is connected. The
composition of these paths forms a closed path afv with label wvw. We have
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uvw € Lg and there is a derivation S == uvw. We may assume that |v] > 2

because otherwise there is nothing to do.
Since the grammar is in Chomsky normal form we can find a rule A — BC
and derivations as follows:

S = v/ Aw' = v'BCw' == u'v'v""vw' = uvw
P P P
such that B :;> v, C :;> v, and |u/| < |ul < [W/'V'| < uv| < Juv'v").

This yields three nodes x € «, y € 3, and z € 7 such that d(z,y), d(y, 2),
d(x,z) < k. (These three nodes correspond exactly to a triangle with endpoints
x,y, z in the k-triangulation of the closed path a7y in [23].)

Figure 7: The distance between g and h is bounded by 3k.

Now we have:
d(xvg) = d(lvg) - d(l,l‘) S d(lay) - d(lvx) S d(xvy)

The first equality holds because « is geodesic and = lies on «; the second one
because d(1,g9) < n+1 < d(1,y). Likewise we obtain d(z,h) < d(z,y). Thus, it
follows
d(g, h) < d(g,x) + d(z, z) + d(z, h)
<d(y,z)+d(z,z) +d(z,y) < 3k.

This implies that the size of the bags is uniformly bounded by some constant
since I' has uniformly bounded degree. O

6.1 The result of Muller and Schupp revisited

To date various equivalent characterizations of context-free groups are known.
The following theorem mentions only those characterizations which we met in
this paper for proving the fundamental result of Muller and Schupp that context-
free groups are virtually free.

Theorem 6.2 Let G be a finitely generated group and I be its Cayley graph with
respect to some finite set of generators. The following assertions are equivalent.
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1. G is virtually free.
. G is deterministic context-free.

. T has a quasi-isometric section.

2
3
4. G is context-free.
5. T has finite treewidth.
6

. The group G 1is the fundamental group of a finite graph of finite groups.

Proof. A review on the implications[[l =2l [l — B RZl=— @ and Bfl— @ —
has been given in this section. The implication Bl =-[flis a direct consequence
of Corollary 510l The last implication 6l = [l follows from [I§]. O

7 Accessibility of groups

In this section we assume all groups to be finitely generated. As another ap-
plication of the construction in Section [B] and Section @] we give a proof of a
theorem of Thomassen and Woess [30, Thm. 1.1]. It is an important corollary
of [8, Thm. IT 2.20] where Dicks and Dunwoody develop their the structure tree
theory. This result allows us to consider all groups which act on a locally finite,
connected, accessible graph with finite stabilizers and finitely many orbits, and
not only those which act on graphs of finite treewidth. The result in [30] gave
birth to the notion of accessibility for graphs.

We need some standard facts of Bass-Serre theory. The following lemma is
well-known, see e.g. [7]. For convenience of the reader, we give a proof.

Lemma 7.1 Let G be a f.g. fundamental group of a finite graph of groups with
finite edge groups. Then every vertex group is finitely generated.

Proof. We give a sketch only. Let V' be the set of vertices, Y be the set of edges
of the finite graph, and Z be the union over all edge groups. For each vertex
v € V let X, be some generating set of the vertex group G,. Then there is a
finite generating set X inside (J{ X, |v €V } UY UZ such that Y U Z C X.
Now consider any = € X, it is enough to show that x can be expressed as a
product over X N X,,. To see this, write = as shortest word in X. Assume this
word contained a factor yzy~! with y € Y and where z belongs to edge group of
y sitting in Gy(y), then we could perform a “Britton reduction” replacing yzy !
by some 2’ in the edge group of 7 sitting in G(y)- This would lead to a shorter
word, since Y U Z C X. Hence, this is impossible; and the word representing
x is “Britton reduced”. This implies that the word uses letters from X N X,
only. ([

Definition 7.2 1. A group is called more than one ended (resp. at most one
ended) if its Cayley graph has more than one end (resp. at most one end).
(This definition does not depend on the choice of the finite generating set
for the Cayley graph.)

2. A group G is called accessible if it acts on a tree with finitely many orbits,
finite edge stabilizers, and vertex stabilizers with at most one end.
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If a group G is accessible, then Bass-Serre theory yields an upper bound
on the number how often G can be split properly as an HNN-extension or
amalgamated product over finite subgroups. This observation is also another
definition of accessibility used frequently in literature. The link to accessibility
of the corresponding Cayley graphs is due to the next proposition.

Proposition 7.3 Let G be a f.g. group which acts on a tree with finitely many
orbits, finite edge stabilizers and no vertex stabilizer having more than one end.
Then the Cayley graph T' of G is accessible.

Proof. Again, we give only a sketch. Bass-Serre theory tells us that G is the
fundamental group of a finite graph of groups with finite edge groups. By
Lemma [T every vertex group G, is finitely generated. We only consider the
case where G = A gy B is an amalgamated product of two f.g. groups A and B
over a common finite subgroup. The case of HNN-extensions follows analogously
and is left to the reader.

We assume that A and B have accessible Cayley graphs and show that this
implies that G = A xgy B has an accessible Cayley graph. Then Proposition [7.3]
follows by induction.

Let A be generated by X4 and B be generated by Xp, where X4 and Xp
are finite. As a generating set for G we use X = H U HX,H U HXpH and
we may assume that I' is the Cayley graph of G w.r.t. X. We may regard
the Cayley graphs of A and B as subgraphs of I" and refer to them as A or
B. Now, consider any bi-infinite simple path « in I' such that there is a cut
C (of finite weight) with |C Na| = |CNa| = co. We can assume that [§C| is
minimal among all such cuts. In order to show that I' is accessible we need a
uniform bound on |§C|. The path « gives us a bi-infinite sequence of labels in
X. We may assume the origin 1 € G is a vertex of a. If all the labels belong to
HUHX4H, then the path is entirely in A. So by hypothesis there is an upper
bound on |6C|. Thus we may assume that there is at least one label in A\ H
and one label in B\ H and that 1 is sitting between two such labels of minimal
distance. Without restriction the label on the right of 1 belongs to A\ H and on
the left it belongs to B. Let 1 = zg, z1,x2, ... be the one-sided infinite sequence
of vertices of a going to the right of 1 and ..., y2,vy1,y0 = 1 the corresponding
one on the left. For every z € G the set HzH is finite. Hence, switching to
infinite subsequences of xg, z1,22,... and ..., ys2, Y1, Yo We may assume that no
xi_lzj or yjyi_l belongs to H for i < j. Grouping consecutive labels from A\ H
(resp. B\ H) into blocks we obtain sequences

hj,...,ha,h1,91,92 .. g

such that ¢ € A\ H, hy € B\ H, and the g- and the h-vertices alternate
between A\ H and B\ H. It might happen that ¢ or j remains bounded, but
there are sequences with 1 < 4, 5. The final step is to observe that every path
connecting g1 ---g; to (hj---h1)~! must use a vertex from H. This is due to
the normal form theorem for amalgamated products. (|

Now, we can state the main result of this section. We use the notation of
Section [

27



Theorem 7.4 Let I" be a locally finite, connected, accessible graph. Let G act
on T' such that G\I' is finite and each node stabilizer G, is finite. Then G
acts on the tree T (Copt) with finitely many orbits, finite edge stabilizers, and no
vertex stabilizer has more than one end.

Proof. By Lemma [£.1] and Proposition L9, we know that G acts with finitely
many orbits and finite edge stabilizers on T'(Copt). Now consider a vertex sta-
bilizer G|¢) for some C' € Copy. By Lemma [l we have that G|¢ is finitely
generated. Thus, its Cayley graph is locally finite and the number of ends is
defined.

The block B[C] has at most one end by Proposition @8 So it suffices to
show that if the Cayley graph of G| has more than one end, then B[C] has
more than one end, too.

Because of Lemma [L7] there is a finite set of representatives U C B[C] such
that Gjc) - U = B[C]. More precisely, we can identify B[C] with Gj¢) x U. Let
Z={9€G | Ju,veU : (u,gv) € ET) }. Then we have |Z| < oo since
U is finite, I is locally finite, and all vertex stabilizers are finite. Thus, we can
define m = max{d(1l,a) | a € Z} < oo (here, d denotes the distance in the
Cayley graph of G|¢1).

Assume that G|¢) has more than one end. Then the Cayley graph of G|
has a cut of finite weight D C G|} with [D| = |D| = co. We claim that there
are only finitely many pairs g, h such that g € D, h € G|¢] — D and g 'heZ.

Indeed, since g~'h € Z, there is is a path of length at most m from g to
h in the Cayley graph of G¢). Since g € D and h € G|¢) — D, this path uses
an edge of §D. Since dD is finite and the Cayley graph is locally finite, there
are only finitely many such paths of length at most m. Hence, there are only
finitely many such g and h.

Now consider E = {gu | g € D,u € U } C B[C]. Every edge of the bound-
ary 0F inside B[C] has endpoints gu and hv with g € D, h € G\ D and
u,v € U. By the above claim there are only finitely many choices for g and h.
Together with the finiteness of U this implies that FE has finite boundary inside
B[C].

Thus, BE C B[C] is a finite set of vertices. Since |D| = |D| = oo and
B[C] = G|¢)xU, we see that |E| = |Bo \ E| = oo, too. Since B[C] is connected,
B[C]—BE has more than one infinite connected component. This in turn implies
that B[C] has more than one end. O

Corollary 7.5 ([8],[30]) A finitely generated group is accessible if and only if
its Cayley graph is accessible.

Proof. If the Cayley graph of G is accessible, then Theorem [T 4] shows that the
group G is accessible. The converse is stated in Proposition [[3] O

8 Conclusion

The paper gives direct and simplified proofs for two fundamental results: 1. The
Theorem of Muller and Schupp [23] (context-free groups are exactly the f.g. vir-
tually free groups, Theorem [6.2]) and 2. the accessibility result Corollary [Z.3] by
Dicks and Dunwoody resp. Thomassen and Woess. This became possible due
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to the paper of Kron [19]. The intuition behind our construction is that having
a Cayley graph of finite tree width should unravel a simplicial tree on which the
group acts with finitely many orbits and finite node stabilizers. This intuition
is worked out into a mathematical fact here. In particular, if we start with a
context-free group G, the construction yields that G is a fundamental group of a
finite graph of finite groups by standard Bass-Serre theory. By [I8], fundamen-
tal groups of finite graphs of finite groups are f.g. virtually free. Together this
yields the proof for the difficult direction in the characterization of context-free
groups by Muller and Schupp.

A future research program is to investigate whether our constructions can
be performed effectively. The problem is to find the minimal cuts, i.e., to decide
whether a given cut is minimal with respect to some bi-infinite simple path. If
this could be done in elementary time for graphs of finite tree width, it would
lead to an elementary time algorithm for the isomorphism problem of context-
free groups by first constructing the graphs of groups and then using Krstic’s
algorithm ([20]) to check whether the fundamental groups are isomorphic.
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