arXiv:1109.1792v4 [math.GR] 19 Oct 2016

THE SUBGROUP IDENTIFICATION PROBLEM FOR
FINITELY PRESENTED GROUPS

MAURICE CHIODO

ABSTRACT. We introduce the subgroup identification problem, and show
that there is a finitely presented group G for which it is unsolvable, and
that it is uniformly solvable in the class of finitely presented locally Hopfian
groups. This is done as an investigation into the difference between strong
and weak effective coherence for finitely presented groups.

1. INTRODUCTION

Decision problems for finitely presented groups are well-studied, going back
to the work of Dehn [8] in 1911. The word problem, of deciding when a word
represents the trivial element in a group, was the first of these to be well under-
stood, with the independent work of Boone, Britton and Novikov [3 5, 17]. A
clever adaption of this problem by the independent work of Adian and Rabin
[1, 18] gives rise to the impossibility of the isomorphism problem, of deciding
if two finite presentations describe isomorphic groups. To list all major results
in group-theoretic decision problems would be a substantial undertaking, and
we defer to [16] for an excellent introduction and survey of the discipline up to
1992.

For the remainder of this section we write X to denote all finite words on
a set X, P to denote the group given by a presentation P, and (wr,... ,wn)P
to denote the subgroup in P generated by words wy, ..., w, (see section 2] for
a clarification of this notation if required).

We introduce the following problem, and give the main result of this work.

Definition 1.1. We say that the subgroup identification problem for a finite
presentation P = (X|R) is solvable if there is a partial algorithm that, on input

of any finite set of words wy, ..., wy, € X*, and any finite presentation @ = (Y[S),

outputs (if the subgroup (w1,...,w,)" = Q) an explicit set map ¢ from Y to

{wy,...,w,}* which extends to an isomorphism ¢ : Q — (w1, ..., w,)". That is,
the induced homomorphism ¢ : Q — P is injective, and Im(¢) = (wy, ..., w, ).
Otherwise, we place no conditions on the output, or even whether it halts.

Theorem There is a finitely presented group with unsolvable subgroup
identification problem.
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As a consequence of lemma[2.0], having solvable subgroup identification prob-
lem depends only on the isomorphism class of a finite presentation.

In [9, Definition 1.1] a finitely generated group G is said to be effectively
coherent if it is coherent (all of its finitely generated subgroups are finitely
presentable) and there is an algorithm for G that, on input of a finite collection
of words S, outputs a finite presentation for the subgroup generated by S. This
motivates us to make the following two definitions:

Definition 1.2. We say a coherent group G = (X|R) is weakly effectively coher-
ent if there is an algorithm for G that, on input of a finite collection of words
S c X*, outputs a finite presentation for the subgroup (S )G generated by S.

Definition 1.3. We say a coherent group G = (X|R) is strongly effectively
coherent if there is an algorithm for G that, on input of a finite collection of
words S ¢ X*, outputs a finite presentation P = (Y|V) for the subgroup (S)¢
generated by S, along with a map ¢ : Y - X which extends to an injection
¢: P — G whose image is (S)°.

By definition, strongly effectively coherent groups are weakly effectively co-
herent. Conversely, it is imediate that the notions of strong and weak effective
coherence are equivalent in groups with solvable subgroup identification prob-
lem. A motivating (unresolved) question for this work is whether strong and
weak effective coherence are equivalent notions for all finitely presented groups.

The subgroup identification problem was formulated after the author read
the proof of [0, Lemma 1.2] and [9, Remark 1.3] where, were it not for a later
typographical correction provided in [I0, Definition 1.2], it would suggest that
the subgroup identification problem is (uniformly) solvable over all finitely pre-
sented groups. This would, in turn, imply that weak and strong effective co-
herence are equivalent notions. The groups encountered in [9] all have solvable
subgroup identification problem, as they are all locally Hopfian (see theorem B.8|
below). In addition, for all results shown in [9] all weakly effectively coherent
groups are actually proven to be strongly effectively coherent, so combined with
the typographical correction from [I0, Definition 1.2] this then becomes a moot
point. We do not suggest that there are any errors with the main conclusions of
[9]. However, [9, Lemma 1.2 and Remark 1.3] do raise an interesting question
regarding the connection between strong and weak effective coherence.

An application of standard techniques gives the following result, which should
be read very carefully as one could misinterpret it as showing that the subgroup
identification problem is uniformly solvable for all finitely presented groups.

Proposition There is a uniform partial algorithm that, on input of: A fi-
nite presentation P = (X|R) of a group, and a finite set of words w1, ..., w, € X*

such that (wi, ..., wy)¥ is finitely presentable, and Q = (Y'|S) a finite presenta-
tion such that Q = (wy, . .. ,wn)F;

Outputs: A finite set of words c1,...,c, € {w,...,w,}* such that each c; is
trivial in P (when viewed as a word in X*) and (w1,...,wp|c1, ..., cx) is iso-
P

morphic to Q and hence also to (w1, ..., wy,)
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A group G is Hopfian if every surjective endomorphism of G is an isomor-
phism, and locally Hopfian if every finitely generated subgroup is Hopfian.

Theorem B.8l The subgroup identification problem is uniformly solvable in the
class of finitely presented locally Hopfian groups. Hence, in this class of groups,
weak effective coherence is equivalent to strong effective coherence.

Thus the notions of weak and strong effective coherence are equivalent in
the class of locally Hopfian groups, and are so because in this class the sub-
group identification problem is uniformly solvable. However, as soon as we start
dealing with non-Hopfian groups, the situation is a lot different.

The following theorem, and subsequent lemma, are vital to our main result.
They show that a solution to the word problem for a finite presentation cannot
be uniformly lifted to a solution to the word problem for a recursive presenta-
tion isomorphic to that same group (so an isomosphism between the two cannot
be constructed). This contrasts the case of having a pair of isomorphic finite
presentations, where an isomorphism can be uniformly constructed (lemma2.6]).

Theorem [4.I]. There is a finite presentation P of a group with solvable word
problem (namely, the Baumslag-Solitar group BS(2,3)) for which there is no
partial algorithm that, on input of a recursive presentation Q such that P~ Q,
outputs a solution to the word problem for Q.

Lemma There is a finite presentation P = (X|R) of a group with solvable
word problem (namely, BS(2,3)) for which there is no partial algorithm that,
on input of a recursive presentation Q = (Y|S) such that P = Q, outputs a set
map ¢: X - Y* which extends to an isomorphism ¢: P — Q.

By viewing isomorphisms between groups as Tietze transformations rather
than set maps (see [13, §1.5] for a full exposition of this concept), we can re-
interpret lemma in the following way.

Lemma [4.4. There is a finite presentation P of a group with solvable word
problem (namely, BS(2,3)) for which there is no algorithm that, on input of
a recursive presentation Q such that P = Q, outputs a recursive enumeration
of Tietze transformations of type (T1) and (T2) (manipulation of relators),
and a finite set of Tietze transformations of type (T 3) and (T 4) (addition and
removal of generators), with notation as per [13l, §1.5], transforming P to Q.

A direct consequence of the Higman embedding theorem [I1l Theorem 1] is
that any recursively presented group can be uniformly embedded into a finitely
presented group. By a careful application of this result, paying special at-
tention to the uniformity in which such a finite presentation is constructed as
given in the proof of [20, Theorem 12.18], our main result (theorem [£.6]) follows.
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2. PRELIMINARIES

2.1. Standard notation. With the convention that N contains 0, we take
©Om to be the m™ partial recursive function o : N - N, and the m'™ partial
recursive set (r.e. set) Wy, as the domain of ¢,,. If P = (X|R) is a group
presentation with generating set X and relators R, then we denote by P the
group presented by P. A presentation P = (X|R) is said to be a recursive
presentation if X is a finite set and R is a recursive enumeration of relators;
P is said to be an infinite recursive presentation if instead X is a recursive
enumeration of generators. A group G is said to be finitely presentable if G = P
for some finite presentation P. If P, are group presentations then we denote
their free product presentation by P * (), given by taking the disjoint union
of their generators and relators; this extends to the free product of arbitrary
collections of presentations. If X is a set, then we denote by X' a set of
the same cardinality as X along with a fixed bijection ¢ : X - X!, where
we denote 7! = ¢(2). We write X* for the set of finite words on X u X!,

including the empty word @. If ¢1,...,g, are a collection of elements of a
group G, then we write (gi,...,g,)¢ for the subgroup in G generated by these
elements, and (g1,...,9,)¢ for the normal closure of these elements in G. A

group G is Hopfian if every surjective endomorphism of GG is an isomorphism,
and locally Hopfian if every finitely generated subgroup is Hopfian. Finally, the
commutator [z,y] is taken to be zyxz~ly~!.

2.2. Groups. It is a result by Mihailova [14] that there exists a finitely pre-
sented group with solvable word problem for which the subgroup membership
problem, of deciding when a word on the generators lies in a given finitely gen-
erated subgroup, is unsolvable. We mention this in the context of the following
known result about the word problem for HNN extensions of groups.

Lemma 2.1. Let H,K < G be isomorphic finitely generated subgroups of G,
each having solvable subgroup membership problem in G. Let ¢ : H — K be an
isomorphism. Then the HNN extension G*, has solvable word problem.

Proof. This is immediate from the normal form theorem for HNN extensions
(see [12, §IV Theorem 2.1]). O

The following group construction from [2] plays an important part in our
arguments, as it is an explicit example of a finitely presented non-Hopfian group
with solvable word problem.

Definition 2.2. The Baumslag-Solitar groups BS(m,n) are defined via the
following finite presentations, each an HNN extension of Z:

BS(m,n) := (s, t|s 1t™s = t")
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Theorem 2.3 (Baumslag-Solitar [2, Theorem 1]). The group BS(2,3) is non-
Hopfian and has solvable word problem. The map f:BS(2,3) - BS(2,3) given
by extending the map f: {s,t} — {s,t}*, f(s) = s, f(t) =t2, is a non-injective
epimorphism. The word [s~'ts,t] is non-trivial in BS(2,3) and lies in ker(f).

Proof. That BS(2,3) has solvable word problem comes from the fact that it is
an HNN extension of Z (see lemma 2.1} or alternatively a result by Magnus in
[12] § IV Theorem 5.3] that all 1-relator groups have solvable word problem).
The remainder of the theorem is proved in [2, Theorem 1]. O

2.3. Enumerable processes in groups. We note some partial algorithms
and recursively enumerable sets, in the context of group presentations. These
are standard results, which we state (without proof) for the convenience of any
reader not familiar with the area.

Lemma 2.4. Let P = (X|R) be a recursive presentation. Then the words in
X* which represent the identity in P are recursively enumerable. Moreover,
this algorithm is uniform over all recursive presentations.

Lemma 2.5. There is a partial algorithm that, on input of two finite presen-
tations P = (X|R) and Q = (Y|S), and a set map ¢ : X — Y™, halts if and only
if ¢ extends to a homomorphism é: P — Q.

Lemma 2.6. There is a partial algorithm that, on input of two finite presen-
tations P = (X|R) and Q = (Y|S), halts if and only if P = Q, and outputs an
isomorphism between them.

It is important to note that lemma does not hold if we instead consider
recursive presentations. In fact, even if we start with one recursive presentation,
and one finite presentation, the lemma does not hold; we show this later as
lemma,

Lemma 2.7. Let P = (X|R) be a finite presentation. Then the set of finite pre-
sentations defining groups isomorphic to P is recursively enumerable. Moreover,
this enumeration algorithm is uniform over all finite presentations.

3. INITIAL QUESTIONS AND OBSERVATIONS

3.1. The finite presentation problem. Following [4] Definition 1.1], we say

that the finite presentation problem for a finitely presented group (X|R) is
solvable if there is a partial algorithm that, on input of a finite set of words
wi,...,w, € X* such that (wy,... ,wn)P is finitely presentable, outputs a finite
presentation @ for (w1,...,w,)". By definition, a finitely presented weakly ef-
fectively coherent group has solvable finite presentation problem. The existence
of a finitely presented group with unsolvable word problem immediately gives
rise to the following obsevation:

Lemma 3.1. There is a finite presentation P = (X|R) of a group for which the
finite presentation problem is unsolvable.
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Proof. Take P = (X|R) to be a finite presentation of a group with unsolvable
word problem (see [20, Lemma 12.7]), and suppose this has an algorithm to
solve the finite presentation problem. Note that for any word w € X*, we have
that (w) is cyclic, and hence finitely presentable. So, on input of a single word

w, the algorithm will output a finite presentation @ of the cyclic group (w)?.
But the isomorphism problem for finitely presented abelian groups is solvable
(see [16] p. 31), so we can decide if @ is trivial, and hence if w is trivial in P,
which is impossible since P has unsolvable word problem. O

Remark. As pointed out to the author by Chuck Miller, the work of Collins in [7]
shows that the group in lemma [3.T can be taken to have solvable word problem.
This is because such an algorithm for the finite presentation problem would
explicitly solve the order problem, of deciding what the order of an element of
the group is, and a direct consequence of [7, Theorem A] is that there is a finitely
presented group with solvable word problem and unsolvable order problem.

Bridson and Wilton [4] give an in-depth analysis of the finite presentation
problem, showing that it is not uniformly solvable in several classes of finitely
presented groups [4, Corollary C]. Moreover, they construct a finite presentation
of a group with polynomial Dehn function (and hence solvable word problem)
which has unsolvable finite presentation problem [4, Theorem E]J.

Having seen that the finite presentation problem is unsolvable in general, we
shift our attention to similar questions. By considering the trivial group, and
the fact that the triviality problem is undecidable, one can show that there is
no algorithm that, given two finite presentations P,Q, determines if P embeds
in @ or not. The following two stronger results were obtained in [6], and are
closely related to the subgroup identification problem.

Theorem 3.2 (Chiodo [6, Theorem 6.8]). There is a finitely presented group
G such that the set of finite presentations of groups which embed into G is not
recursively enumerable.

Theorem 3.3 (Chiodo [6, Theorem 6.6]). There is no algorithm that, on input
of two finite presentations P = (X|R), Q = (Y[S) such that P embeds in Q,
outputs an explicit map ¢ : X - Y™ which extends to an embedding ¢ : P = Q.

In the proof of theorem B3] as found in [6], we see that the algorithmic
problem arises from not definitely knowing a set of target words for an injection
from P into Q. Knowing which elements P maps to in Q brings us precisely to
the subgroup identification problem.

3.2. The subgroup identification problem for Hopfian groups. The fol-
lowing is a standard result about finitely presentable groups.

Lemma 3.4. Let (X|R) be a recursive presentation of a finitely presentable
group. Then there is a finite subset R' ¢ R such that (X|R) = (X|R') via
extention of the identity map on X. That is, there is a finite truncation R’ of
R such that all other relations are a consequence of the first R’.
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The following result could lead us to think that all finitely presented groups
have solvable subgroup identification problem, and we urge the reader to study
this carefully to become convinced that it is not what is proved.

Proposition 3.5. There is a uniform partial algorithm that, on input of: A fi-
nite presentation P = (X|R) of a group, and a finite set of words wy,...,wy, € X*
such that (wy,. .. ,wn)ﬁ is finitely presentable, and Q = (Y'|S) a finite presenta-
tion such that Q = (w1, ..., w,)¥;

Outputs: A finite set of words ci,...,c, € {wy,...,wy}* such that each ¢; is
trivial in P (when viewed as a word in X*) and {wy,...,wylc,...,c) is iso-
).

morphic to Q and hence also to (wy,...,w,

Proof. Begin an enumeration ¢y, ca, ... of all words in the {wy,...,w,}* which

are trivial in P (when viewed as words in X *); this can be done by repeated ap-

plication of lemma [2:4l Define the presentation P, := (wi,...,wy|c1,...,¢). By

lemmal34] as (wy,...,wy,)" is finitely presentable, and T := (wy, ..., wy|c1,ca,...)
is a recursive presentation of a group isomorphic to (wq, ... ,wn)P via extension
of the map w; — w;, there exists some finite m such that P,, = T (again via
extension of the map w; —» w;). That is, using lemma B.4] we can truncate the
relations of T at position m (forming P,,) such that all successive relations are
consequences of the first m (note that selecting m is not an algorithmic process;
for the moment we merely appeal to the fact that such an m exists). So we have
Q= (wr,... ,wn)P ~T = P,,, where Q is our given explicit finite presentation.
Now we use lemma to begin checking for an isomorphism between @ and
P1,Ps,... as a parallel process. Eventually this process will stop at some k
(perhaps different from m) such that Py =T = Q. O

Note that we were very careful to mention that the selection of m in the above
proof was existential, but not necessarily recursive. This is very important, as
later in corollary B3] we construct a class of recursive presentations for which
the selection of such an m is provably non-recursive.

Remark. With the above proof in mind, one would naively hope that the map
from Py = (w1, ..., wyler, ..., cx) to P = (X|R) given by extending w; — w; € X*
would be an injection onto its image (wy,...,w,)¥; in the case that Py is
Hopfian this would indeed be true, as shown later in in lemma 3.7l But theorem
shows that this is not true in general.

The existence of a finitely presented non-Hopfian group, combined with
lemma [3.4], immediately gives rise to the following:

Lemma 3.6. There exist finite presentations P = (x1,...,Tp|r1,...,Tm) and
Q = (r1,..-,Tp|r1i,- ., "m,y S1,-- -, Sk), along with a recursive presentation T =
(r1,...,2p|r1,72,...) (where r; are the same in P,Q,T for all i <m) such that:

1. P=2Q=T (and hence T is finitely presentable).
2. The quotient maps ¢: P - Q and ¢ : P - T, each an extension of the map
xT; ~ x;, are not isomorphisms.
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Observe that the above quotient maps are always isomorphisms in the case of
Hopfian groups, by very definition. The point of making the above observation
is to stress the following:

1. There may be many ways to truncate the relators of 1" to get a presentation
of a group isomorphic to P.

2. Truncating T to get a finite presentation 7’ with 77 = T may not give
a presentation which is isomorphic to P via the quotient map we have been
discussing.

Lemma 3.7. Let P, Py and {wy,...,w,} be as in the proof of proposition 3.5l
If (wl,...,wn)? is Hopfian, then the map ¢ : {w1,...,w,} - X* sending w;
(as a generator of Py) to w; (as a word in X*) extends to a monomorphism
¢: Pj, = P, and thus to an isomorphism to its image (w1, ... ,wn)?.

Proof. By the proof of proposition 3.5 we know that ¢ extends to a surjection
¢ Pj - (wl,...,wn)ﬁ. But P}, = (wl,...,wn)ﬁ, which is Hopfian. Hence ¢
must be injective, and thus an isomorphism. O

Theorem 3.8. The subgroup identification problem is uniformly solvable in the
class of finitely presented locally Hopfian groups. Hence, in this class of groups,
weak effective coherence is equivalent to strong effective coherence.

Proof. The first part follows from lemma[3.7}; the second is then immediate. [

4. MAIN RESULTS

We begin by making the important observation that a solution to the word
problem can’t be algorithmically lifted from a finite presentation of BS(2,3) to
a recursive presentation of BS(2,3).

Theorem 4.1. There is a finite presentation P of a group with solvable word
problem (namely, BS(2,3)) for which there is no partial algorithm that, on input
of a recursive presentation Q) such that P = Q, oulputs a solution to the word
problem for Q.

Proof. Assume we have such an algorithm. Take P = (X|R) to be a finite
presentation for BS(2,3). Fix Q = (X|RuS) to be a finite presentation of a non-
trivial quotient which is isomorphic to P, but not by the extension Idx of the
map Idy : X - X (say, instead, by the extension ¢ of the map ¢ : X - X*). Fix
a word w € X* such that w lies in the kernel of ¢, but is not trivial in BS(2, 3).
Given any r.e. set W;, we form the recursive presentation P; ; := (X|R (uSif j €
W;) ). That is, P, ;= (X|R) if j ¢ W;, and P; j == (X|RuS) if j e W;. So P, ;
is a recursive presentation (we add all the relators S to @ if we see j € W;).
Now use our assumed algorithm that solves the word problem in F;; to test
if ¢(w) = e in FW-; this will occur if and only if j € W;. By taking W; to be
non-recursive, we derive a contradiction. O

Note. The above proof is not the original proof as developed by the author, but
a simplified version due to Chuck Miller which follows from lemma of this
work. The author is grateful to Chuck for this simplification.
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Lemma 4.2. There is a finite presentation P = (X|R) of a group with solvable
word problem (namely, BS(2,3)) for which there is no partial algorithm that,
on input of a recursive presentation Q = (Y|S) such that P = Q, outputs a set
map ¢: X - Y* which extends to an isomorphism ¢: P — Q.

Proof. Suppose such an algorithm exists. Given a recursive presentation @ =
(Y'|S) such that P = @, use our supposed algorithm to output a set map ¢ :
X — Y* which extends to an isomorphism ¢ : P - Q. But since we have a
solution to the word problem for P, we can combine this with the map ¢ to get
a solution to the word problem for ), thus contradicting theorem 411 O

Note that, by lemma [3.4], in the above proof there will always be a finite
subset S’ of S such that all other relators are consequences of S’, and hence

(Y|S) 2 (Y]S"). So we have the following immediate corollary:

Corollary 4.3. There is a finite presentation P = (X|R) of a group with solv-
able word problem (namely, BS(2,3)) for which there is no partial algorithm
that, on input of a recursive presentation Q = (Y|S) such that P = Q, outputs
a finite subset S’ ¢ S such that all other relators S~ S’ are consequences of S’.
Equivalently, construction of a finite truncation point m of S (with m as in the
proof of proposition B.5]) is not algorithmically possible in general.

As an aside, if we were instead to view isomorphisms between groups as
Tietze transformations rather than set maps (see [13], §1.5] for a full exposition
of this concept) then we can interpret lemma in the following way:.

Lemma 4.4. There is a finite presentation P of a group with solvable word
problem (namely, BS(2,3)) for which there is no algorithm that, on input of
a recursive presentation () such that Pz @, outputs a recursive enumeration
of Tietze transformations of type (T1) and (T2) (manipulation of relators),
and a finite set of Tietze transformations of type (T 3) and (T 4) (addition and
removal of generators), with notation as per [13], §1.5], transforming P to Q.

Remark. 1t should be pointed out that such a sequence of Tietze transformations
as described above will always exist, which follows directly from lemma B4 we
merely truncate the relators of () to get a finite presentation Q’, perform a
finite sequence of Tietze transformations which takes P to Q" (possible by [13]
Corollary 1.5]), and then add the rest of the enumeration of relators of @ to Q.
The point here is that we cannot compute an enumeration of such a sequence
in general.

Before proceeding to our main result, we note the following lemma which
shows that the direction in which we define our isomorphism in lemma [4.2] is
inconsequential.

Lemma 4.5. Using the notation of lemma &2, having an explicit set map
¢: X = Y™ which extends to an isomorphism ¢ allows us to construct a set map
Y = X* which extends to the inverse of ¢ (and hence is an isomorphism,).
The reverse also holds.
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Proof. This follows from the fact that we only deal with recursive presenta-
tions, and we can uniformly enumerate all trivial words of such presentations

by lemma 2.4] O
We now have all the technical machinery required to prove our main result:

Theorem 4.6. There is a finitely presented group with unsolvable subgroup
identification problem.

Note that, by theorem B8] such a group cannot be locally Hopfian.

Proof. Take a recursive enumeration P; := (X;|R;) of all recursive presentations
of groups (fix some countably infinite alphabet A; each X; is a finite subset of
A, and each R; is a recursive enumeration of words in X). By the Higman
embedding theorem (see [20, Theorem 12.18]) we can embed their free product
(with presentation Py * Py *...) into a finitely presented group with presentation
P = (X|R). Then the group P does not have solvable subgroup identification
problem, for if it did then we could use this to contradict lemma as follows:
By the uniformity of Higman’s result, as described in the proof of [20, Theorem
12.18], there is a uniform procedure that, for any ¢, outputs a finite set of
words S; ¢ X in 1-1 correspondence with X; such that the subgroup (Si)P
is isomorphic to P;, and an explicit bijection ¢; : X; - S; which extends to
an isomorphism ¢; : P; — (S;)". That is, we can keep track of where each
P; is sent in this embedding. So, given a recursive presentation @ = (Y|S)
and a finite presentation H = (Z|V') such that H = @, compute j such that
P; = @ as recursive presentations (that is, number all Turing machines which
read alphabet Y, and look for one identical to the description S). We know that

H = (S;)'. So use our algorithm to output a set map ¥ : Z — S5 which extends
to an isomorphism ¢ : H — (Sj)P. But we can compose v with qb;-l to get the

set map (b]_-l o : Z — Y™ which extends to an isomorphism qﬁjfl o) : H — Q.
But this is impossible by lemma [£2] so our assumed algorithm can’t exist. [

5. FURTHER WORK

The group G constructed in theorem [4.6] contains an embedded copy of every
recursively presented group, and so is not coherent, let alone weakly effectively
coherent. We ask the question of whether theorem can be modified so that
G is weakly effectively coherent, or even merely coherent. Fither of these would
help make the result even more relevant, as we conjecture that strong and weak
effective coherence are not equivalent properties for finitely presented groups.
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