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Recommender systems’ evaluation is usually based on predictive accuracy and information retrieval 
metrics, with better scores meaning recommendations are of higher quality. However, new 
algorithms are constantly developed and the comparison of results of algorithms within an 
evaluation framework is difficult since different settings are used in the design and implementation 
of experiments. In this paper, we propose a guidelines-based approach that can be followed to 
reproduce experiments and results within an evaluation framework. We have evaluated our approach 
using a real dataset, and well-known recommendation algorithms and metrics; to show that it can be 
difficult to reproduce results if certain settings are missing, thus resulting in more evaluation cycles 
required to identify the optimal settings. 
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1. Introduction

Recommender systems are decision support systems found in online web services, mainly 
in e-Commerce for movies, music, videos or general item recommendation. During the 
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last few years, research in recommender systems, both in academia and in industry, has 
led to numerous publications. The popularity of recommender systems’ research has led 
to the increasingly important problem of reproducibility and replication of experiments 
during the evaluation of such systems1,2. The evaluation of recommendation algorithms is 
important for measuring the quality of the results and for making objective comparisons 
of algorithms. A positive aspect found in the literature is the availability of papers that 
describe in detail their proposed recommendation algorithms, the evaluation methods, the 
settings and the datasets used3,4,5. In the research community, there are different 
recommendation frameworks that can be used for the evaluation of algorithms. These 
include Apache Mahout6, LensKit7, MyMediaLite8 and Recommender1019. Apache 
Mahout has been developed by the Apache Foundation,  whereas the rest have been 
developed by researchers in academia. All of these recommendation frameworks provide 
essentially the same portfolio of algorithms and evaluation metrics. Although, it might be 
difficult to reproduce a study from research papers the aforemention evaluation libraries 
provide all the main algorithms and evaluation metrics, while the results for those are 
very similar and comparable between them1. We focus on the reproducibility of new 
algorithms that will have to be reproduced in the future, despite of the framework that 
they will be based on. In this paper we define the term reproducibility as a study that is 
reproducible when the original data and the code are available or can be derived from the 
explanation steps of the algorithm presented here. Additionally, we define replication as 
the act of repeating the experiments of a study, leading to the exact or very similar 
reproducibility of a study. 

To assist towards the reproducibility and replication of experimental results in 
recommender systems we: 

• Provide a guideline-based approach that can be used within an evaluation
framework when performing experiments, which reduces the number of
evaluation cycles necessary to reproduce a result.

• Performed different experiments using a real dataset with the results validating
the proposed approach.

The rest of the paper is organized as follows: Section 2 provides the required background, 
section 3 is the proposed approach, section 4 delivers the experimental evaluation, section 
5 contains the discussion and section 6 is the conclusion and future work. 

2. Background

In the literature, the quality of recommender systems algorithms tends to be measured 
using accuracy and classification evaluation methods. The most well-known and often 
used accuracy methods are the Mean Absolute Error (MAE) and the Root Mean Square 
Error (RMSE), whereas the most well-known classification methods are Precision and 
Recall. State of the art work about the evaluation of recommender systems can be found 
in3,9. Research papers that propose new recommendation algorithms will typically 
describe the experimental setup, the dataset and the framework used; the term 
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reproducibility is used to mean the replication and validation of the results by third 
parties1,2.  
 
The four main problems that occur when evaluating recommender systems algorithms are 
non-adherence to the following suggestions1,2,11: 
 

1. The framework used for the generation of the recommendations and the 
evaluation should be mentioned and it should be publicly available. 
 

2. The details of the algorithms should be clearly mentioned, such as the size of the 
neighbourhood used. 

 
3. The dataset used for the experiments, along with any possible version of it, 

should be publicly available. 
 

4. Details of how the dataset has been used should be indicated. These must 
include training and test splits and it should be clear if these have been randomly 
selected or if parameters have been used to select specific training/testing parts 
that will make the reproduction easier. Moreover, if k-folds have been used for 
cross-fold validation then details about the number of folds and how these have 
been selected should also be available. 

 
The problem of the replication of experiments and the reproducibility of the results has 
been an open issue, which is acknowledged in the research community with a workshop 
on the topic organized in 201312. The outcome of the joint community work identifies the 
key aspects of the reproducibility problem, although its future direction part is limited13 
since the future directions presented are only theoretically-focused, towards the need of 
general guidelines to produce better results11,13,14. One step further, beyond the purely 
theoretical guidelines, is RiVal16; a toolkit that provides four stages in the 
recommendation process: data splitting, item recommendation, candidate item generation 
and performance evaluation. RiVal is not an evaluation framework since it pertains to the 
three different frameworks of Apache Mahout, LensKit and MyMediaLite. The toolkit 
provides a user interface where the user can input the data splitting, item generation and 
recommendation and select which framework will be used for the evaluation. A different 
approach is that due to Košir et al.15 --  it is explained how statistics can be used to improve 
10-fold cross evaluation methods.  Furthermore, there are different approaches to the 
reproducibility problem, such as that byHernández del Olmo and Gaudioso17--the authors 
propose the use of a general framework for recommender systems and evaluation metrics 
that operates over a set of sessions, but this still makes it difficult to replicate an 
algorithm if parameters are missing, assuming that an experiment can be replicated. 
Finally, another available evaluation metric relevant to recommender systems is the 
modified Reciprocal Hit Rand Metric (mRHR). This has been proposed by Peker and 
Kocyigit18, with the use of an alternative hit rank metric being suggested.  

3.   Proposed approach 

A major challenge in recommender systems’ evaluation is that when a new 
recommendation algorithm is developed the concept of reproducibility is not considered 
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in depth, thus making a study difficult to be reproduced in the future by other researchers. 
In our previous work we have shown that it is difficult to reproduce results using 
different evaluation libraries due to differences in algorithm and metric implementations, 
while highlighting that the results derived from well-known algorithms that can be found 
across libraries can be easily reproduced1. In recommender systems’ evaluation to 
reproduce experiments it is recommended to follow a set of guidelines1,2. However, most 
researchers either do not follow them or do not explain in detail the settings of their 
research environment. This could happen due to strict page requirements of publication 
outputs or due to inexperienced new researchers who might not be aware that omitted 
settings are important since they could lead to large differences in evaluation results. 
Furthermore, the guidelines proposed or adopted may vary between researchers and the 
need for their standardization in a form of framework seems necessary. Thus, we propose 
the use of a specific set of guidelines, as described in section 3.1. In section 3.2 it is 
explained how these guidelines can be used within the same evaluation library to 
reproduce results.  

3.1.   Guidelines 

The following elements are the ones responsible for the reproducibility of results across 
libraries and within the same library. 
 
Source code. The most important guideline towards the reproducibility of evaluation 
results and the replication of an algorithm is the unrestricted availability of the source 
code in a public domain online repository; guaranteed that it will be available for free 
retrieval for a long period of time. If the code is not available then numerous settings 
including the steps of algorithm, evaluation and dataset settings need to be explained in 
detail. 
 
Library. As it might be difficult to reproduce and replicate results using different 
libraries due to variations in settings and versions it is sensible to use the same library and 
version that the researchers who developed the particular algorithm have used.  
 
Main recommendation algorithm. The steps of the algorithms should be described in 
detail. 
 
Evaluation settings. Some frameworks provide different settings whereas others do not. 
For example, differences between Recommender101 and Apache Mahout include: 
 

• Recommender101 provides options about the minimum number of ratings per 
user or per item whereas in Apache Mahout someone will have to manually edit 
the source code to do that. This parameter could lead to different results. 

 
• Recommender101 provides settings for both the minimum and maximum rating 

value that should be taken into consideration during the evaluation, whereas 
Apache Mahout does not. 

 
Hence, it is important for each framework to provide the same settings during the 
evaluation process. We believe that a framework such as Recommender101 that provides 
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more options is more suitable for research and standardization development. A standard 
that defines all possible parameters for recommender system evaluation is necessary for 
reproducibility. 
 
Dataset settings. This is related to the evaluation settings and is necessary for users to 
follow them to make reproducibility easier. The standard should provide guidelines 
related to the percentage of training and test set. It should be clearly mentioned which 
part of the dataset has been used for training and which for testing and while pure random 
selection makes results more reliable it affects the reproducibility. Furthermore, if k-folds 
have been used for cross-fold evaluation then details about what the folds are should be 
available. The dataset used should also be explained in detail, including any possible 
version of it, its size and any other available parameters.  

3.2.   Replication 

In section 3.1, we discussed how the architecture, the algorithm implementation, the 
evaluation settings and the dataset settings can be accountable for different results. Thus, 
the main problem resides in reproducing the results of a study based on the proposed 
algorithm, the evaluation settings, the data used and the library that the researchers have 
used to run the experiments. Therefore, it is important to follow a set of guidelines, or 
good practices, to make the results reproducible. We have identified the following steps 
that, can assist researchers in reproducing results. 
 

1. Explanation regarding the library and version used. If the library has been self-
developed it should be available online.  
 

2. Step by step explanation of the evaluation settings should be provided. These 
may include: the number of user neighbours used, if ratings below a threshold 
have been removed, if users that have not rated a certain number of items have 
been removed, if items with few ratings or too many ratings have been removed, 
and if a potion of the user pool that has been usedor if all the users in the dataset 
have been used. Furthermore, any other settings, such as if there is a threshold 
for forming the user neighbourhood or a threshold of common rated items, 
should also be mentioned. Finally, it should be noted that some of the settings 
available in a library might not be available in another and it would be useful if 
every paper produced highlighted this. All available settings of the library used 
should be mentioned and it should be noted that different algorithms might use 
different settings and parameters, thus resulting in a non-exhaustive list. 

 
3. Regarding the dataset, it should be clear which dataset and version has been 

used, the dataset split using test/train identified, and/or whether a cross-fold 
validation has been used and how many folds have been used. In addition, it 
should be made clear which exact part has been used for training, which for 
testing, and how the selection has been made to enable use of the same 
training/testing parts in the reproduction of the experiments. 

 
4. Explanation of the settings of the algorithms that have been used for the 
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comparison. Typically, researchers compare their proposed algorithm to a 
number of traditional and state of the art algorithms to show that their algorithm 
is better in terms of accuracy or quality of the top-N recommendations, but the 
details of these algorithms should be available to avoid confusion.  
 

5. The optimization of parameters should be explained in detail, including the 
exact parameters used for the proposed algorithm and the algorithms used for 
comparisons. For example, if optimized settings are used for one algorithm and 
not for the other then this can make a difference in the output results and if the 
settings are not specified then only assumptions about them can be made. 
 

3.3.   Proposed approach application 

In Recommender101 library all existing recommendation algorithms extend the 
AbstractRecommender class. Moreover, all future algorithms that are based on 
Recommender101 are required to extend the same class. Thus, the aforementioned 
abstract class has been extended to enforce the use of guidelines.  
 
The AbstractRecommender class has been extended to include the following 4 methods 
(functions): 
 

1. libraryDetails() 
2. evaluationSettings() 
3. datasetInformation() 
4. algorithmDetails() 

 
All of the aforementioned methods are implemented, non-abtract methods that their 
functionality is to remind the user that certain information regarding their algorithm, 
settings and library used should be included. Each of the methods opens a predefined 
empy text file with a relevant name and if the file is empty when the evaluation starts the 
user is reminded that the respective details should be included in the text file. Algorithms  
1, 2, 3 and 4 explain each of the above method follows. 
 
Algorithm 1: libraryDetails 
START EXECUTION 
Step 1: Evaluation starts 
Step 2: libraryDetails is called 
 
Open ‘librarydetails.txt’ 
If file missing 

Display message: Please create the ‘librarydetails.txt’ file and add the relevant 
library details. 

Else if:  File there but empty 
Display message: Please add more than one line of text at the ‘librarydetails.txt’ 
regarding the details of the library used. 

Else 
 Proceed: Next step of the evaluation cycle 
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END OF EXECUTION 
 
 
Algorithm 2: evaluationSettings 
START EXECUTION 
Step 1: Evaluation continues 
Step 2: evaluationSettings is called 
 
Open ‘evaluationsettings.txt’ 
If file missing 

Display message: Please create the ‘evaluationsettings.txt’ file and add the 
relevant evaluation settings information. 

Else if:  File there but empty 
Display message: Please add more than one line of text at the 
‘evaluationsettings.txt’ regarding the settings of the evaluation. 

Else 
 Proceed: Next step of the evaluation cycle 
END OF EXECUTION 
  
 
Algorithm 3: datasetInformation 
START EXECUTION 
Step 1: Evaluation continues 
Step 2: datasetInformation is called 
 
Open ‘datasetinformation.txt’ 
If file missing 

Display message: Please create the ‘datasetinformation.txt’ file and add the 
relevant dataset details. 

Else if:  File there but empty 
Display message: Please add more than one line of text at the 
‘datasetinformation.txt’ regarding the details of the dataset. 

Else 
 Proceed: Next step of the evaluation cycle 
END OF EXECUTION 
  
 
Algorithm 4: algorithmDetails 
START EXECUTION 
Step 1: Evaluation continues 
Step 2: algorithmDetails is called 
 
Open ‘algorithmdetails.txt’ 
If file missing 

Display message: Please create the ‘algorithmdetails.txt’ file and add the 
relevant algorithmic details. 
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Else if:  File there but empty 
Display message: Please add more than one line of text at the 
‘algorithmdetails.txt’ regarding the algorithmic details. 

Else 
 Proceed: Next step of the evaluation cycle 
END OF EXECUTION 
  
  
At the end of the evaluation all four text files are combined in one final text file called 
finalResult which included the evaluation outcome at the end and a message is displayed 
to the user that all details and results are now saved at the finalResult text file.  

4.   Experimental Evaluation 

In this section, we present the experimental evaluation. The scope of the evaluation is to 
show that if certain parameters or certain settings are omitted then a number of evaluation 
cycles is necessary until an optimum level is reached. Therefore, scope of the evaluation 
section is to: 

1. Show that simple baseline algorithms produce similar results despite of changes 
in the few settings required for those. This is shown in subsection 4.4. 

2. Show that in more advanced algorithms, such as the BPR method, if certain 
settings are not mentioned then a number of evaluation cycles is necessary until 
the optimum is result is obtained. This is shown in subsection 4.5. 

4.1.   Recommendation methods 

For the experimental evaluation, two recommendation methods have been used, CF and 
multi-level CF:  
 

• CF. User-related CF, based on PCC, is defined in Eq. (1). In PCC the sum of 
ratings between two users is compared. Sim (a, b) is the similarity between users 
a and b, whilst ra,p is the rating of user a for product p, rb,p is the rating of user b 
for product p, and 𝑟´𝑎 and 𝑟´𝑏 represent the users’ average ratings. P is the set of 
all products. Moreover, the similarity value ranges from -1 to 1 and a higher 
value is better (i.e. a higher value indicates more similar). 
 

• Multi-level CF. This method is defined in Eq. (2)5. It relies on the similarity 
value returned from PCC and the number of co-rated items. In this method, T 
stands for the total number of co-rated items, multiple accuracy levels are being 
used with t1, t2, t3 and t4 being fixed values for the number of co-rated items, Ia 
and Ib being the items rated by users a and b respectively, x being a positive 
value added to the PCC value if the condition holds and y is a positive number 
that PCC should be larger than or equal for the condition to hold. More 
specifically, four levels are used and in each level the number of co-rated items 
should be between two fixed t values and the PCC value above or equal to a 
fixed value y and if the condition holds then a fixed number x is added to PCC, 
thus resulting in different user neighborhoods. This is true for the first four 
levels, whereas at the last level the similarity is fixed to zero. 
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4.2.   Settings 

The experimental evaluation took place using an Intel i7 with 8GBs of RAM running 
Windows 10 and it was based on the Recommender101 library version 0.61.  
 

• Dataset. The dataset used is the MovieLens 1 million19, which contains 3952 
movies, 6040 users and 1,000,209 ratings, with each user having at least 20 
ratings and a 5 cross-fold approach has been used for evaluating. 

 
• CF. The traditional CF recommendation method, based on PCC, has been used,  

as defined in Eq. (1). 
 

• Multi-level CF. For this method, x is a pre-defined value that is added to the 
similarity value returned from PCC and has been set 0.50 for the first(top) level, 
0.375 for the second, 0.25 for the third and 0.125 for the last level, while y is the 
similarity value returned from PCC and has been set to be greater than or equal 
to 0.33. The values for t1, t2, t3 and t4 variables have been set to be t1=50, 
t2=20, t3=10, and t4=5. The number of co-rated items for level 1 must be equal 
or greater than 50, level 2 is between 49 and 20, level 3 is between 19 and 10 
and level 4 is between 9 and 5. Finally, from Eq. (2) it is clear that a fifth level 
exists, and its value is always zero.  
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4.3.   Evaluation metrics 

For measuring the prediction accuracy, we have used MAE and RMSE, which are 
defined in Eq. (3) and Eq. (4) respectively. In both measures pi is the predicted rating and 
ri is the actual rating in the summation. MAE is based on absolute actual and predicted 
values and RMSE is based on squared actual and predicted values, thus RMSE punishes 
larger gaps between actual and predicted ratings, resulting in larger differences as 
compared to MAE. Both methods are used for the computation of the deviation between 
the predicted ratings and the actual ratings. It should be noted that lower values are 
considered to be better. Both MAE and RMSE have been widely used in previous 
research for predicting the accuracy of recommender systems4,20,21. 
 
 

 

 
(3) 

 

 

 

(4) 

 
For measuring the quality of the top-N recommendations we have used Precision and 
Recall, which are defined in Eq. (5) and Eq. (6)4,10. Precision is the amount of relevant 
recommendations found in the retrieved set of recommendations and Recall is the amount 
of relevant recommendations that have been retrieved successfully. 
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4.4.   Baseline experimental results 

The following tables describe the experimental results. Table 1 presents MAE, RMSE, 
Precision and Recall results for the CF method based on the MovieLens dataset. Table 2 
presents MAE, RMSE, Precision and Recall results for the multi-level CF method based 
on the MovieLens dataset. K is the number of nearest neighbors and the number of top-N 
recommendations requested is 10 for both tables. 
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Table 1. CF results based on MovieLens 1m 

Metric K=20 K=50 
MAE 0.845 0.815 
RMSE 1.097 1.052 

Precision 0.652 0.655 
Recall 0.612 0.626 

Table 2. Multi-level CF results based on MovieLens 1m 

Metric K=20 K=50 
MAE 0.737 0.715 
RMSE 0.965 0.927 

Precision 0.675 0.681 
Recall 0.349 0.459 

 

4.5.   Advanced recommendation method exaperimental results 

CF and multi-level CF are both based on their nearest neighbor ratings to make 
recommendations. Thus, in such recommendation methods the larger the user 
neighborhood used for the recommendations, the better the recommendations are, both in 
terms of prediction accuracy (MAE, RMSE) and in the quality of the list of the top-N 
recommendations (Precision and Recall). An important problem is choosing the 
parameters required for a recommendation method to work with high utility. For CF, 
being a simple nearest neighbor-based algorithm, the only parameter that can be changed 
within it is the number of nearest neighbors. However, multi-level extends CF by 
introducing (a) a fixed number of levels, (b) a number of maximum and minimum co-
rated items between levels and (c) and fixed positive value added to the PCC value of 
each level, while the last level is set to zero. The problem of reproducibility arises when 
the source code is not available or when parameters are not explained in detail within 
research papers, resulting in a number of evaluation cycles necessary to identify the 
optimal values for parameters with a possible loss in time that depends on the number of 
evaluation cycles.  
 
 

Case study: The BPR algorithm 

 
BPR is a Bayesian based algorithm for personalized ranking of items and is explained in 
detail by Rendle et al.22.  BPR has numerous settings and the implementation used is the 
one found in the Recommender101 library. The available settings of the algorithm are 
highlighted below. 
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initialSteps=100|numFeatures=100|uniformSampling=
true|learnRate=0.05|biasReg=0|regI=0.0025|regJ=0.

00025|regU=0.0025|updateJ=true,\ 
 
Evaluation cycles: 
Considering that one variable is missing from the algorithm explanation of a research 
paper or that the variable is there, but that its settings are unavailable. If the settings are 
unavailable, then the number of evaluation cycles that need to take place until the 
optimum settings can be identified. For this example, the value of the learnRate variable 
was withheld and 7 evaluation cycles were necessary. Table 3 presents the results of the 
BPR algorithm with the default values as shown above and since this is an item ranking 
algorithm only information retrieval metrics such as Precision, Recall or similar ranking 
metrics can be measured.  

Table 3. Evaluation results with default values 

Metric Results 
Precision 0.628 

Recall 0.611 
 
Table 4 presents the results of the first evaluation cycle with the learnRate value set to 
0.50.  

Table 4. Evaluation cycle 1 

Metric Results 
Precision 0 

Recall 0 
 

Table 5 presents the results of the second evaluation cycle with the learnRate value set to 
0.40. 

Table 5. Evaluation cycle 2 

Metric Results 
Precision 0 

Recall 0 
 

 
Table 6 presents the results of the third evaluation cycle with the learnRate value set to 
0.30. 

Table 6. Evaluation cycle 3 

Metric Results 
Precision 0 

Recall 0 
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Table 7 presents the results of the fourth evaluation cycle with the learnRate value set to 
0.25. 

Table 7. Evaluation cycle 4 

Metric Results 
Precision 0.584 

Recall 0.594 
 

 
Table 8 presents the results of the fifth evaluation cycle with the learnRate value set to 
0.15. 

Table 8. Evaluation cycle 5 

Metric Results 
Precision 0.606 

Recall 0.599 
 
 
Table 9 presents the results of the sixth evaluation cycle with the learnRate value set to 
0.10. 

Table 9. Evaluation cycle 6 

Metric Results 
Precision 0.622 

Recall 0.609 
 
 

Table 10 presents the results of the first evaluation cycle with the learnRate value set to 
0.05. 

Table 10. Evaluation cycle 7 

Metric Results 
Precision 0.628 

Recall 0.611 
 
 
After seven evaluation cycles the optimum settings as shown in table 6 have been 
reached. However, there are large differences in Precision which clearly affects the list of 
the top-N recommendations of the users of a recommendation system. In tables 4, 5 and 6 
the values returned are zero in all cases. As the learnRate value decreases there is a 7.5% 
difference in Precision between the default settings used for the results in table 3 and the 
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results of table 7. However, the difference is decreasing as the learnRate value decreases 
in tables 8 and 9 and in table 10 the optimal settings have been found. 

5.   Discussion 

Reproducibility of experimental results in recommender systems is of high importance to 
promote algorithm applicability, extended evaluation and research method cross 
pollination. At the moment, there is a reported tendency not to explain experimental 
parameters in baselines, leading to uncertainty in method comparison, reproducibility of 
results and cross-research conclusions. We believe that increasing the uniformity of the 
experimental settings, metrics and datasets can lead to more robust research, which will 
both benefit and accelerate research in the recommender system community. To achieve 
reproducibility with current technologies researchers should explain in detail all of the 
implementation and parameter details of their proposed algorithm and the parameters of 
alternative methods that have been used for comparison. Thus, by delivering all the 
aforementioned details the reproducibility of results will become easier and the number 
of evaluation cycles will be reduced. This will assist other researchers to have a more 
rapid understanding about a proposed method, since a researcher might already be aware 
about the other methods used in the evaluation as comparison baselines. In this paper we 
have shown that we there can be significant differences in terms of precision even with 
only one setting being unknown, which results in requiring a number of evaluation cycles 
until an optimum setting can be identified. A difference in precision, in terms of 
percentages, as shown in the evaluation section can easily reach a high value of 7.5% 
which will highly affect the list of recommendations of most users of a system that 
utilizes a recommender for product or service recommendation, therefore resulting in 
different experience for the user and possible loss for a vendor. However, assuming that 
vendors can avoid that by using recommendation algorithms that are accurate enough for 
their purposes, this leads to the problem of reproducibility of experiments in 
recommender systems evaluation. Researchers will have to deal with gaps found in 
settings of proposed recommendation algorithms and baselines used for comparison 
purposes in papers. In section 4.5 we have shown that with only one uknown variable for 
one algorithm seven evaluation cycles were necessary until the optimal setting was 
reached. However, in a typical scenario, a number of algorithms need to be evaluated and 
one or more parameters is missing from each algorithm. This will lead to many 
evaluation cycles taking place for the evaluation of each algorithm, which means that 
valuable time will have to be spent for optimizing alternative recommendation 
algorithms, whereas this time could have been devoted for algorithm development 
instead.  

6.   Conclusions and future work 

In this paper we have shown the difficulty of reproducing evaluation results in 
recommender systems. Various settings and algorithm implementations lead to producing 
different results. For example, the selection of which data from datasets will be used for 
training and which for testing leads to different results, which in turn has an impact on 
the overall conclusion. We showed that by employing a set of guidelines that can 
facilitate a common reference baseline for recommendation experiments. This work is the 
first step towards an extensively broad validation framework for recommender systems 
and it aims to educate the community while collating feedback towards robust 
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experimentation and evaluation. The results show that if parameters are omitted when 
evaluating algorithms then more evaluation cycles are necessary to find the optimal 
settings. This could possibly lead to spending significantly more time to identify settings 
for algorithms and making comparisons between algorithms. Apart from the guidelines, 
an extensive experimental evaluation section has been delivered using a well-known 
evaluation library, algorithms and metrics support the idea that in the future a complete 
framework that will support researchers in reproducing experiments should be developed, 
used and possibly standardized. 
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