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Abstract

Given a Polish space X and a countable collection of analytic hyper-

graphs on X, I consider the σ-ideal generated by Borel anticliques for the

hypergraphs in the family. It turns out that many of the quotient posets

are proper. I investigate the forcing properties of these posets, certain

natural operations on them, and prove some related dichotomies.

1 Introduction

The purpose of this paper is to introduce a class of proper forcing notions which
can be in a natural way associated with hypergraphs on Polish spaces. There
is a number of theorems which connect simple combinatorial properties of the
hypergraphs with deep forcing properties of the resulting forcing notions. The
story begins with the concept of analytic hypergraphs and their associated σ-
ideals:

Definition 1.1. Let X be a Polish space.

1. A hypergraph on X is a subset of X≤ω;

2. if G is a hypergraph on X , a G-anticlique is a set B ⊂ X such that
B≤ω ∩G = 0;

3. if G is a countable collection of hypergraphs on X , then IG is the σ-ideal on
X σ-generated by the Borel subsets of X which happen to be anticliques
in at least one of the hypergraphs in G. σ-ideals generated by countable
collection of analytic hypergraphs are called hypergraphable.

In the spirit of [21], I will be interested in the quotient posets PIG of Borel
sets positive with respect to the ideal IG , ordered by inclusion. Such posets may
fail to be proper already in very simple circumstances. Still, a great majority
of definable, proper forcings preserving Baire category in the literature can
be conveniently presented as quotient forcings of hypergraphable ideals. They
can be so presented, but invariably they are not, since the authors have not
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been aware of the existence and the great advantages and comfort of such a
presentation. The purpose of this paper is to change this unfortunate situation.

In Section 2 I isolate two several broad classes of hypergraphs for which
the quotient is proper: the actionable hypergraphs, associated with a countable
group action on the underlying Polish space and the nearly open hypergraphs.
Theorem 2.2 shows the properness of the actionable posets; these in fact can
be canonically decomposed into (as opposed to regularly embedded to) a two
step σ-closed*c.c.c. iteration–Theorem 2.11. The nearly open hypergraphs give
posets with quite different properties, one of the distictions being that they
generate a minimal forcing extension unless they add a Cohen real.

Section 3 shows that there is an enormous amount of general information
that one can derive just from the very basic properties of the generating hyper-
graphs. For example, if the generating hypergraphs all have arity two, then in
the resulting extension, every element of ωω is a branch through some ground
model 2-branching tree on ω–Corollary 3.7. If each of the generating hyper-
graphs has finite arity, then the poset has the Sacks property–Corollary 3.12. If
the edges of the hypergraphs can be diagonalized in a natural sense, then the
resulting forcing is bounding–Corollary 3.26. If the hypergraphs have a simple
Fubini property, then the quotient forcing preserves outer Lebesgue measure–
Corollary 3.36. In any case, the hypergraphable forcings preserve the Baire
category–Corollary 3.43. There are useful combinatorial criteria for dealing
with compact anticliques in closed graphs, such as the ones presented in The-
orem 3.47 or 3.59. Other such criteria concern adding an independent real,
Corollary 3.57 or Theorem 3.62. Each of these theorems is adorned with a
number of examples, some new, others well-known. Other similar theorems will
appear in forthcoming work.

It may seem that one could classify quotient posets coming from very re-
strictive hypergraph classes. Section 4 attempts to do just that for some types
of invariant graphs. There are two well-known examples, the Silver forcing (Ex-
ample 2.7) and the Vitali forcing (Example 2.8), and all the other posets in
the category are in a precise sense between these two. Many invariant graphs
give rise to quotient posets which are naturally isomorphic to one of these two–
Theorems 4.5 and 4.6. However, there are some intermediate examples such
as the Vitali-odd forcing (Example 4.10), and many examples where I cannot
determine what exactly is happening, typically connected with fine additive or
group combinatorics (Subsection 4.4). Subsection 4.5 shows that there is a nat-
ural proper poset derived from the (non-invariant) KST graph and proves an
attendant dichotomy.

Section 5 studies operations on hypergraphs that lead to operations on par-
tial orders. The countable support product is studied in Section 5.2, and it
turns out that in the case of posets given by actionable families of finitary hy-
pergraphs, the product is hypergraphable again and the computation of the
associated ideal is so simple that it gives rise to many preservation properties
for product that seem to be very awkward to obtain in any other way. One can
also represent countable support iterations, even illfounded ones, using natural
operations on hypergraphs, Subsection 5.3.

2



The last section of the paper provides the descriptive complexity computa-
tions necessary to push all the proofs through. The computations were mostly
known previously, either as folklore theorems or as published results.

There is an overwhelming number of open questions; I will mention two of
strategic nature. The classes of analytic hypergraps isolated in this paper do
not exhaust the class of hypergraphable proper forcings by any stretch. The
most natural question in the area is wide open:

Question 1.2. Characterize the analytic hypergraphs G such that the quotient
poset PIG is proper.

It is just as unclear to me which proper partial orders can be presented as
hypergraphable. It is clear from the work in this paper that such a presentation
advances the understanding of the forcing properties of the poset more than
any other piece of information. The only two significant restrictions on the
class of hypergraphable forcing are that the associated σ-ideal is Π1

1 on Σ1
1 and

the poset preserves Baire category. However, within these limitations there are
many posets which I suspect cannot be presented as hypergraphable, such as the
product of two copies of Sacks forcing. Thus, another question begs an answer:

Question 1.3. Characterize the idealized forcings on Polish spaces which can
be presented as hypergraphable.

The notation follows the set theoretic standard of [8]. If I is a σ-ideal on
a Polish space, the symbol PI denotes the poset of Borel I-positive subsets of
the space, ordered by inclusion. A hypergraph is finitary if all its edges are
finite, possibly of arbitrarily large finite sizes. If C is a class of hypergraphs,
a σ-ideal is C-hypergraphable if there is a a countable family G of analytic
hypergraphs in the class C such that I = IG ; thus, I speak of finitary hyper-
graphable ideals, graphable ideals, nearly open hypergraphable ideals etc. I will
need precise terminology regarding maps between hypergraphs: suppose that
X,Y are Polish spaces with respective hypergraphs G,H on them, and suppose
that h : X → Y is a continuous injection. I will say that a function h : X → Y is
a homomorphism of G to H if for every edge e ∈ G, the sequence h ◦ e belongs
to H . The function h is a reduction of G to H if for every sequence e ∈ X≤ω,
e ∈ G↔ h ◦ e ∈ H . The function h is a near reduction if X can be decomposed
into countably many Borel sets Bn for n ∈ ω such that the function h ↾ Bn is a
reduction of G to H for every number n ∈ ω. Note that if h is a near reduction
of G to H , then the h- image of any Borel G-anticlique decomposes into count-
ably many Borel H-anticliques and the h-preimage of any Borel H-anticlique
decomposes into countably many Borel G-anticliques. Thus, any near reduction
h of G to H transports the ideal IG to IH restricted to the range of h. If G and
H are countable families of hypergraphs on the respective Polish spaces X,Y ,
then a near reduction of G to H is a continuous injection h : X → Y together
with a bijection π : G → H such that for every G ∈ G, h is a near reduction of
G to π(G). As before, a near reduction clearly transports the ideal IG to the
ideal IH restricted to the range of h.
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2 Properness theorems

2.1 Actionable hypergraphs

Definition 2.1. Let X be a Polish space and G a countable set of analytic
hypergraphs on X . Say that G is actionable if there is a countable group Γ and
a Borel action of Γ on X such that

1. every edge of every hypergraph in G is a subset of a single orbit;

2. for every G ∈ G and every γ ∈ Γ, γ ·G ∈ G.

A σ-ideal I on X is actionable if there is an actionable collection G of hyper-
graphs on X such that I is σ-generated by Borel sets which are anticliques in
at least one of the hypergraphs in G.

Theorem 2.2. Suppose that I is an actionable σ-ideal on a Polish space X.
Then the poset PI of Borel I-positive sets ordered by inclusion is proper.

Proof. Let G be a countable family of analytic hypergraphs and let Γ be a
countable group with an action witnessing the assumption that the ideal I is
actionable. Let ẋgen be the PI -name for the generic element of the space X .
The next claim yields a key homogeneity feature of the poset PI .

Claim 2.3. Let γ ∈ Γ be any element. The map x 7→ γ ·x induces an automor-
phism of the ordering PI .

Proof. Note that if a Borel set B ⊂ X is a G-anticlique for some graph G ∈ G
and γ ∈ Γ is any element, then γ · B is a Borel γ · G-anticlique and γ · G ∈ G.
This means that the set of generators of I and consequently the whole ideal I
is invariant under the action of the group. The claim immediately follows.

The second preparatory claim describes a key derivative operation on conditions
in the poset PI .

Claim 2.4. Let A ⊂ X be a Borel I-positive set and G ∈ G. Then the set
B = {x ∈ A : ∃e ∈ G ∩ Aω x ∈ rng(e)} is analytic and I-positive.

Proof. Suppose that the set B belongs to the ideal I. Then, since the ideal I is
by definition generated by Borel sets, there must be a Borel set B′ ∈ I which
is a superset of B. The definition of the set B shows that the set A \ B is a
G-anticlique and so the set A \ B′ is a Borel G-anticlique. By the definitions,
the set A is in the ideal I, contradicting the initial assumptions.

Let M be a countable elementary submodel of a large structure. The poset
PI ∩M still adds a single point ẋgen such that the generic filter is the collec-
tion of those sets in PI ∩M which contain ẋgen , and the action still induces
automorphisms of the poset PI ∩M . The following claim is central.

Claim 2.5. If G ∈ G and C ⊂ X is a Borel G-anticlique, then PI ∩M  ẋgen /∈

Ċ.
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Proof. Suppose that C ⊂ X is a Borel set and A ∈ PI ∩M is a condition forcing
ẋgen ∈ Ċ; I must find a G-edge in Cω. Let B = {x ∈ A : ∃e ∈ G ∩ Aω x ∈
rng(e)}; by Claim 2.4, this is an analytic I-positive subset of A in the model
M . By Fact 6.1, it contains a Borel I-positive subset B′. Now, suppose that
H ⊂ PI ∩M be a generic filter containing the condition B′ and x ∈ X the
associated generic point. Then x ∈ B, and so there is an edge e ∈ G ∩ Aω

such that x is in its range. By the initial assumptions on the hypergraph G,
the range of the edge e is contained in the orbit of x, and so each point in the
range of e is also generic for the poset PI . Since the points on the range of e
all belong to the set A, by the forcing theorem they must all belong to the set
C. Thus, the Borel set C fails to be a G-anticlique in the extension V [H ], and
by the Mostowski absoluteness it cannot be a G-anticlique in the ground model
either.

Claim 2.6. Let A ∈ PI ∩M is a condition, then the set B = {x ∈ A : x is
PI-generic over the model M} is Borel and I-positive.

Proof. The Borelness of the set of generics over countable models is a general
fact, proved in [21, Fact 1.4.8]. To see that B /∈ I, suppose that {Cn : n ∈ ω}
are Borel anticliques for some hypergraphs in G; I must produce a point x ∈ B \⋃

n Cn. To this end, let N be a countable elementary submodel of large structure
containing M,Cn for n ∈ ω and G as elements, let H ⊂ PI∩M be a filter generic
over the model N containing the condition A, and let x be its associated generic
real. By Claim 2.5 applied in the model N , N [H ] |= x ∈ B \

⋃
n Cn, and by the

Mostowski absoluteness between the models N [H ] and V , x ∈ B \
⋃

n Cn holds
as required.

The theorem now immediately follows by the characterization of properness
in [21, Proposition 2.2.2].

Example 2.7. Let G be the Silver graph on 2ω, connecting points x, y just in
case they disagree on exactly one entry. The graph G is invariant under the
usual action of the rational points of the Cantor group 2ω on the whole group.
The quotient poset is well known to have a dense subset naturally isomorphic
to the Silver forcing [20, Theorem 2.3.37].

Example 2.8. Let G be the Vitali graph on 2ω, connecting points x, y just in
case they disagree on only finite number of entries. The graph G is invariant
under the usual action of the rational points of the Cantor group on the whole
group. The quotient poset is well-known to have a dense subset naturally iso-
morphic to the Vitali forcing, or E0-forcing as it is called in [21, Section 4.7.1].
The main difference between the Vitali and Silver forcings is that Vitali forcing
adds no independent reals while Silver forcing does, even though below I identify
another profound iterable difference–Corollary 3.49.

Example 2.9. Let G be the KST graph (for Kechris–Solecki–Todorcevic [11])
on 2ω. To define it, let sn ∈ 2n be binary strings for each n ∈ ω such that the
set {sn : n ∈ ω} is dense in 2<ω. Put 〈x, y〉 ∈ G if x, y differ in exactly one
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entry and their longest common initial segment belongs to the set {sn : n ∈ ω}.
It is well-known and easy to prove that the KST graph is closed, acyclic, and
spans the Vitali equivalence relation. Borel anticliques of G must be meager.
Let G be the family of all rational shifts of the graph G. By the definitions, the
family G is actionable. The quotient poset does not depend on the initial choices
as proved in Subsection 4.5 and I call it the KST forcing. The main iterable
difference between the KST forcing and the Silver forcing is that in the Silver
extension, ground model coded compact anticliques of any closed acyclic graph
still cover their domain Polish space–Corollary 3.48. In the KST extension this
clearly fails for the initial graph G.

Example 2.10. Let Γ be a countable group acting continuously on a Polish
space X and let µ be an invariant probability measure on X . The hypergraph
G consisting of all elements e ∈ Xω such that the set rng(e) consists of pairwise
orbit equivalent points and has µ-positive closure is certainly invariant. Does
the quotient forcing depend on the initial choice of the action and the measure?

2.2 The canonical intermediate extension

The generic extensions associated by the actionable posets share a certain im-
portant feature: there is a large, natural intermediate forcing extension. The
main theorem of this section identifies the most important features of this ex-
tension.

Theorem 2.11. Let X be a Polish space and I an actionable σ-ideal on it;
let G ⊂ PI be a generic filter. Then there is an intermediate extension V ⊂
W ⊂ V [G] such that a set a ∈ V [G] of ordinals belongs to W just in case its
intersection with every ground model countable set belongs to the ground model.
Moreover, V [G] is a c.c.c. extension of W .

The second sentence identifies the intermediate model uniquely; a moment’s
thought will show that W must be the largest, in the sense of inclusion, inter-
mediate model of ZFC with no new reals. The last sentence implies that W is a
nontrivial extension of the ground model except in the case that PI is equivalent
to the Cohen forcing: if W = V then PI is c.c.c. below some condition, and
the only definable c.c.c. poset preserving Baire category is the Cohen forcing by
[17]. A good part of the theorem is the precise identification of the intermediate
model W ; the details of this have been incorporated into the proof rather than
the statement of the theorem.

Proof. Start in the ground model V . Let G be a family of analytic hypergraphs
generating the σ-ideal I, with the associated action of a countable group Γ on X .
Write E for the resulting orbit equivalence relation on X ; E is Borel and all its
classes are countable. Mover to the generic extension V [G] and write xgen ∈ X
for the generic point added by the filter G ⊂ PI . The model W is the class of
all sets in V [G] which such that every element of the transitive closure of x is in
V [G] definable from parameters in V and the additional parameter [xgen ]E . It
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is well-known that classes of this type are models of ZFC. The following claim
provides the central piece of information about the model W .

Claim 2.12. 2ω ∩ V = 2ω ∩W .

Proof. Move to the ground model and let B ∈ PI be a condition, τ a PI -name,
and B  τ ∈ W ; I will find a condition D ⊂ B and a point z ∈ 2ω such that
D  τ = ž. Strengthening the condition W , I may identify the parameters
in V and the formula φ which defines τ in V [G] with those parameters plus
the parameter [ẋgen ]E . Strengthening the condition B even further, I can find

a Borel function f : B → 2ω such that B  τ = ḟ(ẋgen). I will find a Borel
I-positive set C ⊂ B such that f ↾ C is constant on E-classes, and then I argue
that for every such a function there must be an I-positive Borel set D ⊂ C on
which f is constant. Clearly, if z ∈ 2ω is the constant value, then D  τ = ž as
required.

For the construction of the set C, let M be a countable elementary submodel
of a large structure containing all the objects named so far. Let C ⊂ B be the
set of all points PI -generic over the model M ; by Theorem 2.2, this set is Borel
and I-positive. To see that the function f ↾ C is constant on E-classes, suppose
that x, y ∈ C are E-related points and γ ∈ Γ is a group element such that
γ · x = y. Both points x, y are PI -generic over M and so (identifying M with
its transitive collapse) I may consider the generic extensions M [x], M [y]. Since
γ · x = y, these two generic extensions coincide. By the forcing theorem, the
formula φ applied to the parameters and the E-class containing both x, y gives
a point z ∈ 2ω which must be equal to both f(x) and f(y). Thus f(x) = f(y)
as desired.

For the construction of the set D, suppose for contradiction that for every
z ∈ 2ω, the set {x ∈ C : f(x) = z} belongs to the ideal I. Then the set
F ⊂ 2ω × C of all pairs 〈y, x〉 such that f(x) = y has all vertical sections in
the ideal I. By Fact 6.1, there are Borel sets Fn ⊂ 2ω × B and hypergraphs
Gn ∈ G for each n ∈ ω such that F ⊂

⋃
n Fn and each vertical section of the set

Fn is a Gn-anticlique. By the σ-additivity of the σ-ideal I, there is a number
n ∈ ω such that the Borel set A = {x ∈ C : 〈f(x), x〉 ∈ Dn} is I-positive. Find
a Gn-edge e in the set A. Since the edge e is a subset of a single E-class, the
function f is constant on the edge e with value y, then a contradiction with the
assumption that the section (Fn)y is Gn-anticlique appears.

It immediately follows that if a ∈ V [G] is a set of ordinals such that for
some countable set b ∈ V , a ∩ b /∈ V , then a /∈ W : if a were an element of W ,
so would be the set a ∩ b, contradicting the claim. On the other hand, suppose
that a ∈ V [G] is a set of ordinals such that a ∩ b ∈ V for every countable set
b ∈ V . Let τ be a PI -name in the ground model such that a = τ/G. In the
model V [G], the set d = {τ/γ · G : γ ∈ Γ} is countable and definable from τ
and the equivalence class [xgen ]E . There is a countable set c of ordinals such
that whenever a0, a1 ∈ d are distinct sets of ordinals then they disagree on the
membership of some ordinal in c. Since V [G] is a proper extension of V , there
is a countable set b of ordinals in the ground model such that c ⊂ b. By the
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assumption on the set a, the intersection e = a∩ b belongs to the ground model,
and so a can be defined from [ẋgen ]E , τ, b, e as the only set of ordinals in d whose
intersection with b is equal to e. Thus, a ∈ W and the second sentence of the
theorem is proved.

To evaluate the properties of the forcing that leads from W to V [G], one has
to evaluate the forcing that leads from V to W . This is a result of an entirely
general procedure. Step back into the ground model. Let QI ⊂ PI be the poset
of all I-positive Borel E-invariant sets, ordered by inclusion.

Claim 2.13. G ∩QI is a filter on QI generic over V .

Proof. Move to the ground model. To prove the genericity, suppose that B ∈ PI

is a condition and C ⊂ [B]E is a Borel E-invariant I-positive set. It will be
enough to find a condition D ⊂ B in PI such that its E-saturation is a subset
of C. That way, it will be confirmed that the map B 7→ [B]E is a projection of
PI to QI , and the genericity follows.

Now, the remainder poset leading from the model V [G ∩QI ] to V [G] is the
poset R of all Borel I-positive subsets B ⊂ X coded in the ground model such
that [B]E ∈ G ∩QI . The following is easy to show via a genericity argument.

Claim 2.14. Let x ∈ X be a point E-related to xgen . The collection Hx ⊂ R of
all sets containing x is a filter generic over V [G ∩QI ]. Moreover, R =

⋃
xHx.

It follows that W = V [G ∩QI ]. On one hand, the filter G ∩QI is definable
in V [G] from the parameter [xgen ]E as the set of all E-invariant Borel sets
coded in the ground model which contain [xgen ]E as a subset. This shows that
V [G∩QI ] ⊂W . To prove the opposite inclusion, move to the model V [G∩QI ].
Suppose that τ is an R-name for a set of ordinals. Suppose that B ∈ R is a
condition forcing that τ is definable in the R-extension using a formula φ with
parameters in V and an additional parameter [ẋgen ]E . It will be enough to
show that the condition B decides the membership of all ordinals in τ , since
then B  τ ∈ V [G ∩ QI ] as desired. To see this, note that the filters Hx for
x ∈ [xgen ]E in the claim cover the whole poset R and since their generic points
are all E-related, the filters all evaluate the formula φ and so the name τ in the
same way.

It also follows that W |= R is c.c.c. since the poset R is covered by countably
many filters in the extension V [G] which has the same ℵ1 as W . The theorem
has just been proved.

2.3 Nearly open hypergraphs

There is an entirely different class of hypergraphable proper forcings which is
perhaps more frequent in the literature, even though never in the following most
convenient presentation:

Definition 2.15. Let G be an analytic hypergraph on a Polish space X . The
hypergraph is nearly open if for each edge e ∈ G and every i ∈ dom(e) \ {0}
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there are open sets Oi ⊂ X containing e(i) such that for every choice of points
xi ∈ Oi, the sequence 〈e(0), xi : i ∈ dom(e) \ {0}〉 is an edge in the hypergraph
G.

It is clear from the definition that the first vertex in an edge of a nearly
open hypergraph may carry priviledged information about the edge, and in the
more interesting examples this is indeed the case. Note that I do not demand
the hypergraphs to be invariant under the permutation of vertices in the edges.
There is an important subclass of the nearly open hypergraphs, namely the
hypergraphs which are open in the box topology on Xω. In these hypergraphs
no vertex in an edge is clearly priviledged, and the treatment becomes much
simpler; in particular, the associated σ-ideal is σ-generated by closed sets.

Unlike the case of actionable ideals, the definition of a nearly open hyper-
graph depends on the choice of the topology on the underlying space X , and
it may occur that one needs to make a rather unnatural change of topology to
present a given hypergraph as nearly open. Note that the poset PI and all its
properties do not depend on the topology of X as long as the algebra of Borel
sets remains the same.

Theorem 2.16. Let G be a family of nearly open hypergraphs on a Polish space
X. The quotient poset PIG is proper.

Proof. Write I = IG . Let M be a countable elementary submodel of a large
structure and consider the (countable) poset PI∩M . As in the case of actionable
ideals, the following claim will be central.

Claim 2.17. Let G ∈ G be a hypergraph and C ⊂ X be a Borel G-anticlique.
Then PI ∩M  ẋgen /∈ Ċ.

Proof. Suppose on the contrary that some conditionB ∈ PI∩M forces ẋgen ∈ Ċ.
Shrinking the set B if necessary, I may assume that for every open set O ⊂ X ,
B∩O = 0 or B∩O /∈ I. The set B′ = {x ∈ B : ¬∃e ∈ G e(0) = x∧ rng(e) ⊂ B}
is a coanalytic G-anticlique. Its complement B \ B′ cannot belong to I, since
then it would be covered by a Borel set B′′ ∈ I and B would be the union of
B′′ and the G-anticlique B′ \ B′′ and therefore in I. Now, by Theorem 6.1(2),
the I-positive set B \B′ has a Borel I-positive subset D ∈ PI ∩M . Now, in V
choose a sufficiently generic filter on the poset PI containing D and let x be its
associated generic point. By the forcing theorem, it will be the case that x ∈ D.

Now, since x ∈ C, there is an edge e ∈ G such that x = e(0) and rng(e) ⊂
B. Use the openness of the graph G to find basic open sets Oi ⊂ X for i ∈
dom(e) \ {0} such that e(i) ∈ Oi and for every choice of points xi ∈ Oi, the
sequence 〈e(0), xi : i ∈ dom(e) \ {0}〉 is an edge in the hypergraph G. For every
i ∈ dom(e) \ {0}, the set B ∩ Oi is nonempty, containing e(i), and so it is
I-positive. It also belongs to the model M . Thus, I can choose a sufficiently
generic filter on the poset PI ∩M containing the set B ∩ Oi and let xi be its
generic point. By the forcing theorem, xi ∈ D holds.
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Finally, consider the tuple 〈e(0), xi : i ∈ dom(e) \ {0}〉. It is an edge in
the hypergraph G, and it consists of points in the set C. This contradicts the
assumption that C was a G-anticlique.

Let B ∈ PI be a condition in the model M . I must show that the set
{x ∈ B : x is PI -generic over the model M} is I-positive. To this end, let Cn for
n ∈ ω be Borel subsets of X which are anticliques in at least one hypergraph
on the generating family G. I must produce a point x ∈ B which is PI -generic
over M and does not belong to the set

⋃
n Cn. To do this, choose a sufficiently

generic filter on the poset PI ∩M containing the set B, and let x ∈ X be its
generic point. Clearly, x ∈ B, and by the claim x /∈

⋃
n Cn as desired. The

proof is complete!

Example 2.18. If I is a Π1
1 on Σ1

1 σ-ideal on a Polish space X generated by
closed sets, then there is a nearly open and in fact box open hypergraph G on
X such that I = IG. Just let e ∈ G just in case the closure of rng(e) does not
belong to I.

Example 2.19. Let X,Y be Polish spaces and f : X → Y be a Borel function.
Let G be the hypergraph on X consisting of those tuples e ∈ Xω such that
e(0) = limi e(i) but there is an open set O ⊂ Y containing f(e(0)) and no other
points of f ′′rng(e). The hypergraph is not nearly open as it stands, but becomes
nearly open if the topology of the space X is updated to make the function f
continuous. The σ-ideal IG is generated by Borel subsets of X on which the
function f is continuous (with the original topology on the space X).

The σ-ideals generated by nearly open graphs differ from the actionable
ideals in many significant ways. One remarkable difference is Theorem 3.51
proved below, which provides for many iterable preservation properties of the
quotient forcings of the nearly open hypergraphs that the actionable ideals can
never have.

2.4 Limitations

In the only result in this subsection, I isolate a rather humble class of hyper-
graphable posets which are not proper.

Theorem 2.20. Let G be a locally countable, acyclic, analytic graph on a Polish
space X and let I be the σ-ideal σ-generated by Borel G-anticliques. The quotient
forcing PI is either trivial or not proper.

Proof. Let E be the equivalence relation connecting points x, y ∈ X if there
is a G-path from x to y. By the second reflection theorem, E is a subset of
a countable Borel equivalence relation F . By the Feldman–Moore theorem,
there is a Borel action of some countable group Γ which induces F as the
orbit equivalence relation. Consider the following a small claim of independent
interest which does not use the acyclicity assumption:
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Claim 2.21. If B ∈ PI is a Borel I-positive set, then there is a Borel I-positive
set C ⊂ B such that two elements of C are connected by a G-path if and only if
they are connected by a G-path whose vertices are all in C.

Proof. Since the Borel chromatic number of G on B is uncountable, by a result
of Miller [12] there is a continuous map h : 2ω → B which is a homomorphism of
the KST graph to G and antihomomorphism of the Vitali equivalence relation
to F . Since the KST graph spans the Vitali equivalence relation, the compact
set C = rng(h) is a witness to the validity of the claim.

Now, let M be a countable elementary submodel of a large structure contain-
ing G,X , and the action. By the properness criterion [21, Proposition 2.2.2], it
will be enough to show that the set C = {x ∈ X : x is PI -generic over M} is
a G-anticlique. Suppose towards contradiction that there are points x, y ∈ C
which are G-connected. Let γ ∈ Γ be an element such that γ · x = y. By the
forcing theorem applied in the model M , there must be a Borel set B ∈ PI ∩M
which forces γ · ẋgen to be PI -generic and G-connected to ẋgen . Now, thinning
down the set B successively, I may arrange that for each x ∈ B, 〈x, γ · x〉 ∈ G,
γ · B ∩ B = 0, and finally, by the claim, that two elements of B are connected
by a G-path if and only if they are connected by a G-path whose vertices are
all in B.

Look at the Borel set γ · B. Since B  γ · ẋgen is PI -generic, the Borel
set γ · B cannot be a G-anticlique. Thus, there are points x 6= y ∈ B such
that 〈γ · x, γ · y〉 ∈ G. Thus, x, γ · x, γ · y, y is a G-path from x to y. By the
choice of the set B, there must be also such a path using exclusively points
from the set B. The two paths together form a cycle in the graph G, which is
a contradiction.

3 Fubini-type preservation properties

In this section, I provide several results which, from simple combinatorial prop-
erties of the collection of hypergraphs G, obtain central forcing properties of the
quotient posets. The theorems are proved through the Fubini property with
various σ-ideals generated by Suslin ergodic forcings. This approach is in an
important class of cases optimal (Theorem 3.45) and has the advantage of au-
tomatically yielding preservation theorems for countable support iteration and
product (Corollary 5.8 and 5.26). Recall the central definition:

Definition 3.1. [21, Definition 3.2.1] Let I, J be σ-ideals on respective Polish
spaces X,Y . The ideals have the Fubini property (I 6⊥ J) if for every Borel
I-positive set BX ⊂ X , every Borel J-positive set BY ⊂ Y , and every Borel set
C ⊂ BX ×BY , either C has a J-positive vertical section or the complement of
C has a horizontal I-positive section.

The Fubini property is always going to be verified through the following property
of Suslin partial orders and the attendant theorem:
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Definition 3.2. Let G be an analytic family of hypergraphs on a Polish spaceX .
Let P be a Suslin forcing. The notation G 6⊥ P denotes the following statement:
for every Borel IG-positive set B ⊂ X , every Borel function h : B → P , and
every hypergraph G ∈ G, there is a condition p ∈ P which forces that there
is an edge e ∈ G which consists of ground model elements of the set B, and
h′′rng(e) is a subset of the generic filter.

One good way to satisfy the statement G 6⊥ P is to actually find an edge e ∈ G
such that the set h′′rng(e) has a lower bound in the poset P , which then will
serve as the condition p. This is clearly the only way to act if the edges in the
hypergraph G are finite. However, in the case of hypergraphs of infinite arity,
this approach may not be flexible enough, and the sought edge e ∈ G may be
found only in the P -extension.

The following theorem is one of the reasons why hypergraphable forcings are
so special. To state it, if P is a forcing, Y is a Polish space and ẏ is a P -name for
an element of Y , write Jẏ for the σ-ideal generated by the analytic sets A ⊂ Y

such that P  ẏ /∈ Ȧ.

Theorem 3.3. Let G be an analytic family of hypergraphs on a Polish space X
such that the quotient forcing PIG is proper. Let P be a Suslin c.c.c. forcing, Y
a Polish space, ẏ a P -name for an element of Y . Then, G 6⊥ P implies IG 6⊥ Jẏ.

Proof. Suppose that G 6⊥ P holds. To prove the theorem, suppose that BX ⊂ X
and BY ⊂ Y are Borel IG and Jẏ-positive sets respectively and C ⊂ BX × BY

is a Borel set with all vertical sections in the ideal Jẏ. I must prove that the
complement D = (BX ×BY ) \ C has an IG-positive horizontal section.

Suppose for contradiction that this fails. Then, by Theorem 6.1(3), there are
Borel sets Dn ⊂ D and hypergraphs Gn ∈ G for n ∈ ω such that D =

⋃
nDn

and each vertical section of Dn is a Gn-anticlique. By Theorem 6.14, there is a
Borel IG-positive set B ⊂ BX , a natural number n ∈ ω, and a Borel function
h : B → P such that for all x ∈ B, the condition h(x) ∈ P forces 〈x̌, ẏ〉 ∈ Ḋn.

Now, use the assumption G 6⊥ P to find a condition p ∈ P and a P -name
ė such that p  ė ∈ Ġn, rng(ė) consists of ground model elements of Ḃ, and
for each x ∈ rng(ė), h(x) belongs to the generic filter. Let M be a countable
elementary submodel of a large structure containing all objects named so far,
and let H ⊂ P ∩M be a filter P -generic over M , and let y = ẏ/H and e = ė/H .
By the forcing theorem, M [H ] satisfies e ∈ Gn and ∀x ∈ rng(e) 〈x, y〉 ∈ Dn.
By the Mostowski absoluteness, these statements transfer from M [H ] to V and
so e is a Gn-edge consisting of points in the horizontal section (Dn)y. This
contradicts the choice of the set Dn.

3.1 The localization property

The quotient posets arising from families of analytic hypergraphs in which every
edge is finite with a fixed bound on its arity share a strong preservation property.

Definition 3.4. A Suslin poset P is analytic σ-n-linked if it can be covered
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by the union of countably many analytic sets such that if {pm : m ∈ n} are
conditions in one of the analytic sets, then they have a common lower bound.

Theorem 3.5. Suppose that n ∈ ω is a number and G is a countable family of
analytic hypergraphs on a Polish space X such that each hypergraph in G has
arity ≤ n. Suppose that P is a Suslin poset which is analytic σ-n-linked. Then
G 6⊥ P .

Proof. Let P =
⋃

m Pm be a countable cover of the poset P by analytic n-linked
pieces. Suppose B ⊂ X is a Borel IG-positive set, h : B → P is a Borel function,
and G ∈ G is a hypergraph. For each number m ∈ ω, the preimage h−1Pm ⊂ B
is analytic. If it is a G-anticlique, by the first reflection theorem it can be
extended to a Borel G-anticlique Bm ⊂ B. If this occurred for each number
m ∈ ω, I would have B =

⋃
mBm, contradicting the assumption that B /∈ G.

Thus, there is a number m ∈ ω and an edge e ∈ G such that h′′rng(e) ⊂ Pm.
Since the set Pm is n-linked and the set rng(e) has size at most n, there is
a lower bound p ∈ P of h′′rng(e). This lower bound witnesses the statement
G 6⊥ P .

Among the corollaries of the theorem, one appears to be exceptionally powerful:

Definition 3.6. [13] Let m be a natural number. A poset P has the m-
localization property if every element of ωω in the P -extension is a branch
through some ≤ m-branching tree in the ground model.

Corollary 3.7. Suppose that n ∈ ω is a number and G is a countable family
of analytic hypergraphs on a Polish space X such that each hypergraph in G has
arity ≤ n. If the poset PIG is proper, then it has the n-localization property.

Proof. I will need a poset adding a large n-branching tree. Let P be the partial
order of all pairs p = 〈tp, ap〉 where tp ⊂ ω<ω is a finite n-branching tree,
ap ⊂ ωω is a finite set, every element of ap contains a terminal node of tp as an
initial segment, and every terminal node of tp is an initial segment of at most
one element of ap. The ordering is defined by q ≤ p if tq is an end-extension of
tp and ap ⊂ aq. The poset P is Suslin c.c.c., and in fact any n many conditions
sharing the same first coordinate have a lower bound. This also proves that the
poset is analytic σ-n-linked.

The poset P adds a generic n-branching tree Ṫgen which is the union of the
first coordinates of conditions in the generic filter. A simple genericity argument
shows that every ground model element z ∈ ωω has a finite modification which
is a branch through Ṫgen . Let Y be a the space of all n-branching trees on
ω, and let J be the σ-ideal generated by those analytic sets A ⊂ Y such that
P  Ṫgen /∈ Ȧ.

Suppose that B ∈ PIG is a condition and τ is a PIG -name for an element of
ωω. By the Borel reading of names in proper forcing, it is possible to thin out
the condition B to find a Borel function f : B → ωω such that B  τ = ḟ(ẋgen).
Let C ⊂ B × Y be the set of all pairs 〈x, T 〉 such that no finite modificaton of
f(x) is a branch through the tree T . The vertical sections of C belong to the
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σ-ideal J . By Theorems 3.5 and 3.3, there has to be an n-branching tree T such
that the horizontal section of the complement of the set C associated with T ,
the Borel set B′ = {x ∈ B : a finite modification of f(x) is a branch through
the tree T } is IG-positive. The condition B′ forces some finite modification of τ
to be a branch through T , and so τ to be a branch to some finite modification
of the tree T .

Example 3.8. For a fixed number n ∈ ω consider the hypergraph Gn of arity
n on the space nω which contains exactly all tuples {xi : i ∈ n} such that for
some m ∈ ω, xi(m) = i while all functions xi are identical on the set ω \ {m}.
The resulting poset Pn is the wider version of the Silver forcing. It does have
the n-localization property, while it fails to have the n−1-localization property.

Example 3.9. Let G0 be the graph on X = 2ω connecting points x 6= y if the
smallest n ∈ ω such that x(n) 6= y(n) is even. Let G1 be the graph on X = 2ω

connecting points x 6= y if the smallest n ∈ ω such that x(n) 6= y(n) is odd, and
let G = {G0, G1}. The resulting forcing is the cmin forcing studied by Kojman
among others [21, Section 4.1.5], [7]. Since the two graphs are open, the poset
is proper, and by Corollary 3.7 it has the 2-localization property.

3.2 The Sacks property

If one drops the demand that there be a uniform bound on the arities of edges
in all hypergraphs in the generating collection, while each hypergraphs contains
only edges of finite and bounded arity, then the resulting poset still maintains
strong preservation properties.

Theorem 3.10. Suppose that G is a countable family of analytic hypergraphs
on a Polish space X such that for each G ∈ G there is n ∈ ω such that G has
arity ≤ n. and I is a hypergraphable σ-ideal on X. Suppose that P is a Suslin
poset which is analytic σ-n-centered for every n. Then G 6⊥ P .

Proof. Suppose B ⊂ X is a Borel IG-positive set, h : B → P is a Borel function,
and G ∈ G is a hypergraph. Let n ∈ ω be the arity of G, and let P =

⋃
m Pm be

a countable cover of the poset P by analytic n-linked pieces. For each number
m ∈ ω, the preimage h−1Pm ⊂ B is analytic. If it is a G-anticlique, by the first
reflection theorem it can be extended to a Borel G-anticlique Bm ⊂ B. If this
occurred for each number m ∈ ω, I would have B =

⋃
mBm, contradicting the

assumption that B /∈ G. Thus, there is a number m ∈ ω and an edge e ∈ G such
that h′′rng(e) ⊂ Pm. Since the set Pm is n-linked and the set rng(e) has size at
most n, there is a lower bound p ∈ P of h′′rng(e). This lower bound witnesses
the statement G 6⊥ P .

Among the corollaries of the theorem, one again appears to be dominant.
The requisite definitions:

Definition 3.11. An narrow tunnel is a function T : ω → P(ω) such that for
all n ∈ ω, |f(n)| ≤ 2n. A point x ∈ ωω is enclosed by the tunnel T if for all
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n ∈ ω, x(n) ∈ T (n). A poset P has the Sacks property if every point in ωω in
the P -extension enclosed by a ground model narrow tunnel.

Corollary 3.12. All the hypergraphable posets in the class identified in Theo-
rem 3.10 have the Sacks property.

Proof. I will need a Suslin poset which adds a generic narrow tunnel. Let P be
the set of all pairs p = 〈op, ap〉 such that op is a function with domain np ∈ ω
such that for all m ∈ np, op(m) ⊂ ω is a set of size ≤ 2m. Also, ap ⊂ ωω is a set
of size ≤ 2np . The ordering is defined by q ≤ p if op ⊂ oq, ap ⊂ aq, and for all
m ∈ nq \ np and all x ∈ ap, x(m) ∈ oq(m) holds. It is not difficult to see that
the forcing P is c.c.c. and in fact analytic n-centered for every n ∈ ω.

The forcing adds a generic narrow tunnel Ṫgen which is the union of the
first coordinates of all conditions in the generic filter. A genericity argument
shows that every ground model element of ωω has a finite modification which
is enclosed by the generic tunnel. Let Y be a the space of all narrow tunnels,
and let J be the σ-ideal generated by those analytic sets A ⊂ Y such that
P  Ṫgen /∈ Ȧ.

Suppose that B ∈ PIG is a condition and τ is a PIG -name for an element of
ωω. By the Borel reading of names in proper forcing, it is possible to thin out
the condition B to find a Borel function f : B → ωω such that B  τ = ḟ(ẋgen).
Let C ⊂ B × Y be the set of all pairs 〈x, T 〉 such that no finite modification of
f(x) is not enclosed by the tunnel T . The vertical sections of C belong to the
σ-ideal J . By Theorems 3.10 and 3.3, there has to be a narrow tunnel T ∈ Y
such that the horizontal section of the complement of the set C associated with
T , the Borel set B′ = {x ∈ B : a finite modification of f(x) is enclosed by T } is
IG-positive. The condition B′ forces some finite modification of τ to be enclosed
by T , and so τ to be enclosed by some finite modification of the tunnel T .

Example 3.13. Let X = 2ω and G = {Gn : n ∈ ω} be the family of analytic
hypergraphs on X in which a Gn-edge is a set a ⊂ 2ω such that for some interval
i ⊂ ω of length n, the sequences in a are equal off i while every function in 2i is a
subset of some element of a. Then G is actionable as witnessed by the standard
group action. The associated poset is the poset of all partial functions from
ω to 2 whose codomain contains arbitrarily long intervals, ordered by reverse
inclusion.

Note that in the previous example there is no number n ∈ ω such that all
hypergraphs in the generating family have arity ≤ n. Thus, the conclusion is
that the poset has the Sacks property by Corollary 3.12, but does not have the
n-localization property for any number n. To see the failure of the n-localization
property, consider the function gn in the generic extension which to each i ∈ ω
assigns the binary string gn(i) ∈ 2n such that for each j ∈ n, the value of the
generic point at i · n+ j is equal to gn(i)(j).
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3.3 The weak Sacks property

If one further loosen the demands on the hypergraphs by allowing each of the
hypergraphs to contain edges of all finite arities, the Sacks property may fail.
Instead, I obtain the following.

Definition 3.14. Let P be a Suslin poset. P is analytic σ-centered if it can be
written as a union of countably many analytic centered pieces.

Theorem 3.15. Suppose that G is a countable family of analytic hypergraphs
on a Polish space X such that all of the edges of all hypergraphs in G are finite.
Suppose that P is a Suslin poset which is analytic σ-centered. Then G 6⊥ P
holds.

Proof. Let P =
⋃

m Pm be a countable cover of the poset P by analytic centered
pieces. Suppose B ⊂ X is a Borel IG-positive set, h : B → P is a Borel function,
and G ∈ G is a hypergraph. For each number m ∈ ω, the preimage h−1Pm ⊂ B
is analytic. If it is a G-anticlique, by the first reflection theorem it can be
extended to a Borel G-anticlique Bm ⊂ B. If this occurred for each number
m ∈ ω, I would have B =

⋃
mBm, contradicting the assumption that B /∈ G.

Thus, there is a number m ∈ ω and an edge e ∈ G such that h′′rng(e) ⊂ Pm.
Since the set Pm is centered and the set rng(e) is finite, there is a lower bound
p ∈ P of h′′rng(e). This lower bound witnesses the statement IG 6⊥ P .

Again, one of the consequences of the theorem seems to be dominant. For
the definitions,

Definition 3.16. A point x ∈ ωω is enclosed by a narrow tunnel T on an
infinite set b ⊂ ω if for all n ∈ b, x(n) ∈ T (n). A poset P has the weak Sacks
property if every point in ωω in the P -extension enclosed by a ground model
narrow tunnel on a ground model infinite set.

Corollary 3.17. The hypergraphable posets in the class of Theorem 3.15 have
the weak Sacks property.

Proof. I will need a Suslin poset which adds a generic narrow tunnel and an
infinite set. Let P be the set of all triples p = 〈op, ap, bp〉 such that op is a
function with domain np ∈ ω such that for all m ∈ np, op(m) ⊂ ω is a set
of size ≤ 2m. Also bp ⊂ np and ap ⊂ ωω is a finite set. The ordering is
defined by q ≤ p if op ⊂ oq, ap ⊂ aq, bp = bq ∩ np and for all m ∈ bq \ bp and
all x ∈ ap, x(m) ∈ oq(m) holds.It is not difficult to see that the forcing P is
analytic σ-centered; in fact, any finite set of conditions with the same first and
third coordinate has a lower bound.

The forcing P adds a generic narrow tunnel Ṫgen which is the union of the
first coordinates of all conditions in the generic filter, and a generic infinite
set ḃgen ⊂ ω which is the union of the third coordinates of the conditions in
the generic filter. A genericity argument shows that the every ground model
element of ωω has a finite modification which is enclosed bythe tunel Ṫgen on

the set ḃgen . Let Y be the space of all pairs 〈T, b〉 where T is a narrow tunnel
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and b ⊂ ω is an infinite set, and let J be the σ-ideal of all analytic set A ⊂ A
such that P  〈Ṫgen , ḃgen〉 /∈ Ȧ.

To prove the corollary, suppose that B ∈ PI is a condition and τ is a PI -name
for an element of ωω. Thinning the condition B if necessary, I may find a Borel
function h : B → ωω such that B  ḣ(ẋgen) = τ . Let C ⊂ B×Y be the set of all
triples 〈x, T, b〉 such that no finite modification of h(x) ∈ ωω is enclosed by the
tunnel T on the set b. Then the vertical sections of the Borel set C are J-small.
By Theorems 3.10 and 3.3, there must be an I-positive horizontal section of the
complement. This horizontal section, call it B′, is attached to a pair 〈T, b〉 ∈ Y .
Clearly, B′  a finite modification of τ is enclosed by the tunnel T on the set b,
and so τ is enclosed by the tunnel T on a finite modification of the set b.

It is easy to see that the weak Sacks property implies the bounding property.
Thus, I can conclude

Corollary 3.18. Let I be a hypergraphable σ-ideal on a Polish space X. If every
edge of every hypergraph in the generating family is finite and the quotient poset
is proper, then the quotient poset is bounding.

The following corollary uses an entirely different σ-centered poset, derived
from the classical Solovay coding.

Corollary 3.19. Let I be a hypergraphable σ-ideal on a Polish space X such
that every edge of every hypergraph in the generating family is finite and the
quotient poset is proper. In the PI-extension, for every infinite set b ⊂ Z there
is a ground model coded Borel set D ⊂ Z such that both sets b ∩ D, b \ D are
infinite.

Proof. I need the requisite Suslin poset. Fix a Borel function h : Z → P(ω)
such that the range of h consists of pairwise almost disjoint infinite subsets
of ω. The poset P can be viewed as an iteration of adding a Cohen generic
function from Z to 2 and then coding the resulting partition of Z into a Borel
set. More specifically, a condition p ∈ P is a pair 〈fp, ap〉 such that fp is a finite
function from Z to 2 and ap ⊂ ω is a finite set. The ordering is defined by
q ≤ p if fp ⊂ fq, ap ⊂ aq, and for all n ∈ aq \ ap and all z ∈ dom(fp) such that
fp(z) = 0, n /∈ h(z).

The poset P is clearly Suslin. It is also analytic σ-centered. To see this, if
a ⊂ ω is finite, o is a finite collection of pairwise disjoint basic open subsets of
Z and f : o→ 2 is a function, consider the set A ⊂ P of those conditions p such
that a = ap, dom(fp) ⊂

⋃
o and for every O ∈ o and every x ∈ O ∩ dom(fp)

fp(x) = f(O) holds. It is not difficult to see that the set A is analytic and
centered. Moreover, the poset P is covered by the countably many sets A ⊂ P
obtained in this way.

Let ẏ be the P -name for the union of the second coordinates of the conditions
in the generic filter. A simple genericity argument shows that for every infinite
set b ⊂ Z, the set {z ∈ b : ẏ ∩ h(z) is infinite} is forced to be infinite co-infinite
in b. Let Y = P(ω) and let J be the σ-ideal of all analytic sets A ⊂ Y such
that P  ẏ /∈ Ȧ.
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To prove the corollary, suppose that B ∈ PI is a condition and B  τ ⊂ Ż is
an infinite set. Shrinking τ to a countable set and thinning out B if necessary,
it is possible to find Borel functions g : B → Xω such that B  ġ(ẋgen) is
an injective enumeration of the set τ . Let C ⊂ B × Y be the set of those
pairs 〈x, y〉 for which the set {n ∈ ω : y ∩ h(g(x)(n)) is infinite} is either finite
or cofinite. The vertical sections of the set C belong to the ideal J , and so by
Theorems 3.15 and 3.3 there is y ∈ Y such that the horizontal section B′ ⊂ B of
the complement of C corresponding to y is I-positive. Let D = {z ∈ Z : y∩h(z)
is infinite} and observe that B′  τ ∩D and τ \D are both infinite sets.

Example 3.20. Let f ∈ ωω be a function and let X ⊂ ωω be the closed
subset of all functions pointwise ≤ f . Let G ⊂ X<ω be the graph of all tuples
〈xi : i ∈ m〉 such that there is n ∈ ω such that the functions xi agree everywhere
except on n, and the set {xi(n) : i ∈ m} contains all numbers ≤ f(n). The
hypergraph G is actionable as witnessed by the group Πnf(n) of finite support
product of the cyclic groups of size f(n). Corollary 3.18 shows that the quotient
poset is bounding. It is the wide version of the Silver forcing introduced in [2,
Definition 7.4.11]. Note that the hypergraph has edges of arbitrarily large finite
sizes, so Theorem 3.10 does not apply and indeed, the poset does not have the
Sacks property as is immediately obvious from looking at its natural generic
point.

Example 3.21. Another family of hypergraphs with finite edges only, whose
quotient poset fails to have the Sacks property, is associated with packing mea-
sures and it is discussed in Example 3.41.

3.4 The bounding property

It turns out that there is a useful criterion for the hypergraphs to generate a
bounding quotient forcing.

Definition 3.22. Let G be an analytic hypergraph on a Polish space X . Call
G diagonalizable if for every collection {dn : n ∈ ω} of edges in G such that the
points dn(0) ∈ X are identical for all n ∈ ω, there are finite sets an ⊂ rng(en)
and an edge e ∈ G such that rng(e) ⊂

⋃
n an.

Note that I do not expect the hypergraph G to be closed under permutation of
vertices in the edges. Thus, G can be formulated so that the first vertex e(0) of
an edge e carries some specific information–for example, it may be the unique
cluster point of rng(e) etc. This instrumental Suslin forcing in teis section is the
Hechler forcing P . This is the set of all pairs p = 〈tp, zp〉 such that tp ∈ ω<ω and
zp ∈ ωω, and the ordering is defined by q ≤ p if tp ⊂ tq, zq is larger than zp on
all entries, and for all n ∈ dom(tq \ tp), tq(n) > zp(n) holds. It is a well-known
Suslin c.c.c. poset. It is also optimal for its designed purpose by the following

Theorem 3.23. Let G be a countable family of analytic hypergraphs on a Pol-
ish space X such that the quotient forcing PIG is proper. The following are
equivalent:
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1. G 6⊥ P ;

2. PIG is bounding.

Proof. To see that (1) implies (2), Let ẏ be the Hechler name for the union of
the first coordinates of conditions in the generic filter; thus ẏ is forced to be an
element of ωω which modulo finite dominates all ground model elements of ωω.
Let J be the σ-ideal on ωω generated by the analytic sets A ⊂ ωω such that
P  ẏ /∈ Ȧ. Theorems 3.24 and 3.3 imply that IG 6⊥ J holds.

Now, suppose that B ⊂ X is a Borel IG-positive set and τ a PIG -name for
an element of ωω. By the Borel reading of names in proper idealized forcing,
thinning the set B out if necessary one may find a Borel function f : B → ωω

such that B  τ = ḟ(ẋgen). Let C ⊂ B × ωω be the Borel set {〈x, y〉 : f(x) is
not modulo finite dominated by y}. The vertical sections of the set C belong to
the σ-ideal J , and so there must be y ∈ ωω such that the horizontal section B′

of the complement of C indexed by y is IG-positive. It is immediate that the
condition B′ forces τ to be modulo finite dominated by the function y.

To see why (2) implies (1), suppose that the quotient poset is bounding,
B ⊂ X is a Borel IG-positive set, f : B → P is a Borel function and G ∈ G is
a hypergraph. Thinning out the set B if necessary, I may assume that the first
coordinates of the conditions f(x) for x ∈ B are all equal to some fixed t ∈ ω<ω,
and (using the bounding property) the second coordinates are all bounded by
some function g ∈ ωω. Let e ∈ G be any edge all of whose vertices belong to
the set B. Then the condition 〈t, g〉 ∈ P forces f ′′rng(e) to be a subset of the
generic filter as required.

Theorem 3.24. Let G be a countable family of diagonalizable analytic hyper-
graphs on a Polish space X. Then G 6⊥ P .

Proof. Suppose that B ⊂ X is a Borel IG-positive set , f : B → P is a Borel
function, and G ∈ G is a hypergraph. Let f0 : B → ω<ω and f1 : B → ωω be the
Borel functions which for each x ∈ ωω indicate the first and second coordinate
of the condition f(x) ∈ P . By the σ-additivity of the σ-ideal IG , I can shrink
the set B if necessary to find some t ∈ ω<ω such that f0(x) = t for all x ∈ B.
Now, a small claim is helpful:

Claim 3.25. The set C = {x ∈ B : ∀n ∃e ∈ G rng(e) ⊂ B ∧ x = e(0) ∧ ∀y ∈
rng(e) f1(y) ↾ n = f1(x) ↾ n} does not belong to the ideal IG .

Proof. If C ∈ I then C is covered by a Borel set D ∈ I. The Borel set B \D
is covered by the union of the coanalytic sets En = {x ∈ B : ∀e ∈ G rng(e) 6⊂
B∨x 6= e(0)∨∃y ∈ rng(e) f1(y) ↾ n 6= f1(x) ↾ m}. Use the separation theorem to
find Borel sets Fn ⊂ En such that B \D =

⋃
n Fn. By the σ-additivity of the σ-

ideal IG there is a number n such that Fn /∈ IG . By the σ-additivity of IG again,
there must be a string s ∈ ωn such that the Borel set {x ∈ Fn : f1(x) ↾ n = s} is
IG-positive. Choose an edge e ∈ G whose range is contained in this set. Clearly
e(0) ∈ En, yet the edge e violates the defining property of the set En. This is
a contradiction.
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Now, let x ∈ C be any point, and for each number n ∈ ω select an edge dn ∈
G such that rng(dn) ⊂ B, d(0) = x, and for all y ∈ rng(d), f1(y) ↾ n = f1(x) ↾ n.
Finally, use the diagonalizability of the hypergraph G to find finite sets an ⊂
rng(dn) and an edge e ∈ G such that rng(e) ⊂

⋃
n an. Observe that the set

{f1(y) : y ∈ rng(e)} has an upper bound in the total domination ordering on ωω,
since for every number n ∈ ω, among the numbers {f1(y)(n) : y ∈ rng(e)} only
the finitely many numbers {f1(y) : y ∈

⋃
m∈n am} are distinct from f1(x)(n).

Let g ∈ ωω be the upper bound, and observe that the condition p = 〈t, g〉 is
stronger than all conditions f(x) for x ∈ rng(e). This proves the theorem.

Corollary 3.26. Suppose that G is a countable family of diagonalizable hyper-
graphs on a Polish space X. The forcing PIG , if proper, is bounding.

Corollary 3.27. Let G be a countable family of diagonalizable analytic hyper-
graphs on a Polish space X such that the quotient poset is proper. Let I be the
associated σ-ideal. Every analytic I-positive set contains a compact I-positive
subset, and every Borel function with I-positive domain is continuous on an
I-positive set.

Proof. This follows from the standard characterization of the bounding property
[21, Theorem 3.3.2] and Theorem 3.24.

Example 3.28. Let G be the hypergraph on X = ωω such that e ∈ Xω

belongs to G just in case there is n ∈ ω such that for every m > n the set
{x(m) : x ∈ rng(e)} has size greater than 2m. The hypergraph is box-open and
so its σ-ideal is generated by closed sets and the quotient forcing is proper. It is
easy to see that G is diagonalizable. To see this, for every sequence 〈en : n ∈ ω〉
of edges in the hypergraph G find increasing sequence of numbers mn ∈ ω
such that for all m > mn the set {x(m) : x ∈ rng(en)} has size greater than
2m. Find finite sets an ⊂ rng(en) such that for all mn < m ≤ mn+1 the set
{x(m) : x ∈ rng(an)} has size greater than 2m , and let e ∈ Xω be any sequence
enumerating the set

⋃
n an. It is immediate that (ω \m0) × 2 ⊂

⋃
rng(e) and

so e ∈ G. Thus, the associated quotient poset is bounding. In contradistinction
to the finitary hypergraphs, the poset does not have the weak Sacks property
essentially by the definition of the hypergraph G.

Example 3.29. Let G be the hypergraph on X = 2ω such that e ∈ Xω belongs
to G just in case

⋃
rng(e) contains all but finitely many elements of ω× 2. The

hypergraph is box-open. Similarly to the previous example, G is diagonalizable.
Thus, the associated quotient poset is bounding. In fact, the quotient poset is
the forcing introduced by Shelah [15] and further investigated by Spinas [18].

Example 3.30. Let G be the hypergraph on X = 2ω such that e ∈ Xω belongs
to G just in case rng(e) contains all but finitely many of the points which differ
from e(0) at exactly one entry. This is an actionable hypergraph, clearly invari-
ant under the usual action of the rational Cantor group on X . The hypergraph
is also diagonalizable and so the quotient forcing is bounding. Let I be the
σ-ideal generated by Borel G-anticliques. In contradistinction to the finitary
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hypergraphs, the PI -extension violates the conclusion of Corollary 3.19; writing
ḃ for the set of all points in X which differ from ẋgen in exactly one entry, PI

forces that every ground model coded Borel subset of X contains either finitely
many or cofinitely many elements of ḃ. To see this, suppose towards contradic-
tion that B is a condition in the quotient poset PI and D ⊂ 2ω is a Borel set and
B  Ḋ splits the set ḃ into two infinite pieces. Thin down B to decide whether
ẋgen ∈ Ḋ holds or not; for definiteness assume the decision is affirmative. Let M
be a countable elementary submodel of a large structure containing B and D.
The set C = {x ∈ B : x is PI -generic over the model M} is Borel and I-positive
by the properness criterion [21, Proposition 2.2.2]. Thus, it must contain an
edge e ∈ G. All vertices of the edge are PI -generic and meet the condition B,
so they all belong to the set D. But then, e(0) ∈ B is a generic point such that
almost all points which differ from it in exactly one entry (namely all points in
rng(e)) belong to D. This contradicts the forcing theorem.

Example 3.31. Let 〈X, d〉 be a compact metric space. For every set A ⊂ X
and a point x ∈ X say that A is porous at x if there is an ε > 0 such that for
each δ > 0 there is a point y ∈ X such that 0 < d(x, y) < δ, and the open ball
centered at y with radius ε · d(x, y) contains no elements of the set A. A set
A ⊂ X is porous if it is porous at all of its points, and it is σ-porous if it is
a union of countably many porous sets. Then, the σ-ideal generated by Borel
porous sets is hypergraphable and the generating hypergraph is nearly open and
diagonalizable. The quotient poset is proper and bounding.

Proof. Let G ⊂ Xω consist of all sequences e ∈ Xω such that the set rng(e)
is not porous at e(0). It is not difficult to see that this is in fact a Borel,
nearly open hypergraph. Clearly, a set A ⊂ X is porous just in case A is a G-
anticlique. It remains to show that the hypergraphG is diagonalizable. Suppose
that en ∈ G are edges for each n ∈ ω, and for each n ∈ ω the value en(0) is the
same, equal to some point x ∈ X . For each number n ∈ ω find a real number
δn > 0 such that for every point y ∈ X with 0 < d(x, y) ≤ δn, the open ball
around y with radius 2−n · d(x, y) contains some element of rng(en). Shrinking
the numbers δn if necessary, I may assume that they form a decreasing sequence.
The compactness of the space X provides a finite set an ⊂ rng(en) such that
for every point y ∈ X with δn+1 ≤ d(x, y) ≤ δn, the open ball around y with
radius 2−n · d(x, y) contains some element of an. Let e ∈ Xω be any sequence
with e(0) = x and rng(e) = {x} ∪

⋃
n an and observe that e is a G-edge with

the required diagonalization properties.

Corollary 3.32. [4] Let 〈X, d〉 be a compact metric space. Every non-σ-porous
analytic set has a compact non-σ-porous subset. Every Borel function with non-
σ-porous domain is continuous on a non-σ-porous domain.

Proof. Consider the ideals I, J , the former σ-generated by Borel porous sets,
and the latter σ-generated by arbitrary porous sets. The hypergraph generating
the two ideals is nearly open, and so by Theorem 3.51 the two ideals coincide
on analytic sets. The corollary now follows immediately from Example 3.31 and
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the general characterization of the bounding property in quotient forcings in
[21, Theorem 3.3.2] applied to PI .

3.5 Outer measure preservation

Preserving outer measure is a desirable forcing property, and its verification
often involves tricky fusion arguments. In the case of hypergraphable forcings,
it is implied by a simple and useful criterion. Everywhere below, the letter µ
denotes the usual Borel probability measure on 2ω.

Definition 3.33. Let G be a countable family of analytic hypergraphs on a
Polish space X . Say that G is Fubini if for every G ∈ G there is H ∈ G and
ε > 0 such that for every edge d ∈ H and every Borel set D ⊂ rng(d) × 2ω all
of whose vertical sections have µ-mass larger than 1− ε, there is a point y ∈ 2ω

and an edge d ∈ G such that rng(e) ⊂ rng(d) and for all x ∈ rng(e), 〈x, y〉 ∈ D.
If G is Fubini and contains just one hypergraph G, I will call G Fubini as well.

The instrumental Suslin forcing is of course the random forcing, i.e. the poset
P of closed subsets of 2ω of positive µ-mass, ordered by inclusion. This is the
optimal poset for the purposes of this section, as is obvious from the following:

Theorem 3.34. Let G be a countable family of analytic hypergraphs on a Polish
space X such that the poset PIG is proper. Then (1) implies (2), where

1. G 6⊥ P ;

2. PIG preserves the outer Lebesgue measure.

If G contains only finitary hypergraphs, then (2) implies (1).

Proof. To see how (1) implies (2), first use Theorem 3.3 to show that (1) implies
IG 6⊥ J where J is the σ-ideal on 2ω of sets of zero µ-mass. Then, [21, Proposition
3.2.11] implies that PIG preserves the outer Lebesgue measure.

For the opposite direction, suppose that G contains only finitary hyper-
graphs, and the poset PIG preserves the outer Lebesgue measure. To prove (1),
suppose that B ⊂ X is a Borel IG-positive set, f : B → P is a Borel function,
and G ∈ G is a hypergraph. Let C ⊂ B × 2ω be the Borel set of all pairs 〈x, y〉
such that limn 2−n ·µ(f(x)∩ [y ↾ n]) = 1 and use the Lebesgue density theorem
to see that all vertical sections of the set C have positive µ-mass. Let Γ be the
rational Cantor group with its usual action on 2ω. Note that the Γ-saturation
of any vertical section of the set C is of µ-mass 1. Since the poset PIG preserves
the outer Lebesgue measure, it forces that there must be a ground model point
of 2ω in the Γ-saturation of the set Ċẋgen

. Standard manipulations then show
that thinning out the set B if necessary one can find a point y ∈ 2ω such that
for all x ∈ B, 〈x, y〉 ∈ C. Let e ∈ G be an edge with all vertices in the set B.
Find a natural number n ∈ ω such that 2−n · µ(f(x) ∩ [y ↾ n]) > 1 − 1/|e| for
all x ∈ rng(e). It follows immediately that [y ↾ n] ∩

⋂
x∈rng(e) f(x) is a set of

positive µ-mass, and therefore a condition in the poset P . This condition forces
f(x) into the generic filter for all x ∈ rng(e), confirming (1).
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Theorem 3.35. If G is a Fubini countable family of analytic hypergraphs on a
Polish space X, then G 6⊥ P where P is the random forcing.

Proof. For the purposes of this proof, I present the random forcing as the col-
lection of all µ-positive closed subsets of 2ω, ordered by inclusion. Suppose that
B ⊂ X is a Borel IG-positive set , f : B → P is a Borel function, and G ∈ G
is a hypergraph. Let ε > 0 and H ∈ G witness the Fubini property for G.
By the Lebesgue density theorem and countable additivity of the σ-ideal IG , it
is possible to shrink the set B to find a basic open set O ⊂ 2ω such that for
all x ∈ B, µ(B ∩ O) > (1 − ε/2)µ(O). Let d ∈ H be an edge consisting of
points in the set B. Let D ⊂ rng(d) × O be the Borel set of all pairs 〈x, y〉
such that y ∈ f(x) holds. The choice of H and ε shows that the analytic set
C = {y ∈ O : ∃e ∈ G rng(e) ⊂ rng(d) ∧ rng(e) × {y} ⊂ D} has µ-mass at least
ε/2. Let p ∈ P be some condition with p ⊂ C. Since p forces the random
point to belong to C, it forces the existence of some edge e ∈ G such that
rng(e) ⊂ rng(d) and for all x ∈ rng(e), f(x) contains the random point, i.e.
f(x) belongs to the generic filter. This completes the proof.

Corollary 3.36. If G is a Fubini countable family of analytic hypergraphs on
a Polish space X, then the quotient forcing PIG , if proper, preserves the outer
Lebesgue measure.

Example 3.37. Let X = ωω and let G ⊂ Xω be the hypergraph of all infinite
sets without any accumulation point. The hypergraph has the Fubini property,
as any real number 0 < ε < 1 will witness. For if a ⊂ X is an infinite set without
any accumulation point and D ⊂ a × 2ω is a Borel set whose vertical sections
have µ-mass at least 1−ε, the the limsup, the set {y ∈ 2ω : ∃∞x ∈ a 〈x, y〉 ∈ D}
has µ-mass at least 1 − ε. Whenever y ∈ 2ω is a point in the limsup, the
horizontal section Dy contains an infinite set and therefore a G-edge. The σ-
ideal σ-generated by Borel G-anticliques coincides with the σ-ideal generated
by compact subsets of X . The quotient forcing is the Miller forcing.

Example 3.38. Let X,Z be Polish spaces and f : X → Z be a Borel func-
tion. Let G ⊂ Xω be the hypergraph given by e ∈ G if limi e(i) = e(0) and
limi f(e(i)) 6= f(e(0)). The hypergraph has the Fubini property as any number
0 < ε < 1/2 will witness. The σ-ideal σ-generated by Borel G-anticliques coin-
cides with the σ-ideal generated by sets on which the function f is continuous.
The quotient forcing is the Pawlikowski forcing studied in [21, Section 4.2.3].

Example 3.39. Let f : [0, 1] → [0, 1] be a continuous function. Let G ⊂ Xω

be the hypergraph given by e ∈ G if limi e(i) = e(0) and limi
f(e(i))−f(e(0))

e(i)−e(0) does

not exist. The hypergraph has the Fubini property as any number 0 < ε < 1/3
will witness. To see this, let e ∈ G be an edge and D ⊂ rng(e) × 2ω be a
Borel set whose vertical sections have a µ-mass larger than 1 − ε. Use the fact
that e is an edge to find a real number δ > 0 and numbers in, jn tending to

infinity such that | f(e(in))−f(e(0))
e(in)−e(0) − f(e(jn))−f(e(0))

e(jn)−e(0) | > δ. For each n ∈ ω let

Cn = De(in)∩Be(jn); so µ(Cn) > 1−2ε. The limsup {y ∈ 2ω : ∃∞n y ∈ Cn} has
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µ-mass at least 1 − 2ε, and its intersection with De(0) has mass at least 1 − 3ε.
If y ∈ 2ω is any point in the intersection then the horizontal section Dy contains
the desired G-edge. The σ-ideal σ-generated by Borel G-anticliques coincides
with the σ-ideal generated by sets on which the function f is differentiable. The
quotient forcing is proper.

Example 3.40. Let H be an analytic Fubini hypergraph on a Polish space X .
Let I be the σ-ideal on X σ-generated by closed H-anticliques. Then the poset
PI preserves outer Lebesgue measure.

Proof. Note that the poset PI is proper since I is σ-generated by closed sets.
The outer Lebesgue measure preservation property will be proved by identifying
a hypergraph generating the σ-ideal I which has the Fubini property.

Let G ⊂ Xω be the analytic set of all sequences e such that one can compose
an H-edge from the accumulation points of rng(e). I claim that the σ-ideals I
and IG coincide. For the left-to-right inclusion note that a closed H-anticlique
is also a G-anticlique. For the right-to-left inclusion suppose that B is a Borel
IG-anticlique. Throwing out countably many points if necessary I may assume
that B has no isolated points. The definition of the graph G then shows that
the closure of the set B must be an H-anticlique.

The Fubini property of the hypergraph G is witnessed by any number ε > 0
smaller than the witness for the Fubini property of H . Given an edge e ∈ G
and a Borel set D ⊂ rng(e) × 2ω with all vertical sections of mass > 1 − ε, first
find an edge f ∈ H whose range consists of accumulation points of rng(e). Let
C ⊂ rng(f)× 2ω be the set consisting of all pairs 〈x, y〉 such that for every open
neighborhood O of x there is a point z ∈ rng(e) ∩O with 〈z, y〉 ∈ D. It is easy
to see that the vertical sections of the set C have µ-mass ≥ 1 − ε. Thus, there
is a point y ∈ 2ω and an edge g ∈ H such that rng(g) ⊂ Cy. The definitions
immediately imply that any enumeration of the countable set Dy is the desired
G-edge.

Example 3.41. Let 〈X, d〉 be a compact metric space and h : R+
0 → R

+
0 a

gauge function; h is continuous, increasing, and h(0) = 0. The σ-ideal I of sets
of σ-finite h-dimensional packing measure is generated by a countable Fubini
family of hypergraphs, and so the quotient forcing preserves outer Lebesgue
measure.

Proof. For every k, n ∈ ω let Gnk be the hypergraph on X consisting of finite
edges e such that the range of e consists of pairwise distinct points such that
for each x ∈ rng(e) there is a real number 0 < rx < 2−k such that the balls with
centers x and radii rx are pairwise disjoint and Σxh(rx) > n. A review of the
definitions [21, Section 4.1.6] shows that the packing premeasure of a set A ⊂ X
is ≤ n if there is k ∈ ω such that A is a Gnk-anticlique. It is easy to check that
the closure of a Gnk-anticlique is again a Gnk-anticlique. Thus, the σ-ideal of
sets of finite packing measure is σ-generated by Borel subsets of X which are
Gnk-anticliques for at least one pair of values n, k ∈ ω.

Now, let G = {Gnk : n, k ∈ ω}; I will verify that G is a Fubini family. Let
n, k ∈ ω be numbers; I will show that for every edge e ∈ G2n,k and every Borel
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set B ⊂ rng(e) × 2ω with vertical sections of µ-mass > 1/2, there is an edge
f ∈ Gnk and a point y ∈ 2ω such that for every x ∈ rng(f), 〈x, y〉 ∈ B. This
is a simple exercise in Fubini theorem. For each point x ∈ rng(e) choose a real
number rx witnessing the fact that e ∈ G2n,k, and Let λ be the measure on the
finite set rng(e) assigning each singleton x mass h(rx). Thus, λ(rng(e)) > 2n.
The set B ⊂ rng(e) × 2ω has λ × µ-mass greater than n and so it has to
have a horizontal section By of λ-mass greater than n. Let f be any sequence
enumerating the set By and observe that f ∈ Gnk as required.

3.6 Category preservation

The main forcing restriction on the class of hypergraphable posets is that they
have to preserve the Baire category as long as they are proper.

Theorem 3.42. Let X be a Polish space and G be a countable family of analytic
hypergraphs on X. Then G 6⊥ P where P is the Cohen forcing.

Proof. Let me present the Cohen forcing as the poset of finite binary strings
ordered by inclusion. If B /∈ IG is a Borel set, f : B → P is a Borel function
and G ∈ G is a hypergraph, then the sets {x ∈ B : f(x) = p} form a partition
of the set B into countably many Borel sets as p varies over all the countably
many conditions in P . By the positivity of the set B, one of these sets must
contain all vertices of some edge e ∈ G, and then the corresponding condition
p ∈ P forces f ′′rng(e) = {p} to be a subset of the generic filter. This completes
the verification of G 6⊥ P and the proof of the theorem.

Corollary 3.43. Let X be a Polish space and G be a countable family of analytic
hypergraphs on X. If the quotient poset PIG is proper, then it preserves the Baire
category.

Proof. Let Y = 2ω and let J be the σ-ideal of meager sets on Y . By [21, Propo-
sition 3.2.2], it is enough to show that IG 6⊥ J . This follows from Theorems 3.42
and 3.3.

3.7 Anticliques in closed graphs

In this subsection, I will prove a theorem concerning the covering of the extension
by ground model coded compact anticliques of closed graphs. There is a natural
poset for adding large compact anticliques to closed graphs, identified previously
by numerous authors:

Definition 3.44. [6] Let Z be a Polish space with a fixed countable basis, and
let H be a closed graph on Z.

1. R0
H is the poset of all pairs r = 〈nr, or, ar〉 where ar ⊂ Z is a finite H-

anticlique and or is a function with domain ar, associating to each point
in ar one of its basic open neighborhoods in such a way that z0 6= z1 ∈ ar
implies H ∩ or(z0) × or(z1). The ordering is defined by s ≤ r if nr ≤ ns,
ar ⊆ as and

⋃
rng(os) ⊆

⋃
rng(or).
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2. ar is the working part of a condition r ∈ R0
H , while nr, rng(or) is the side

condition of r.

3. the R0
H -generic anticlique is the closure of the union of the second coor-

dinates of the conditions in the R0
H -generic filter.

In addition, I define

4. RH is the finite support product of countably many copies of the poset
R0

H , so the conditions in RH are just finite sequences of conditions in R0
H

with coordinatewise ordering;

5. the side condition of r ∈ RH is the finite set of all pairs 〈k,O〉 where O is
an open set in the working part of r(k);

6. for every r ∈ RH and a pair 〈k,O〉, write r(k,O) ∈ Z for the unique
element of the working part of r(k) in the set O;

7. the RH -name for the ω-sequence of the generic compact H-anticliques at
the various coordinates of the product is denoted by ẏgen ;

8. let Y = (K(Z))ω and let JH be the σ-ideal generated by those analytic
sets A ⊂ Y such that RH  ẏgen /∈ Ȧ.

An important attendant fact is provided by Todorcevic [19, Theorem 19.6]:
the closed graph H contains no perfect cliques iff RH is c.c.c. iff RH preserves
ℵ1. Thus, if the graph H has no perfect anticliques then RH is a Suslin c.c.c.
poset. The poset RH is optimal for resolving the question whether in various
forcing extensions, every point of Z belongs to a ground model coded compact
H-anticlique. This follows from the following theorem:

Theorem 3.45. Let G be a countable family of analytic hypergraphs on a Polish
space X such that the poset PIG is proper. Let H be a closed graph on a Polish
space Z without perfect cliques. Then (1) implies (2) implies (3):

1. G 6⊥ RH ;

2. IG 6⊥ JH ;

3. every element of Z in the PIG -extension belongs to a ground model coded
compact H-anticlique.

If the hypergraphs generating the ideal I have only finite edges, then (3) implies
(1).

Proof. (1) implies (2) by Theorem 3.3. (2) implies (3) by virtue of the fact
that RH 

⋃
ẏgen contains all ground model elements of the space Z, which is

proved by an elementary density argument. The nontrivial part of the theorem
is the last sentence. Suppose that (3) holds, B ⊂ X is a Borel IG-positive set,
f : B → RH is a Borel function, and G ∈ G is a hypergraph. By the σ-additivity
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of the σ-ideal IG , it is possible to shrink the set B if necessary to find some o
which is the side condition of every condition f(x) for x ∈ X . For each pair
〈k,O〉 ∈ o the function fkO : B → Z defined by fkO(x) = f(x)(k,O) is Borel.
By (3), one can shrink the set B further to find compact H-anticliques AkO ⊂ Z
such that f ′′

kOB ⊂ AkO . Let e ∈ G be an edge consisting of vertices in the set B.
Since the edge e is finite and for each 〈k,O〉 ∈ o the points fkO(x) for x ∈ rng(e)
are pairwise H-disconnected, the conditions f(x) for x ∈ rng(e) have a lower
bound r ∈ RH . This condition r witnesses the statement G 6⊥ RH .

The conclusion of Theorem 3.45 gloriously fails for hypergraphable σ-ideals
which need infinite edges in their defining hypergraphs:

Example 3.46. Let X = 2ω with the usual minimum difference metric d. Let
I be the σ-ideal of σ-porous sets on X , as defined in Example 3.31. Let H be
the Silver graph on 2ω. Then I is hypergraphable, the quotient forcing PI is
proper, the poset R is c.c.c., every point of 2ω in the PI -extension belongs to a
ground model coded H-anticlique, and yet I ⊥ JH .

Proof. There is a number of things to verify, but they are all either easy or
previously known. The hypergraph generating the σ-ideal I is produced in
Example 3.31. The graph H is locally countable and so the associated poset
RH it is c.c.c. The proof that every point in 2ω in the PI -extension belongs to a
ground model coded compact H-anticlique is difficult, but known [10, Theorem
6.33]. Now, to show that I ⊥ JH holds, use a trivial genericity argument to show
that the poset R0

H forces its generic anticlique to be a compact porous subset
of 2ω. Thus, writing Y = (K(X))ω for the underlying space of the σ-ideal JH ,
there is a Borel JH -positive set B ⊂ Y consisting just of sequences of porous
sets. Lett C ⊂ X×B be the Borel set C = {〈x, y〉 : x /∈

⋃
rng(y)}. The vertical

sections of the set C belong to the σ-ideal JH , since RH 
⋃

rng(ẏgen) contains
all ground model points of X . The vertical sections of the complement of the
set C are σ-porous by the choice of the set B. The proof is complete!

I will now prove a theorem which helps with making distinctions between
various classes of graphs. The moral of the story is, if PI is a quotient forcing
generated by a family of analytic graphs and H is a closed graph on a Polish
space X , then if the graphs in the generating family are much denser than H ,
then in the PI extension, every point of Z belongs to a ground model coded
compact H-anticlique. The various ways of measuring the density of the graphs
provide various preservation results.

Theorem 3.47. Let G be a countable family of analytic graphs on a Polish
space such that the quotient poset PIG is proper and adds a minimal real degree.
Suppose one and the same of the following holds for every Borel IG-positive set
B ⊂ X and every graph G ∈ G:

1. for every n ∈ ω there is a finite set a ⊂ B such that |G ∩ [a]2| > n · |a|;

2. there is a point x ∈ B such that the set {y ∈ B : 〈x, y〉 ∈ G} has uncount-
able closure;
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3. there is a countable set a ⊂ B with uncountable closure such that G is
dense in the set a2.

Then G 6⊥ RH holds for all closed graphs H in the following corresponding
classes:

1*. acyclic graphs;

2*. locally countable graphs;

3*. graphs without perfect cliques.

I do not know if the minimal degree assumption is necessary for the conclusion
of the theorem.

Proof. Let B ⊂ X be a IG-positive set, G ∈ G be a graph, and f : B → RH be a
Borel function. By the countable additivity of the σ-ideal IG , I may assume that
there is a side condition o such that for all x ∈ X , the condition f(x) has side
condition o. For each pair 〈k,O〉 ∈ o, write fkO : B → Z for the Borel function
given by fkO(x) = f(x)(k,O). By the minimal degree assumption, thinning
out the set B if necessary I may assume that each of of these functions is either
constant or injective. The quotient forcing is bounding by Corollary 3.27, and so
by thinning out the set B if necessary I may assume that the set B is compact
and the functions fkO are all continuous on it. The treatment now divides
according to the three cases.

Suppose that (1) holds and the graph H is acyclic. Find a finite set a ⊂ B
such that |G ∩ [a]2| > n · |a| where n = |o|. Since the functions fkO are all
injective or constant, the preimage f−1

kOH is either an acyclic graph or an empty
graph on a. Since acyclic graphs on a have at most |a| − 1 many edges, a
counting argument shows that there is an edge 〈x, y〉 ∈ G consisting of vertices
in a which does not belong to

⋃
k,O f

−1
kOH . It follows from the definitions that

the conditions f(x) and f(y) have a lower bound, which witnesses G 6⊥ RH .
Suppose that (2) holds and the graph RH is locally countable. Find a point

x ∈ B such that the closure C ⊂ B of the set {y ∈ B : 〈x, y〉 ∈ G} is uncountable.
If there is y ∈ B such that 〈x, y〉 ∈ G yet for no 〈k,O〉 ∈ o 〈fkO(x), fkO(y)〉H
holds, then the conditions f(x), f(y) ∈ RH are compatible, confirming G 6⊥
RH . Thus, assume that this fails and work towards a contradiction. Since the
functions fkO are all continuous and the graph H is closed, it would have to
be the case that for every y ∈ C distinct from x, there is 〈k,O〉 ∈ o such that
〈fkO(x), 〈fkO(y)〉H holds. One of the pairs 〈k,O〉 ∈ o works for uncountably
many elements y ∈ C, which contradicts the assumption that the point fkO(x)
has only countably many H-neighbors.

Suppose that (3) holds and the graphH has no perfect cliques. Find a set a ⊂
B with uncountable closure C ⊂ B such that G is dense in the set a2. If there are
points x 6= y ∈ a such that 〈x, y〉 ∈ G yet for no 〈k,O〉 ∈ o 〈fkO(x), fkO(y)〉 ∈ H
holds, then the conditions f(x), f(y) are compatible, confirming G 6⊥ RH . Thus,
assume that this fails and work towards contradiction. Since the functions fkO
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are continuous and the graph H is closed, for any two distinct points x 6= y ∈ C
there is 〈k,O〉 ∈ o such that 〈fkO(x), fkO(y)〉 ∈ H holds. By a classical partition
theorem due to Galvin [5], there is a perfect set D ⊂ C and a pair 〈k,O〉 ∈ o
such that x 6= y ∈ D implies 〈fkO(x), fkO(y)〉 ∈ H . It follows that f ′′

kOD ⊂ Z is
a perfect H-clique, contradicting the assumptions on the graph H .

I provide two applications of the theorem, which in no sense exhaust its
potential.

Corollary 3.48. Let H be an acyclic closed graph on a Polish space Z. In
the Silver extension, every element of Z belongs to some compact ground model
coded compact H-anticlique.

Proof. I will use Theorem 3.47(1). It is well-known that the Silver forcing adds
a minimal real degree. For every Silver-positive Borel set B ⊂ 2ω, there is
a continuous injection h : 2ω → B reducing the Silver graph to itself. Now
for every number m ∈ ω, consider the set a ⊂ 2ω consisting of all binary
sequences which are zero at all entries ≥ m. It is not difficult to see that
|a| = 2m and the number of Silver edges between the various elements of a is
2m−1 ·m = 1

2 |a| · log |a|. Transporting these sets a by the injection h to the set
B, I conclude that the assumption (1) of the theorem is satisfied.

Corollary 3.49. Let H be a closed graph on a Polish space Z with no perfect
cliques. In the Vitali extension, every element of Z belongs to some ground
model coded compact H-anticlique.

Proof. I will use Theorem 3.47(3). It is well-known the Vitali forcing adds a
minimal real degree. For every Vitali-positive Borel set B ⊂ 2ω, there is a
continuous injection h : 2ω → B which is a reduction of the Vitali graph to
itself. For any Vitali class a ⊂ 2ω, the set h′′a ⊂ B shows that the assumption
(3) is satisfied.

Other classes of closed graphs are discussed in Subsection 3.8.

3.8 The small anticlique property

Reviewing the proofs in the previous sections, a question arises. Is it possible
to drop the definability conditions on the c.c.c. poset and the partition and still
get a theorem? The answer is yes, but one has to pay for this option with the
following interesting assumption on the hypergraphs in question.

Definition 3.50. A countable collection G of analytic hypergraphs on a Polish
space X has the small anticlique property if for every sequence 〈Bn, Gn : n ∈ ω〉
such that Gn ∈ G and Bn ⊂ X is a Gn-anticlique, the union

⋃
nBn does not

contain an analytic IG-positive subset.

Note that I do not require the anticliques Bn to be Borel, and that is the whole
point. The small anticlique property says that the two σ-ideals, one generated
by Borel anticliques and the other by arbitrary anticliques, coincide on the class
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of analytic sets. Thus, no actionable family has the small anticlique property,
since the whole space X can be covered by countably many sets, each of which
is a selector on the underlying orbit equivalence relation and so an anticlique
with respect to any of the graphs on the actionable family. On the other hand,
the nearly open hypergraphs do have the small anticlique property:

Theorem 3.51. Let X be a Polish space and G a countable family of analytic,
nearly open hypergraphs on X. Then G has the small anticlique property.

Proof. The key claims:

Claim 3.52. Let G be a nearly open analytic hypergraph. Every G-anticlique
is a subset of a coanalytic G-anticlique.

Proof. Let A ⊂ X be a G-anticlique, let C ⊂ X be its closure, and consider the
set B = {x ∈ C : ∀y ∈ C≤ω y(0) 6= x ∨ y(0) /∈ G}. The definition shows that
B ⊂ C is a coanalytic set, and it is a G-anticlique. I will be finished if I show
that A ⊂ B. Indeed, suppose that x /∈ B and argue that x /∈ A must hold.
There must be an edge y ∈ C≤ω ∩G such that y(0) = x. For each n ∈ dom(y)
with y > 0 there must be an open set On ⊂ X containing y(n) such that the
product {x} ×

∏
nOn consists only of G-edges. Since each point y(n) belongs

to the closure of A, the intersection On∩A must be nonempty, containing some
point xn ∈ A. Then, 〈x, xn : n ∈ dom(y), n > 0〉 is an edge of the hypergraph G
and so one of its points must be outside of the anticlique A. That point must
be x.

Claim 3.53. Let G be an analytic hypergraph on a Polish space X, and let I be
a σ-ideal on X containing all Borel G-anticliques, such that the quotient poset
PI is proper. Whenever A ⊂ X is a coanalytic G-anticlique then PI  ẋgen /∈ Ȧ.

Proof. Suppose for contradiction that B ∈ PI is a condition forcing ẋgen ∈

Ȧ. Let M be a countable elementary submodel of a large structure and et
C = {x ∈ B : x is PI -generic over the model M}. By the properness criterion
[21, Proposition 2.2.2], the set C ⊂ B is Borel and I-positive. By the forcing
theorem applied in the model M , for every x ∈ C M [x] |= x ∈ A holds. Since
the model M [x] is wellfounded, it is correct about membership in analytic sets,
and so x ∈ A holds in V . In conclusion, C ⊂ A and so C is a G-anticlique. This
contradicts the initial assumption that I contains all Borel G-anticliques.

Now, suppose that A ⊂ X is an analytic set. Suppose that A /∈ IG , Gn ∈ G
are hypergraphs and Bn ⊂ X are Gn-anticliques; I must produce a point in
A \

⋃
nBn. By Claim 3.52, the sets Bn may be assumed to be coanalytic; by

Theorem 6.1, A may be assumed to be Borel. Let M be a countable elementary
submodel of a large structure containing G, A,Bn for n ∈ ω, and let x ∈ A be a
point PIG -generic over the model M , meeting the condition A. By Claim 3.53,
the point x does not belong to any of the coanalytic anticliques Bn for n ∈ ω.
The proof is complete!
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It is not all that easy to find other examples. The small anticlique property is
preserved by the (wellfounded) countable support iterations, which provides a
strategically placed source of hypergraphs with the small anticlique property.

There are several theorems that greatly improve the conclusions of Theo-
rem 3.5 etc. if the families of hypergraphs in question have the small anticlique
property. I will use the following definition, to be contrasted with Definition 3.2.

Definition 3.54. Suppose that G is a countable family of analytic hypergraphs
on a Polish space X . Suppose that P is a partial ordering. The symbol G 6⊥∗ P
denotes the following statement: for every Borel I-positive set B ⊂ X , every
function f : B → P and every hypergraph G ∈ G there is a condition p ∈ P
which forces that there is an edge e consisting of vertices from the ground model
elements of B such that f ′′rng(e) is a subset of the generic filter.

Note the lack of definability demands on the poset P and the function f . Stated
this way, it may seem that the defined property is not satisfied in any interesting
cases, but alas! it is. The following theorem is proved in the same way as
Theorem 3.3.

Theorem 3.55. Suppose that G is a countable family of analytic hypergraphs
on a Polish space X. Suppose that P is a partial ordering, Y is a Polish space
and ẏ is a P -name for an element of Y . G 6⊥∗ P implies IG 6⊥ Jẏ.

I will now state several interesting theorems and corollaries which do not fall
into the context of the previous subsections.

Theorem 3.56. Suppose that G is a countable family of analytic hypergraphs on
a Polish space X with the small anticlique property, all edges in all hypergraphs
finite. Suppose that P is a σ-centered forcing. Then G 6⊥∗ P holds.

Proof. Suppose that B ⊂ X is an IG-positive Borel set, f : B → P is a function,
and G ∈ G is a hypergraph. Fix a cover P =

⋃
m Pm of P by countably many

centered pieces. The preimages f−1Pm for m ∈ ω cover the set B, and by the
small anticlique property of G, there is an edge e ∈ G such that rng(e) is a subset
of one of them, say of f−1Pm. The set Pm is centered, the set f ′′rng(e) ⊂ Pm

is finite, and therefore it has a lower bound p. This condition witnesses the
validity of G 6⊥∗ P .

Corollary 3.57. The quotient posets in the Theorem 3.56 category, if proper,
do not add an independent real.

Proof. Let U be a nonprincipal ultrafilter on ω, and let P be the standard poset
diagonalizing the ultrafilter U , i.e. adding an infinite set ẏ ⊂ ω which is modulo
finite included in every element of U . Let Y = [ω]ℵ0 and let J be the σ-ideal of
all analytic sets A ⊂ Y such that P  ẏ /∈ Ȧ. Theorem 3.56 says that IG 6⊥ J .

Now suppose that B ∈ PIG is a condition forcing τ ∈ 2ω; I have to find an
infinite set y ∈ Y such that some stronger condition forces τ to be constant on y
with perhaps finitely many exceptions. Thinning out the setB if necessary I may
assume that there is a Borel function f : B → 2ω such that B  τ = ḟ(ẋgen).
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Let C ⊂ B×Y be the Borel set of all pairs 〈x, y〉 such that f(x) is not constant
on y modulo finite. A simple density argument with P shows that the vertical
sections of the set C belong to the σ-ideal J . Since IG 6⊥ J holds, there must
be y ∈ Y such that the set {x ∈ B : f(x) is constant modulo finite on y} is
IG-positive. This concludes the proof.

Corollary 3.58. Let H be a closed graph on a Polish space Z, with countable
chromatic number. In the extension by the quotient posets in the Theorem 3.56
category, if proper, every point in Z belongs to a ground model coded compact
H-anticlique.

Proof. This uses the poset RH isolated in Definition 3.44, adding countably
many compact H-anticliques covering the ground model elements of Z. It is
not difficult to see that the poset RH is σ-centered just in case H has countable
chromatic number [1, Theorem 3.9(2)].

The following theorem uses a concept which is often useful for proving that
various posets do not add dominating reals. Let P be a poset. A set Q ⊂ P is
liminf-centered if for every infinite set a ⊂ Q there is a condition p ∈ P forcing
that infinitely many elements of a belong to the generic filter. The poset P is
σ-liminf-centered if it is the union of countably many liminf-centered pieces [1,
Definition 3.8].

Theorem 3.59. Suppose that G is a countable family of analytic hypergraphs
on a Polish space X with the small anticlique property, such that every edge is
infinite and an infinite subset of an edge is again an edge. Suppose that P is a
σ-liminf-centered forcing. Then G 6⊥∗ P holds.

Proof. Suppose that B ⊂ X is an IG-positive Borel set, f : B → P is a function,
and G ∈ G is a hypergraph. Fix a cover P =

⋃
m Pm of P by countably many

liminf-centered pieces. The preimages f−1Pm for m ∈ ω cover the set B, and
by the small anticlique property of G, there is an edge e ∈ G such that the
infinite set rng(e) is a subset of one of them, say of f−1Pm. Now, if the set
f ′′rng(e) ⊂ Pm is finite, then there is p ∈ Pm such that for infinitely many
x ∈ rng(e) f(x) = p holds, and then the condition p witnesses the validity of
G 6⊥∗ P . If the set f ′′rng(e) is infinite, then as the set Pm is liminf-centered,
there is a condition p ∈ P forcing that for infinitely many x ∈ rng(e), f(x)
belongs to the generic filter. This condition witnesses the validity of G 6⊥∗ P in
this case as well.

My main source of σ-liminf-centered posets are closed graphs on compact
metrizable spaces with countable loose number. This is a concept developed in
[1]. Let H be a graph on a topological space Z. A subset A ⊂ Z is loose if
every point z ∈ Z has a neighborhood O such that no points of A ∩ O are in
H-relation with z. The loose number of a graph is the smallest cardinality of
a collection of loose sets covering the whole space Z. It is proved in [1] that
graphs with countable loose number include acyclic graphs and locally countable
graphs among others. Moreover, if H is a closed graph on a compact metrizable
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space Z with countable loose number, then the forcing RH of Definition 3.44 is
σ-liminf-centered [14, Theorem 3.9(3)].

Corollary 3.60. Let H be a closed graph on a compact metrizable space Z,
with countable loose number. In the extension by the quotient posets in the
Theorem 3.59 category, if proper, every point in Z belongs to a ground model
coded compact H-anticlique.

Example 3.61. In the Miller extension, every point in 2ω belongs to some
ground model coded compact KST-anticlique. This happens since the KST
graph is locally countable and so of countable loose number. Moreover, the
Miller forcing can be hypergraphed so that any infinite subset of an edge is
again an edge; this is shown in Example 3.37.

3.9 Adding an independent real

I close this enormous section with an anti-preservation theorem, showing that
certain property of a hypergraph implies a lack of a preservation property of
the quotient forcing. While I hope for more results of this type, so far there is
only one. Recall that a function x ∈ 2ω is an independent real over some model
of ZFC if it has no infinite subfunction in that model.

Theorem 3.62. Let G be a family of analytic hypergraphs on a Polish space X
such that for some G ∈ G, G can be written as an increasing countable union of
hypergraphs, each with Borel chromatic number two. Then the quotient forcing
PIG adds an independent real.

Proof. Let G =
⋃

nHn be an increasing union and for each n ∈ ω, let X =
B0

n ∪ B1
n be a partition into Borel sets neither of which contains an Hn-edge.

Let f : X → 2ω be the Borel function defined by f(x)(n) = b if x ∈ Bb
n. I claim

that ḟ(ẋgen) is a name for an independent real.
Suppose that this fails, and find a condition B ⊂ X and an infinite partial

function g : ω → 2 such that B  ǧ ⊂ ḟ(ẋgen). Thinning out the condition B
if necessary, I may assume that for all x ∈ B, g ⊂ f(x). Let e ∈ G be an edge
consisting of points in B, and let n ∈ dom(g) be a number such that e ∈ Hn.

Then, there must be a point x ∈ rng(e) such that x ∈ B
1−g(n)
n , and for such a

point x ∈ B, it is clearly not the case that g ⊂ f(x). A contradiction.

Example 3.63. Let G be the Silver graph of Example 2.7 above, connecting
two elements of 2ω if they differ in exactly one entry. For each n ∈ ω let Hn ⊂ G
be the graph connecting two elements in 2ω if they differ on a single entry smaller
than n. It is clear that G is the increasing union of Hn’s, and each graph Hn

has Borel chromatic number two–just let B0
n = {x ∈ 2ω : |{m ∈ n : x(m) = 1}|

is even} and B1
n = {x ∈ 2ω : |{m ∈ n : x(m) = 1}| is odd}. The quotient forcing

PIG is well-known to add an independent real.

Example 3.64. Let X = ωω and let G ⊂ Xω be the hypergraph such that
e ∈ G if for some m = me, all functions in rng(e) agree on all inputs different
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from m, but they attain infinitely many values at input m. Writing I for the σ-
ideal generated by Borel G-anticliques, it turns out that PI is proper (since G is
actionable) and preserves outer Lebesgue measure (Theorem 3.35). It also adds
an independent real. For each n ∈ ω let Hn be the set of all edges e ∈ G such
that me < n and for some x ∈ rng(e), x(me) < n. It is not difficult to see that
the hypergraphs Hn increase with n and exhaust all of G. The Borel chromatic
number of Hn is equal to two: just let B0

n = {x ∈ ωω : |{m ∈ n : x(m) < n}| is
even} and B1

n = X \B0
n.

Example 3.65. Let I be the ideal of σ-porous sets on the interval X = [0, 1]
and the usual Euclidean metric d, with the generating hypergraph G described
in Example 3.31. For each n ∈ ω let Hn be the hypergraph of all edges e ∈
G such that there is no point x ∈ X with x 6= e(0), d(x, e(0)) < 2−n and
d(x, e(0)) ≤ 4d(x, rng(e)). It is immediate that the hypergraphs Hn increase
with n and exhaust all of G. To show that the Borel chromatic number of Hn is
two, cover X by successive intervals of length 2−n−1; the treatment of endpoints
is irrelevant. It is not difficult to observe that for each edge e ∈ Hn there must
be m ∈ ω such that e(0), e(m) belong to two successive intervals. Therefore,
the partition B0

n =the union of the intervals coming at even position in the
successive order, and B1

n = X \ B0
n, shows that the Borel chromatic number of

Hn is two.

4 Dichotomy results

It is natural to hope that the quotient posets arising from especially restrictive
classes of hypergraphs can be classified. In this section, I prove a couple of
dichotomies for actionable families of graphs which do exactly that. The proofs
proceed through the dreaded fusion arguments, for which I first establish a
common notation.

Definition 4.1. Let I be a σ-ideal on a Polish space X , let Γ be a countable
group acting continuously on X in a way that preserves the σ-ideal I, and let
A ⊂ X be an analytic I-positive set. An fusion sequence below A is a sequence
〈Bn, γn : n ∈ ω〉 such that

1. A ⊃ B0 ⊃ B1 ⊃ . . . and all Bn’s are compact I-positive sets;

2. γn ∈ Γ. For a binary string t ∈ 2n I will always write γt for the product
of all γm where m ∈ n is such that t(m) = 1, and the product is taken in
the increasing order;

3. Bn+1 and γn · Bn+1 are disjoint subsets of Bn;

4. For each t ∈ 2n, the diameter of each set γt · Bn in some fixed complete
metric for the space X is smaller than 2−n.

Note that in all situations in this section, the quotient poset PI will be proper
and bounding. Thus, every every analytic I-positive set will have a compact
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I-positive subset by virtue of Corollary 3.18 and the standard characterization
of bounding quotient forcings. The following is easy to prove by induction on
n, using the third item of the fusion definition:

Proposition 4.2. If m ∈ n are numbers and s ∈ 2m, t ∈ 2n are binary strings
such that s ⊂ t, then γt · Bn ⊂ γs ·Bm.

If 〈Bn, γn : n ∈ ω〉 is a fusion sequence, then the intersection
⋂

nBn is a
singleton containing a unique point x ∈ X , called the resulting point of the
fusion. I will be always interested in the map h : 2ω → X defined by h(z) =
limn γz↾n · x. It is not difficult to argue, using the proposition, that h is a well-
defined continuous injection from 2ω to X . The map h will be referred to as the
resulting map of the fusion.

4.1 Invariant graphs

In this section, I provide a dichotomy which shows that the actionable forcings
generated by a single invariant graph inherit all the preservation features of the
Silver forcing.

Theorem 4.3. Let X be a Polish space, Γ a countable group acting on it, and
let G be an analytic Γ-invariant graph which is a subset of the orbit equivalence
relation. Let I be the σ-ideal generated by Borel G-anticliques. Let A ⊂ X be
an analytic set. Exactly one of the following occurs:

1. A ∈ I;

2. there is a continuous injective function h : 2ω → A which is a homomor-
phism of the Silver graph to G.

Note that the theorem does not say that the quotient poset PI is densely
isomorphic to the Silver forcing. For that conclusion, one would need to get a
reduction of the Silver graph to G as opposed to just a homomorphism.

Proof. It is clear that (2) implies the negation of (1), since the h-preimages of
Borel G-anticliques are Borel Silver anticliques, which are meager in 2ω, and so
countably many of them do not cover the whole space 2ω by the Baire category
theorem.

To see why the negation of (1) implies (2), let A ⊂ X be an I-positive
analytic set. Construct a fusion sequence 〈Bn, γn : n ∈ ω〉 below A such that
for each n ∈ ω and each x ∈ Bn+1, 〈x, γn · x〉 ∈ G. To perform the induction
step, suppose that the set Bn has been found. The set C = {x ∈ Bn : ∃γ ∈
Γ: γ · x ∈ Bn ∧ 〈x, γ · x〉 ∈ G} is Borel and I-positive, since its complement in
B is a G-anticlique and therefore in the ideal I. Using the σ-additivity of the
σ-ideal I, it is possible to thin out the set C so that for some specific γ = γn
it is the case that for all x ∈ C, 〈x, γ · x〉 ∈ G and γ · x ∈ Bn hold. Now use
the σ-additivity of the ideal I again to find a compact I-positive subset Bn+1

satisfying the small diameter demands of Definition 4.1.
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It is now easy to show that the map h : 2ω → A resulting from the fusion
sequence is a homomorphism of the Silver graph to the graph G. Suppose that
y0, y1 ∈ 2ω are Silver connected points, and let n ∈ ω be the unique number
such that y0(n) = 0 and y1(n) = 1. Let t = y0 ↾ n, and let z ∈ 2ω be such
that z(m) = 0 for all m ≤ n and z(m) = y0(m) otherwise. It is immediate that
z ∈ Bm+1. Thus, 〈h(z), γn · h(z)〉 ∈ G and by the invariance of the graph G,
〈γt · h(z), γt · γn · h(z)〉 ∈ G. However, these are exactly the points f(y0), f(y1)
in the bracket. Thus, the function f is a homomorphism of the Silver graph to
G as desired.

Corollary 4.4. Let X be a Polish space, Γ a countable group acting on it, and
let G be an analytic Γ-invariant graph which is a subset of the orbit equivalence
relation. Let I be the σ-ideal generated by Borel G-anticliques. In the PI-
extension:

1. there is exactly one real degree over the ground model;

2. if H is an acyclic closed graph on a Polish space Z in the ground model,
every point of Z belongs to a ground model coded compact Z-anticlique.

.

The conclusion cannot be generalized much farther. If the σ-ideal is generated by
more than one invariant graphs, then there may be more real degrees than one,
even though generation by finitely many graphs results in finitely many degrees.
A good example is provided by the product of two copies of the Silver forcing,
which is generated by two invariant graphs by Theorem 5.6. If hypergraphs of
higher arity than two are used, there again may be more real degrees. Even
when the assumptions of the theorem are satisfied, the quotient poset will not
add a minimal forcing extension, as an intermediate σ-closed extension typically
exists by Theorem 2.11.

Proof. I will start with (1). Suppose that B ∈ PI is a condition and τ is a PI -
name for an element of 2ω. Strengthening the condition B if necessary, one can
find a Borel (even continuous, since the poset PI is bounding by Theorem 3.24)
function g : B → 2ω such that B  τ = ġ(ẋgen). Let f : 2ω → B be a continuous
injective homomorphism of the Silver graph to G posited by Theorem 4.3. It
is well-known that the Silver poset adds a minimal real degree, and so there
is a Silver-positive compact set C ⊂ 2ω such that the function g ◦ f is either
one-to-one or constant on C. The set f ′′C ⊂ B is compact and I-positive since
the f -preimages of G-anticliques are Silver anticliques. The function g is then
either one-to-one or constant on the set f ′′C. In the former case, the condition
f ′′C ∈ PI forces τ to be equal to the unique point in the range of g. In the
latter case, the condition f ′′C forces that ẋgen can be recovered from τ as the
unique g-preimage of τ in f ′′C, and therefore the model V [τ ] is equal to the
whole generic extension.

The proof of (2) is similar, using Corollary 3.48.
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4.2 Closed graphs

It turns out that among the forcings generated by a single invariant graph, the
Silver forcing is the only one which adds a point that falls out of all compact
ground model anticliques for some locally countable closed graph. In particular,
if G is an invariant locally countable closed graph, then the quotient poset
is densely naturally isomorphic to the Silver forcing. This is an immediate
conclusion of the following dichotomy:

Theorem 4.5. Let X be a Polish space, Γ a countable group with a Borel action
on X and G an analytic graph on X invariant under the action such that every
G-edge consists of a pair of orbit equivalent points. Let I be the σ-ideal on the
space X generated by Borel G-anticliques. For every analytic set A ⊂ X, exactly
one of the following occurs:

1. A ∈ I;

2. there is a continuous injection h : 2ω → A which is a reduction of the
Silver graph to G;

3. the condition A (as a nonzero element of the completion of the poset PIG)
forces that for every locally countable closed graph H on a Polish space Z,
every element of Z belongs to a ground model coded compact Z-anticlique.

Proof. It is immediate that the three options are exclusive, since if h is an
injection as in (2), then h transports the Silver ideal to the ideal generated
by Borel G-anticliques, and so it generates a natural isomorphism of the Silver
forcing with the poset PI below rng(h). Thus, assume that (1) fails, and argue
that (2) or (3) has to occur; this will complete the proof of the theorem. The
dividing line revolves around the following question: is it true that for every
Borel I-positive set B ⊂ A there is a point x ∈ B such that the set {y ∈
B : 〈x, y〉 ∈ G} has uncountable closure?

If the answer to the question is affirmative, then (3) occurs as proved in
Theorem 3.47(2). Note that the poset PI adds a minimal degree by Corol-
lary 4.4. Thus, suppose that the answer is negative, as witnessed by some Borel
I-positive set B ⊂ A, and work to get a continuous injection h : 2ω → B which
is a reduction of the Silver graph to G. By induction on n ∈ ω build a fusion se-
quence 〈Bn, γn : n ∈ ω〉 for the ideal I below the set B such that for every n, the
intersection of G with Bn+1×γnBn+1 is exactly the set {〈x, γn ·x〉 : x ∈ Bn+1}.

Once the induction is performed, the resulting function h : 2ω → X will
be the desired reduction of the Silver graph to G. To see this, suppose that
y0, y1 ∈ 2ω are distinct points and let n be the smallest number where they
differ; say y0(n) = 0 and y1(n) = 1. Let t = y0 ↾ n and let z ∈ 2ω be a point
such that z(m) = 0 for m ≤ n and z(m) = y0(m) for m > n. Then h(z) ∈ Bn+1

and by the induction demand, γn · h(z) is the only point in γn · Bn+1 which is
G-connected with h(z). Observe that γt ·h(z) = h(y0), and by invariance of the
graph G, γt · γn · h(z) is the only point in γt · γn ·Bn+1 which is G-connected to
γt ·h(z) = h(y0). Thus, if y1(m) = y0(m) for all m > n, then h(y1) = γt ·γn ·h(z)
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is G-connected to h(y0). On the other hand, if there is a number m > n such
that y1(m) 6= y0(m), then h(y1) is an element of γt · γn ·Bn+1 which is distinct
from γt · γn · h(z) and therefore is not G-connected to h(y0).

To perform the induction, start with an arbitrary compact I-positive set
B0 ⊂ B of small diameter. Suppose that the set Bn has been found and work to
produce γn ∈ Γ and Bn+1 ⊂ B. By the case assumption, for every point x ∈ B,
the closure of the set Nx = {y ∈ Bn : x = y ∨ y G x} ⊂ X is countable. The
boundedness theorem says that there is a countable ordinal α ∈ ω1 such that all
of these countable closed sets have Cantor–Bendixson rank < α. Now, for every
ordinal β ∈ α, every group element δ ∈ Γ and every basic open set O ⊂ X , let
Cδ,β,O = {x ∈ Bn : δ ·x ∈ Bn and δ ·x G x and the rank of δ ·x ∈ O in the closure
of the set Nx is equal to β, and there are no other points of Nx of rank ≥ β in
the set O}. The sets Cδ,β,O ⊂ B are Borel, and the set B \Cδ,β \

⋃
δ,β,O Cδ,β is a

G-anticlique. It follows that one of the sets Cδ,β,O must be I-positive; select one
with minimal ordinal β. Let C = Cδ,β,O \

⋃
{Cδ′,β′,O′ : δ′ ∈ δ, β′ ∈ Γ, O′ ⊂ X

basic open} and let γn = δ. A review of the definitions shows that the set C
works as required. To complete the induction step, it is not difficult to refine the
set C to Bn+1 to satisfy the diameter demand of Definition 4.1. This completes
the induction step and the proof.

4.3 Open graphs

Theorem 4.6. Let Γ be a countable group acting on a Polish space X in a
continuous free way. Let H be an invariant open graph on X, and let G be
the intersection of H with the orbit equivalence relation. Let I be the σ-ideal
generated by Borel G-anticliques. For every analytic set A ⊂ X, exactly one of
the following occurs:

1. A ∈ I;

2. there is a continuous injection f : 2ω → A reducing the Vitali equivalence
relation to G.

A mildly interesting case of such graphs arises when Γ acts on the space X by
isometries, O ⊂ R is an open set, and the graph H connects points x, y if their
distance belongs to the set O. Of course, the theorem exactly says that the
resulting quotient poset is either trivial or below a dense set of conditions, it is
naturally isomorphic to the Vitali forcing.

Proof. As before, (2) implies the negation of (1) since the f -preimages of Borel
G-anticliques are Borel Vitali anticliques and as such meager in 2ω. To show
that the negation of (1) implies (2), let M be a countable elementary submodel
of a large enough structure containing all objects named in the assumptions of
the theorem. By induction on n ∈ ω build a fusion sequence 〈Bn, γn : n ∈ ω〉 so
that

(*) Bn+1 × γn ·Bn+1 ⊂ H ;
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(**) whenever t, s ∈ 2n and β 6= 1 is among the first n elements of Γ in some
fixed enumeration of Γ, then γs · γnBn+1 ∩ γt ·Bn+1 = 0.

To show how the induction step is performed, suppose that the set Bn and
the group elements γi ∈ Γ for i < n have been found. The first order of business
is to find a Borel I-positive set C ⊂ Bn such that whenever t, s ∈ 2n and β 6= 1 is
among the first n many elements of Γ, then γtβγ

−1
s ·C∩C = 0 or else γtβγs = 1.

This is possible since the σ-ideal I is countably additive. Having produced C,
find an I-positive Borel set D ⊂ C and a group element γn such that for all
x ∈ D, γnẋ ∈ C and moreover x G γn · x holds. By the countable additivity
of the ideal I and the fact that the graph G is open, it is possible to thin the
set D further so that there are open sets O,P ⊂ X such that O × P ⊂ H and
D ⊂ O and γn ·D ⊂ P . Finally, thin out the set D to Bn+1 so that the diameter
demand of Definition 4.1 are satisfied.

Suppose that the induction has been carried out; I claim that the associated
function h : 2ω → B is a reduction of the Vitali equivalence to the graph G.
To see this, suppose that y0, y1 ∈ 2ω are Vitali-related but not equal. Then let
n ∈ ω be some number such that ∀i ≥ n y0(i) = y1(i) holds and let z ∈ 2ω be
such that z(i) = 0 for i < n, and z(i) = y0(i) for i ≥ n. Then, h(y0) = γy0↾n·h(z)
and h(y1) = γy0↾n · γn · h(z) and so the points h(y0), h(y1) ∈ X belong to the
same Γ-orbit. To see that the are H-related, let n ∈ ω be the smallest number
such that y0(n) 6= y1(n), say y0(n) = 0 and y1(n) = 1. Let t = y0 ↾ n. Then
by the definitions, h(y0) ∈ γt · Bm+1 and h(y1) ∈ γt · γn · Bm+1. The product
Bm+1 × γm ·Bm+1 is a subset of the graph H by (*), the graph H is invariant
under the group action, and so h(y0) H h(y1) as requested.

Suppose on the other hand that y0, y1 ∈ 2ω are not Vitali related; I will
show that f(y0) and f(y1) are not in the same Γ-orbit. Suppose towards a
contradiction that they are, and let β ∈ Γ be such that β · f(y0) = f(y1). Let
n ∈ ω be a number such that both β, β−1 are among the first n many elements
of Γ and y0(n), y1(n) differ, say y0(n) = 0 and y1(n) = 1. Let t = y0 ↾ n
and s = y1 ↾ n. Note that h(y0) ∈ γt · Bn+1 and h(y1) ∈ γsγn · Bn+1, and so
h(y1) = β · h(y0) ∈ βγt ·Bn+1 ∩ γsγn ·Bn+1 and γ−1

s βγt ·Bn+1 ∩ γn ·Bn+1 6= 0,
contradicting (**).

4.4 Group-related graphs

All of the previous examples are unsophisticated in the sense that they do not
use the combinatorics of the acting group in any way. At the same time, there
is a whole universe of actionable forcings which seem to reflect various group
features in an intriguing way. In this section, I introduce a rich class of examples
and show that a small subclass trivializes.

Definition 4.7. Let X be a Polish space, Γ a countable group acting on X in
a Borel way, and let ∆ ⊂ Γ be a set closed under conjugation by elements of
the group Γ, and under inverse. The graph G∆ connects points x, y if there is
δ ∈ ∆ such that δ · x = y.
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The graph G∆ is invariant under the group action and as such generates an
actionable ideal and an actionable forcing. In most cases, the associated σ-ideal
is nontrivial: for example, if Γ acts naturally on 2Γ and ∆ ⊂ Γ is any infinite
set, the Borel anticliques of the graph G∆ are meager. The basic examples
below use the group Γ of all finite subsets of ω with the symmetric difference
operation, action on X = P(ω) by the symmetric difference.

Example 4.8. The Silver forcing is obtained from ∆ =the set of all singletons.

Example 4.9. The Vitali forcing is obtained from ∆ = Γ.

Example 4.10. The Vitali-odd forcing forcing is obtained from ∆ =the set of
all finite sets of odd size. The Vitali-odd forcing is distinct from both Silver
forcing and Vitali forcing. In the contradistinction to the Vitali forcing, it adds
an independent real. Similarly to the Vitali forcing, in the Vitali-odd extension
the ground model coded compact anticliques of any closed graph without perfect
cliques still cover their domain space, see the proof of Corollary 3.49. This shows
that the Vitali-odd forcing is distinct from the Silver forcing.

In general, it seems that the analysis of the quotient forcing depends on deep
combinatorial properties of the set ∆ in question. I will prove a theorem which
shows that if the set ∆ belongs to a certain natural ideal, the quotient poset is
the Silver forcing.

Definition 4.11. Let Γ be a countable group.

1. A set ∆ ⊂ Γ is secluded if for every finite set a ⊂ Γ, for all but finitely
many γ ∈ Γ it is the case that |(a · γ · a) ∩ ∆| ≤ 1;

2. the secluded ideal on Γ is the ideal generated by secluded sets.

For example, an infinite subset of the integers is secluded if the size of the holes
in it tends to infinity. The set of singletons is secluded in the group of finite
subsets of ω with the symmetric difference. It is not difficult to see that no
infinite group Γ belongs to its secluded ideal. Everyone’s favorite question asks
whether the set of prime numbers belongs to the secluded ideal on ω; recent
results in number theory show that it is not one of the secluded generators. The
quotient posets resulting from sets in the secluded ideal trivialize in the sense
of the following dichotomy:

Theorem 4.12. Let X be a Polish space, Γ be a countable abelian group acting
on X in a Borel and free way, and let ∆ ⊂ Γ be a set in the secluded ideal,
closed under inverse. Let G∆ be the associated graph and let I be the σ-ideal on
X generated by the Borel G∆ anticliques. If A ⊂ X is an analytic set, exactly
one of the following occurs:

1. A ∈ I;

2. there is a continuous function f : 2ω → A which is a reduction of the Silver
graph to G∆.
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Proof. The difficulty here resides in handling sets in the secluded ideal as op-
posed to just secluded sets. For this, I need a corollary of the Hales–Jewett
theorem. To state it, let U be an arbitrary set and write Q for the collection of
nonempty finite partial functions from ω to U , and for elements q, r ∈ Q write
r < q if r 6= q and for some n ∈ ω, q = r ↾ [n, ω).

Claim 4.13. Suppose that C ⊂ Q is a set such that for every n ∈ ω {〈n, 1〉} ∈
C, and the length of <-chains in C is bounded. Then there is a sequence 〈qn : n ∈
ω〉 of elements of C such that max dom(qn) < min dom(qn+1) and for each n ∈ ω
and each r < qn with dom(r) ⊂

⋃
m≤n qm, r /∈ C holds.

Proof. Let k ∈ ω be a number such that every <-chain in C is shorter than
k. For every nonempty finite set a ⊂ ω, let π(a) ∈ k be the maximal length
of a <-chain of elements of C whose domain is a subset of a, and let q(a) be
the <-smallest element of one such chain of maximal possible length. Note that
q(a) is well-defined by the initial assumption on the set A. Use the Hales–
Jewett theorem to find a number j ∈ k and a sequence of nonempty finite
sets 〈an : n ∈ ω〉 such that max(an) < min(an+1) and for each nonempty finite
union a of sets on the sequence, π(a) = j. Let qn = q(an) and note that the
conclusion of the theorem is satisfied. If r < qn were an element of C such
that dom(r) ⊂

⋃
m≤n qm, then the <-chain of length j of elements of C whose

domain is a subset of an and whose <-smallest element is qn could be extended
by r, showing that π(

⋃
m≤n an) > j, contradicting the π-homogeneity of the

sequence 〈an : n ∈ ω〉.

To prove the theorem, it is only necessary to show that negation of (1)
implies (2). Fix a positive analytic set A ⊂ X and similarly to Theorem 4.3 find
a fusion sequence 〈Bn, γn : n ∈ ω〉 below it such that for each n ∈ ω, γn ∈ ∆. It
is not necessarily true that the associated fusion map is a reduction of the Silver
graph to G; I have to thin the fusion sequence out in a quite sophisticated way.

Let U = {1,−1} and let Q be the set of all partial functions from ω to U

with finite domain. For each finite function q ∈ Q write γ(q) =
∏

n γ
q(n)
n where

n’s list the elements of dom(q) in increasing order. Write ∆ =
⋃

j∈k ∆j for some
partition of ∆ into secluded sets. Use the seclusion to find an infinite set b ⊂ ω
such that

(*) for every n ∈ b and all functions q0, q1 ∈ Q whose domain is a subset of
b∩n, if γ(q0) · γn and γ(q1) · γ(q0) · γn both belong to ∆, then they belong
to different secluded pieces of ∆, and the same for γ−1

n .

To simplify the notation, assume that b = ω. Let C ⊂ Q be the set of all
q ∈ Q such that γ(q) ∈ ∆. Note that if c is a <-chain in the set C then the
elements γ(q) for q ∈ C must come from different secluded pieces of ∆ by (*)
and so the length of c is not greater than k. By Claim 4.13, there is a sequence
〈qn : n ∈ ω〉 of elements of C such that max dom(qn) < min dom(qn+1) and for
each n ∈ ω and each r < qn with dom(r) ⊂

⋃
m≤n qm, r /∈ C holds. For each

n ∈ ω, write δn = γ(qn); thus δn ∈ ∆. The following is the key property of this
sequence:

41



(**) For a finite function q ∈ Q, the product
∏

n δ
q(n)
n , where n’s list the domain

of q in the increasing order, belongs to the set ∆ if and only if |q| = 1.

Now, I am ready to find the continuous embedding of the Silver graph
into G∆. Let x ∈ X be the resulting point of the fusion sequence. Let
c = {m : ∃n m ∈ dom(qn)∧ qn(m) = −1}. Let y ∈ X be the point

∏
m∈c γm · x.

Now, for every point z ∈ 2ω let f(z) ∈ X be the point
∏

z(n)=1 δn · y. This is
the desired embedding; I just need to verify its properties.

The commutativity of the group Γ implies that for each z ∈ 2ω, f(z) =∏
{γm : m ∈

⋃
n bn} · x where bn = {m ∈ ω : qn(m) = −1} if z(n) = 0 and

bn = {m ∈ ω : qn(m) = 1} if z(n) = 1. Thus, if z0, z1 are not Vitali-equivalent,
the points f(z0) and f(z1) are not in the same Γ-orbit and so not G∆-connected.

If z0, z1 are Vitali connected, then write γ =
∏

n δ
q(n)
n where n’s list the domain

of q in the increasing order, and q ∈ Q is the function with dom(q) = {n ∈
ω : z0(n) 6= z1(n)} and q(n) = 1 iff z0(n) = 0. It is immediate that γ · f(z0) =
f(z1) holds, and so (**) implies that f(z0), f(z1) are G∆-connected just in case
the points z0, z1 are Silver-connected as desired.

Corollary 4.14. Under the assumptions of Theorem 4.12, the quotient poset
PI , if nontrivial, is densely isomorphic to the Silver forcing.

4.5 The KST forcing

If Γ is a countable group continuously acting on a Polish space X and G is
an analytic hypergraph on X such that all edges of G consist of pairwise orbit
equivalent points, one can form the actionable family G = {γ · G : γ ∈ Γ} and
consider the resulting proper quotient poset. My understanding of posets of
this kind is limited at this point. In this subsection, I will prove a dichotomy
showing that the poset derived from the KST graph in this way has a central
position.

Definition 4.15. Let Γ be a countable group acting freely and continuously on
a Polish space X and let G be a countable family of hypergraphs such that each
edge in each of them consists of pairwise orbit equivalent points. Say that the
family G is free over the action if the action naturally extends to a free action
of the group on G, and for any two distinct hypergraphs G0, G1 ∈ G, the Borel
chromatic number of G0 ∩G1 is countable.

Example 4.16. Let Γ be a countable group acting freely and continuously
on a Polish space X . Let G be an acyclic analytic graph spanning the orbit
equivalence relation, with uncountable Borel chromatic number. The family
G = {γ ·G : γ ∈ Γ} is free over the action.

Proof. It is enough to show that for every γ ∈ Γ, the graphG∩γ·G has countable
Borel chromatic number. To see this, for each n ∈ ω, let Bn = {x ∈ X : the
G-distance between x and γ−1 ·x is equal to n}. Note that as the graph G spans
the orbit equivalence relation, X =

⋃
nBn holds. It is not difficult to verify that

42



the sets Bn are Borel. Thus, it will be enough to show that each element of Bn

has at most two G ∩ γ ·G-neighbors in the set Bn.
Suppose for contradiction that this is not the case and let x, y0, y1, y2 ∈ Bn

be distinct points such that x is G∩γ ·G-connected to all y0, y1, y2. Look at the
unique injective G-path p from x to γ−1 ·x. It can use at most one of the points
y0, y1, y2, since they are all G-connected to x, and at most one of the points
γ−1 · y0, γ

−1 · y1, γ
−1 · y2 since they are all G-connected to γ−1 · x. Suppose

for definiteness that y2, γ−1 · y2 are not used in the path p. Then the unique
injective G-path connecting y2 to γ−1 · y2 contains p as a proper subset and so
is longer than p. This contradicts the assumption that both x, y2 are in the set
Bn.

I will prove a dichotomy which shows that the quotient forcings associated
with families of analytic graphs which are free over some free action of the group
∆ =finite subsets of ω with the symmetric difference operation are all equivalent
from the forcing point of view. It may be that changing the acting group yields
different forcings. In order to state the dichotomy theorem, I need to define a
suitable canonical object.

Definition 4.17. Let ω =
⋃

n an be a partition into infinite sets. For each
n ∈ ω, choose a dense set bn ⊂ 2<ω such that for each t ∈ bn, |t| ∈ an holds, and
for each s 6= t ∈ bn, |s| 6= |t| holds. Write Hn for the graph on 2ω connecting x, y
if there is exactly one m such that x(m) 6= y(m) and in addition, x ↾ m ∈ bn.
Then H is the ∆-closure of the set {Hn : n ∈ ω}.

It is not hard to see that for each n ∈ ω, Borel Hn-anticliques must be meager.
Thus, the σ-ideal H on 2ω consists only of meager sets. The following key
dichotomy inserts the quotient forcing PIH into many similar quotients.

Theorem 4.18. Let ∆ act freely and continuously on a Polish space X and let
G be a countable family of closed graphs, free over the action. If A ⊂ X is an
analytic set, exactly one of the following occurs:

1. A ∈ IG ;

2. there is a continuous, injective near reduction of H to G with the range
included in A.

Proof. To prove the dichotomy, note that (2) implies the negation of (1), since
the near reduction in (2) transports the ideal IH to IG and 2ω /∈ IH–see the
reasoning in Corollary 4.19 below. The hard part is showing that the negation
of (1) implies (2). Before I start the construction, observe that every analytic
IG-positive set has a compact IG-positive subset. To see this, use Theorem 3.5 to
show that the quotient poset has the 2-localization property, in particular it is
bounding, and then use the standard characterization of the bounding property
[21, Theorem 3.3.2].

Let A ⊂ X be an analytic I-positive set. To produce the injection h, I will
in fact produce a fusion sequence 〈Bn, γn : n ∈ ω〉 below the set A for the ideal
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I such that the injection h is the associated fusion map. The fusion sequence
will be constructed by induction on n ∈ ω. I will write ∆n for the subgroup of
∆ generated by the elements {γm : m ∈ n}. Also, in the course of the induction,
I will select some graphs Gn ∈ G and write Gn for the ∆n-orbit of the set
{Gm : m ∈ n}. The induction hypothesis:

• with the natural action of ∆ on G, the set {Gm : m ∈ n} consists of ∆n-
unrelated graphs;

• whenever G ∈ G is n-th element of G in some fixed enumeration, then
G ∈ Gn+1;

• whenever m ∈ n is a number and t ∈ 2n is a string, then the intersection
of Bn+1 × γn · Bn+1 with the graph γt · Gm is either empty, or is equal
to the set {〈x, γn · x〉 : x ∈ Bn+1}. The latter case occurs precisely when
t ∈ bm.

The induction is not difficult to perform. To begin, let B0 ⊂ B be any
compact I-positive subset. To perform the induction step, suppose that Bn and
γm, Gm for m ∈ n have been found. First, find the graph Gn. If the n-th graph
of G in some fixed enumeration is of the ∆n-orbit of {Gm : m ∈ n}, then just
let Gn ∈ G be some graph which is not in this orbit; otherwise, let Gn be the
n-th graph of G. Now, I must find Bn+1 and γn. The treatment now divides
into two cases.
Case 1. There is m ∈ n such that the set 2n ∩ bm is nonempty, containing
some string t ∈ 2n. Note that this m must be unique and so is t. Now, I let
C = Bn and go through a process of repeatedly shrinking the set C to smaller
Borel I-positive sets in the following steps:

• use the freeness of the action on X to shrink the set C so that for all the
finitely many δ ∈ ∆ such that Gn ∈ δ · Gn, it is the case that C ∩ δ ·C = 0;

• use the freeness of the family G to shrink C so that it is an anticlique in
the intersection of any two distinct graphs in Gn;

• use the assumption that the graphs are closed and the argument from
Theorem 4.5 to shrink the set C and find a group element γn ∈ ∆ such
that γn · C is still a subset of the version of C obtained in the previous
step, and the intersection of C × γn · C with the graph γt ·Gm is exactly
equal to the set {〈x, γn · x〉 : x ∈ C};

• since for all graphs G ∈ Gn other than γt · Gm and all points x ∈ C it is
the case that 〈x, γn · x〉 /∈ G, and all these graphs G are closed, one can
shrink the set C further so that the intersection of C × γn · C with each
of the graphs G ∈ Gn distinct from γt ·Gm is empty.

Finally, shrink the set C further to some I-positive compact set Bn+1 of small
diameter. This completes the induction step in this case.
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Case 2. If Case 1 fails, pick a graph G ∈ G not in Gn and proceed as in Case
1, replacing γt ·Gm with G.

Suppose that the induction has been performed, let x ∈ B be the resulting
point, and let h : 2ω → A be the resulting continuous injective map. The map
{n} 7→ γn from ∆ to ∆ induces an injective homomorphism ξ : ∆ → ∆. The map
Hn 7→ Gn together with the homomorphism ξ induce a map π : H → G given
by π(a ·Hn) = ξ(a) · Gn; this is an injection by the first item of the induction
hypothesis and a surjection by the second item of the induction hypothesis.
The third item of the induction hypothesis then shows that the map h is a near-
reduction of a ·Hn to ξ(a) ·Gn. This completes the proof of the theorem.

Corollary 4.19. The quotient forcing does not depend on the choice of the
action of ∆ and the free family.

Proof. It is enough to show that under any condition B ∈ PIG there is a con-
dition C ⊂ B such that the poset below C is naturally isomorphic to PIH . Let
h : 2ω → X be a map from the dichotomy theorem, with the attendant maps
π, χ. It is enough to show that the map h transports the ideal IH to the ideal
IG .

To see this, choose a graph H ∈ H. Note that if t ∈ 2χ(H) is a binary string
and B ⊂ [t] is a set, then B is an H-anticlique if and only if h′′B is a π(H)-
anticlique. Therefore, if B ⊂ 2ω is a Borel H-anticlique then h′′B is a finite
union of π(H)-anticliques and vice versa, if B ⊂ X is a Borel π(H)-anticlique
then h−1B is a union of finitely many Borel H-anticliques. It follows that the
function h transports the ideal IH to IG .

Corollary 4.20. The quotient forcing is homogeneous.

Corollary 4.21. The quotient forcing is isomorphic to the countable support
product of countably many copies of itself.

Proof. Use the computation of the product in Corollary 5.7 to conclude that the
product ideal is generated by a family of closed hypergraphs which is free with
respect to some action of the finite support product of countably many copies
of ∆, which is isomorphic to ∆. A reference to Corollary 4.19 then concludes
the proof.

As one consequence of the dichotomy, the following definition makes sense:

Definition 4.22. The KST forcing is the unique poset PIG where G is a free
family of closed graphs over some action of ∆.

Using Example 4.16, one could for example use the shifts of the KST graph
to generate the free family. As for the forcing properties of the KST poset,
it has the 2-localization property by Theorem 3.5 and it adds an independent
real by Theorem 3.62. The main difference between the KST forcing and Silver
forcing is that in the Silver extension, every point of 2ω belongs to a ground
model coded compact KST-anticlique by Corollary 3.48 since the KST graph is
closed and acyclic. At the same time, the generic point of the KST forcing is
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designed to fall out of all ground model coded Borel KST-anticliques. Another
key property of the KST forcing is the following. By [11], for every analytic
graph H on a Polish space Z of uncountable Borel chromatic number there is a
continuous homomorphism h : 2ω → Z of the KST graph to H . It follows that
for each such a graph H , the KST forcing adds a point of Z (namely, the image
of the generic point under the function h) which falls out of all ground model
coded Borel H-anticliques. Clearly, for analytic graphs with countable Borel
chromatic number no forcing can perform such a job, so the KST poset is in
some sense extreme.

5 Operations

The purpose of this section is to consider natural operations on hypergraphs
and investigate whether they yield natural operations on the quotient posets.
The answer turns out to be a resounding yes.

5.1 Template product

In order to state the results in the broadest and most ambitious context, I will
need the following definitions. They are designed to capture products, iterations
along well-founded, illfounded or non-linear orders and probably many other
unspeakable crimes.

Definition 5.1. A template is a pair 〈J,R〉 where R is a two-place relation on
J such that no element j ∈ J is R-related to itself.

Definition 5.2. Let 〈J,R〉 be a template. Suppose that 〈Xj ,Gj : j ∈ J〉 is a
collection of Polish spaces and countable families of analytic hypergraphs on
each. For each countable set K ⊂ J , define the template products:

1. XK =
∏

j∈K Xj;

2.
∏R

j∈K Gj = GK is the countable family of hypergraphs on XK defined by

GK = {Ĝ : G ∈ Gj , j ∈ K} where Ĝ is the set of those edges x ∈ X≤ω
K all

of whose vertices have the same restriction to the set {i ∈ K : i R j} and

the set 〈x(n)(j) : n ∈ dom(x)〉 ∈ X≤ω
j is a G-edge;

3. IK is the σ-ideal on XK σ-generated by Borel sets which are anticliques
in at least one of the hypergraphs in GK and PK is the quotient poset of
Borel IK-positive sets ordered by inclusion.

It should be noted that the template product σ-ideals IK do not depend on the
choice of the hypergraphs Gj but only on the σ-ideals that the hypergraphs Gj

generate. This can be proved using Theorem 6.1(3). A definition can be stated
for arbitrary σ-ideals instead of just the hypergraphable ideals. However, the
class of hypergraphable ideals has a major advantage: the result of the template
product is again a hypergraphable ideal and therefore to some extent tractable.
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The tractability is reflected in a seemingly trivial fact, which is nevertheless
entirely central for the treatment of the uncountable operations:

Theorem 5.3. In the set-up of Definition 5.2, if K ⊂ L are countable subsets
of J and A ⊂ XK is an analytic set, then A ∈ IK if and only if A×XL\K ∈ IL.

Proof. The left-to-right direction is immediate from the definitions, since for
each index j ∈ K and each hypergraph G ∈ Gj , the projection map π : XL →

XK is a homomorphism of the hypergraph Ĝ (as computed on the space XL)
to the hypergraph Ĝ (as computed on the space XK). For the key right-to-left
direction, write M = L \ K and suppose that A /∈ IK holds. Corollary 6.10
then shows that there are Polish topologies τK on XK and τM on XM such
that A is τK -comeager, every set in IK is τK-meager and every set in IM is
τM -meager. It is not difficult to see then that the generating sets of the σ-ideal
IL are τK × τM -meager. Thus, all sets in the σ-ideal IL are τK × τM -meager
and cannot contain the whole set A×XM .

Theorem 5.3 says that in the sense of [21, Definition 5.5.5], if the set J is
uncountable, the collection {IK : K ∈ [J ]ℵ0} is a centered system of ideals. It
then makes sense to define the template product PJ to be the limit poset: PJ

is the poset of those B for which there is a K = dom(B) ∈ [J ]ℵ0 such that
B is a Borel IK-positive subset of XK . The ordering is defined by C ≤ B if
dom(B) ⊂ dom(C) and the projection of C to Xdom(B) is a subset of B. The
poset PJ adds an element of the product

∏
j Xj. A priori, it is not clear what

the properties of posets of this type may be or how they depend on the template
R. In particular, the question of properness is wide open.

The following apparent triviality is the mother of all iteration and product
preservation theorems in the class of hypergraphable forcings. To appreciate its
staggering strength, it is necessary to consult the applications in Subsections 5.2
and 5.3. In this class of partial orders, it implies most of the countable support
iteration theorems of [2] and generates many new ones without a single fusion
argument. It also applies in the case of illfounded iterations where the usual
fusion arguments are unavailable.

Theorem 5.4. Let P be a partial order.

1. the property G 6⊥∗ P is preserved under countable template products;

2. if P is Suslin, then the property G 6⊥ P is preserved under countable
template products.

Proof. The argument depends on a general claim. Suppose that 〈J,R〉 is a
template, the set J is countable, and for each j ∈ J , the countable family Gj

of analytic hypergraphs on a Polish space Xj . Now, fix j ∈ J , write Ij be the
σ-ideal on Xj σ-generated by Borel sets which are anticliques in at least one of
the hypergraphs in Gj , and write K = {i ∈ J : i R j}.
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Claim 5.5. Whenever B ⊂ X is a Borel I-positive set, there is a point y ∈∏
i∈K Xi such that the set By = {x ∈ Xj : ∃z ∈ B y, {〈j, x〉} ⊂ z} ⊂ X does not

belong to the ideal Ij.

Proof. This follows from Theorem 6.1(3): if for each y ∈
∏

i∈K Xi the set By

were Ij -small, one could find Borel sets Cn ⊂ B and hypergraphs Gn ∈ Gj

for n ∈ ω such that B =
⋃

n Cn and for each y ∈
∏

i∈K Xi, the set Cy is a

Gn-anticlique. But then, each set Cn is a Ĝn-anticlique, showing that the set
B belongs to I.

For (1), suppose that for every j ∈ J , Gj 6⊥∗ P holds. Let G =
∏R

j Gj be
the product family of hypergraphs on the Polish space X =

∏
j Xj. I need to

show that G 6⊥∗ P holds. To this end, suppose that B ⊂ X is an IJ -positive
Borel subset of X , f : B → P is a function, j ∈ J is an index and G ∈ Gj is a
hypergraph. I must find a condition p ∈ P which forces that there is an edge
e ∈ Ĝ consisting of ground model elements of B such that f ′′rng(e) is a subset of
the generic filter. Use the claim to find a a point y ∈

∏
i∈K Xi such that the set

By ⊂ X is Ij -positive. For each x ∈ By choose zx ∈ B such that y, {〈j, x〉} ⊂ zx
and define a map f̂ : By → P by f̂(x) = f(zx). Apply the assumption Gj 6⊥

∗ P

to find a condition p ∈ P which forces that there is an edge e ∈ Ĝ consisting of
ground model elements of B such that f̂ ′′rng(e) is a subset of the generic filter.
Then 〈zx : x ∈ rng(e)〉 is a Ĝ-edge whose f -image belongs to the generic filter
as desired.

The proof of (2) is similar, using Corollary 6.10 and a uniformization theorem
such as [21, Proposition 2.3.4] to pick the points zx ∈ B in a Borel way.

5.2 Product of actionable ideals

A good reason to love actionable ideals is their behavior under the countable
support products. It turns out that the countable support product of finitary
actionable ideals is obtained from a natural template product. Let 〈ω,R〉 be
the template defined by n R m just in case n 6= m; this is clearly the largest
template on a countable domain.

Theorem 5.6. Let Xn,Gn be Polish spaces and countable actionable families of
finitary analytic hypergraphs on each, for n ∈ ω. Let G =

∏R
n Gn be the template

product, a countable family of hypergraphs on X =
∏

nXn, with an associated
σ-ideal I. For every analytic set A ⊂ X, exactly one of the following occurs:

1. A ∈ I;

2. there are Borel In-positive sets Bn ⊂ Xn for each n ∈ ω such that∏
nBn ⊂ A.

The reader should consult Definition 5.2 to see that the template product hy-
pergraph family in this case is again actionable, and if Γn are countable groups
acting on the respective spaces Xn to witness the actionability of the families
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Gn, then the finite support product group Γ =
∏

n Γn with its natural action on∏
nXn witnesses the actionability of G.

It is instructive to note that the theorem fails very badly for hypergraphable
ideals which are not actionable. Consider the ideal J of countable subsets of
2ω. This is an ideal σ-generated by all Borel anticliques of the full graph G =
[2ω]2. The quotient is the Sacks forcing, adding a minimal forcing extension,
and therefore it is impossible to present the ideal in an actionable way due
to Theorem 2.11. The ideal K on 2ω × 2ω associated with the product of two
copies of Sacks forcing consists of those Borel sets which do not contain a perfect
rectangle by [21, Theorem 5.2.6]. This ideal is strictly larger than the σ-ideal
L generated by the template product of two copies of the graph G. This is not
entirely easy to see. A good example is a Borel set B ⊂ 2ω × 2ω which contains
an ℵ2 ×ℵ2-rectangle but no perfect rectangle, produced by Shelah in [16]. The
set B cannot be covered by any two sets C,D ⊂ 2ω × 2ω such that all vertical
sections of C and all horizontal sections of D are countable, simply because
every map from ω2 to [ω2]ℵ0 contains a free pair. Thus, the set B belongs to
the ideal K but not to L. The σ-ideal L belongs to the heap of ideals for which
I do not know if the quotient poset is proper.

The theorem has numerous consequences in the form of product preservation
theorems, absorbing many repetitive fusion arguments. Here, I give a small
sample.

Corollary 5.7. In the notation of the theorem, the poset PI is the countable
support product of the posets PIn .

Corollary 5.8. Suppose that H is a closed graph on a Polish space Z without
a perfect clique. The property φ(P,H) =“every point of Z in the P -extension
belongs to a ground model coded compact H-anticlique” is preserved under the
countable support product of finitary actionable forcings.

Proof. Let RH be the poset associated with the hypergraphH in Subsection 3.7.
Note that the poset RH is c.c.c. by the assumption on the graph H , therefore it
is a Suslin c.c.c. forcing. Theorem 3.45 shows that for all countable families G
of analytic hypergraphs with only finite edges and proper quotient, φ(PIG , H) is
equivalent to G 6⊥ RH . A reference to Theorem 5.4 now concludes the argument.

Corollary 5.9. Let H be a closed acyclic graph on a Polish space X. In the
product Silver extension, the space Z is covered by the ground model coded com-
pact H-anticliques.

Proof. This is an immediate conclusion of the conjunction of Corollary 3.48 and
Corollary 5.8.

Corollary 5.10. The preservation of outer Lebesgue measure is preserved under
the countable support product of actionable finitary ideals.

49



Proof. Consider the random forcing P . By Theorem 3.34, the preservation of
outer Lebesgue measure is equivalent to G 6⊥ P for countable families of analytic
finitary hypergraphs. Now, G 6⊥ P is preserved by the template products by
Theorem 5.4; this completes the proof.

Corollary 5.11. In the product Silver extension, for every infinite subset b ⊂ 2ω

there is a Borel ground model coded set D ⊂ 2ω such that both sets b \D, b ∩D
are infinite.

Proof. This is an immediate consequence of the computation of the product
ideal, Theorem 5.4, and Corollary 3.19.

The proof of Theorem 5.6 is a rather straightforward, albeit tedious, fusion
argument. I will need a definition of a fusion sequence which can deal with
finitary hypergraphs as opposed to just graphs.

Definition 5.12. Let Γ be a group, and z be a finite function from ω to Γ.
Then

∏
z ∈ Γ is the product

∏
i∈dom(z) z(i) taken in the increasing order. I also

put
∏

0 = 1.

Definition 5.13. Let X be a Polish space with a continuous action of a group
Γ and a σ-ideal I on X . Let A ⊂ X be a Borel I-positive set. A fusion sequence
below A is a sequence 〈ai, Bi : i ∈ ω〉 such that

1. B0 ⊃ B1 ⊃ . . . are compact I-positive subsets of A;

2. ai ⊂ Γ are finite subsets of Γ, each including the unit element;

3. for each i ∈ ω, the sets {γ · Bi+1 : γ ∈ ai} form a pairwise disjoint family
of subsets of Bi;

4. whenever i ∈ ω and z ∈
∏

j∈i aj , then the diameter of the set
∏
z · Bi in

some fixed complete compatible metric is < 2−i.

The intersection
⋂

iBi is clearly a singleton {x} for a point x which I will
call the resulting point of the fusion sequence. It is also possible to form the
continuous injective map h :

∏
i ai → A by h(z) = limi

∏
(z ↾ i) · x. I will refer

to this map as the resulting map.

Proof of Theorem 5.6. It is rather easy to see that (2) implies the negation of
(1). Suppose that Bn ⊂ Xn are Borel In-positive sets for each n ∈ ω such
that

∏
nBn ⊂ A. Use Corollary 6.10 to find Polish topologies τn on each space

Xn such that Bn is τn-comeager while all sets in the ideal In are τn-meager.
Consider the product topology τ =

∏
n τn on

∏
nXn. A review of definitions

together with the Kuratowski theorem shows that the generating sets of the
σ-ideal I are τ -meager, and so all sets in I are τ -meager. On the other hand,
the set

∏
nBn is τ -comeager, and so neither it nor its superset A belong to the

ideal I.
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To show that the negation of (1) implies (2) is more tedious. Let A ⊂ X be
an analytic I-positive set. Find continuous actions of countable groups Γn on
the spaces Xn witnessing the fact that the families Gn is actionable. Fix also a
compatible metric on each of the spaces. Let Γ be the finite support product∏

n Γn, and naturally identify each group Γn with a subset of Γ. Note that the
hypergraph family

∏
n Gn is actionable and consists of hypergraphs with finite

edges. Thus, the quotient poset PI is proper and bounding by Corollary 3.18,
and as a result, every analytic I-positive set has a compact I-positive subset by
the standard criterion for the bounding property [21, Theorem 3.2.2]

Let ω =
⋃

n bn be a partition of ω into infinite sets. Let f be a bookkeeping
tool: a function from ω to the set of all pairs 〈u,G〉 such that u is a partial
function from ω to Γ with finite domain and G ∈

⋃
n Gn, such that on every

set bn the function f takes every possible value infinitely many times. For each
number n ∈ ω and every I-positive compact set B ⊂ X write pn(B) ⊂ Xn

for the projection of the set B into the n-th coordinate. Observe that the set
pn(B) is compact and also In-positive. By induction on i ∈ ω construct a fusion
sequence F = 〈ai, Bi : i ∈ ω〉 below the set A such that

1. for each n ∈ ω, the sequence Fn〈ai, pn(Bi) : i ∈ bn〉 is a fusion sequence
for the ideal In; in particular, ai ⊂ Γn;

2. whenever i ∈ bn is such that f(i) = 〈u,G〉 where for some k ≤ i u ∈∏
j∈bn∩k aj and G ∈ Gn then for some function v ∈

∏
j∈bn∩i aj extending

u, for every x ∈ Bj+1, the set {γ ·x(n) : γ ∈ ai} ⊂ Xn contains all vertices
of some edge in the hypergraph (

∏
v)−1 ·G.

The induction is easy to perform. Write B−1 = A. Suppose that sets aj , Bj have
been constructed for all j ∈ i, and n ∈ ω is such that i ∈ bn. If the assumptions
of the second item of the induction hypothesis are not satisfied, then let ai = {1}
and shrink the set Bi−1 to an I-positive compact set such that the diameter
demands for the fusion sequence F and Fn are satisfied. This completes the
induction step in this case. Suppose that the assumptions of the second item of
the induction hypothesis are satisfied and let f(i) = 〈u,G〉. Let v ∈

∏
j∈bn∩i aj

be any extension of u. Consider the set C of all points x ∈ Bi−1 such that for
some finite set a ⊂ Γn containing the unit, all points γ ·x for γ ∈ a belong to the
set Bi−1 and there exists an edge of the graph (

∏
v)−1G consisting of points

in the set {γ · x(n) : γ ∈ a}. The set C ⊂ Bi−1 is analytic and its complement
in Bi−1 is a (

∏
v)−1 · Ĝ-anticlique, so the set C is I-positive. By the countable

additivity of the σ-ideal I, there is a fixed finite set a ⊂ Γn containing the unit
such that D /∈ I where D contains exactly all points x ∈ Bi−1 all points γ ·x for
γ ∈ a belong to the set Bi−1 and there exists an edge of the graph (

∏
v)−1G

consisting of points in the set {γ · x(n) : γ ∈ a}. The set D is analytic, and so
it contains a compact I-positive set Bi ⊂ X . Shrink the set Bi if necessary to
satisfy the diameter demands on the fusion sequences F and Fn; this completes
the induction step in this case as well.

Let xr ∈ X be the resulting point of the fusion sequence F and let h :
∏

j aj →
X be the associated map. For each n ∈ ω the point xr(n) ∈ Xn is the resulting
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point of the fusion sequence Fn. Let hn :
∏

j∈bn
aj → Xn be the resulting map

of the fusion sequence Fn.

Claim 5.14. The compact set rng(hn) ⊂ Xn is In-positive.

Proof. It will be enough to show that whenever G ∈ G is a hypergraph and
C ⊂ Xn is a Borel G-anticlique, then h−1

n C ⊂
∏

j aj is meager. Suppose
for contradiction that it is nonmeager, and use the Baire category theorem to
find a number k and a sequence u ∈

∏
j∈bn∩k aj such that the set h−1

n C is
comeager in [u]. Find i ∈ bn bigger than k such that the bookkeeping tool
captured u,G at i, that is f(i) = 〈u,G〉. By the induction hypothesis, there
must be some v ∈

∏
j∈bn∩i aj extending u such that for every x ∈ Bi, the set

{γ · x(n) : γ ∈ ai} ⊂ Xn contains all vertices of some edge in the hypergraph
(
∏
v)−1 · G. Since the set h−1

n C is comeager in [v], there must be a point
z ∈

∏
j∈bn

aj extending u such that z(i) = 1 and for every γ ∈ ai, the point

zγ obtained from z by rewriting the i-th entry to γ belongs to h−1
n C. Let

y ∈
∏

j aj be any point such that y ↾ i returns only unit values and for all
j ∈ bn \ i, y(j) = z(j). Then h(y) is a point in Bi, and so by the second
item of the induction hypothesis the set {γ · h(y)(n) : γ ∈ ai} contains an edge
e ∈ (

∏
v)−1G. Then

∏
v · e is an edge in G. However,

∏
v ·γ ·h(y)(n) = hn(zγ)

holds for each γ ∈ ai and so these points must contain some G-edge. This
contradicts the assumption that the set C was a G-anticlique to begin with.

Claim 5.15. The set
∏

n rng(hn) is a subset of the set A.

Proof. If zn ∈
∏

j∈bn
aj are any points for each n ∈ ω, let z =

⋃
n zn. Thus

z ∈
∏

j∈ω aj . It is immediate that h(z) = 〈hn(zn) : n ∈ ω〉 and so this point is
in the initial set A ⊂ X .

This completes the proof of the theorem.

5.3 Linear iterations

It turns out that linear iterations of hypergraphable forcings translate into tem-
plate products. In order to get neat ZFC theorems, I will need a suitable
notion of non-elementary properness. The machinery maintains plenty of its
content even without it, and under suitable large cardinal assumptions, the
non-elementary properness can be replaced by properness with no harm to the
validity of the theorems.

Definition 5.16. Let X be a Polish space and I a σ-ideal on it.

1. Whenever a ⊂ ωω is a countable set, P a
I is the partial order of sets A ⊂

X which are I-positive and Σ1
1(z) for some finite sequence z ∈ a<ω of

parameters;

2. The poset PI is 1-non-elementary proper with a parameter z ∈ ωω if for
every countable set a ⊂ ωω containing z and every analytic set A ∈ I, the
poset P a

I forces its generic point not to belong to Ȧ.
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Theorem 5.17. Let X be a Polish space and I a σ-ideal on it.

1. If I is Π1
1 on Σ1

1 then the statement “PI is 1-non-elementary proper with
parameter z” is Π1

2;

2. if PI is 1-non-elementary proper then PI is proper and preserves Baire
category;

3. the σ-ideals generated by actionable families of hypergraphs or countable
families of hypergraphs are 1-non-elementary proper.

Proof. To see (1), let φ(I, z) be the statement “PI is 1-non-elementary proper
with parameter z”. Argue that φ(I, z) is equivalent to the statement ψ(I, z) =“for
every countable transitive model M containing the code for I as well as z,
M |= φ(I, z)”. This is a routine proof. Clearly, the statement ψ is Π1

2.
For (2), suppose that PI is 1-non-elementary proper. Let M be a countable

elementary submodel and let a = M ∩ ωω. Then PI ∩M is dense in P a
I and

so PI ∩M forces its generic point not to belong to any ground model coded
analytic set in I. The conclusion now follows from [21, Corollary 3.5.4].

(3) follows from a trivial review of the proofs in Section 2.

I do not know an example of a Π1
1 on Σ1

1 σ-ideal whose quotient forcing is proper
and preserves Baire category and at the same time the quotient forcing is not 1-
non-elementary proper. However, it is not excluded that such forcings abound,
since I do not know how to check the status of 1-non-elementary properness
for such basic posets as the Matet forcing or the product of two Sacks forcings.
What is important though is that the hypergraphable posets discussed in this
paper are 1-non-elementary proper.

The theorems on linear iterations of hypergraphable forcings need the follow-
ing notation. Let 〈J,R〉 be a set with a strict linear ordering on it, serving as a
template. The following theorem uses the notation established in Definition 5.2.

Theorem 5.18. Let 〈J,R〉 be a countable set with a strict linear order on it.
Suppose that for each j ∈ J , Gj is a countable family of analytic hypergraphs on
some Polish space Xj such that the quotient poset is 1-nonelementary proper.
Then

1. the poset PJ is 1-non-elementary proper;

2. whenever K ⊂ J is an initial segment, then PJ is naturally isomorphic to
the iteration PK ∗ PJ\K ;

3. if J is a well-ordering, then the poset PJ is naturally isomorphic to the
usual countable support iteration of the posets PGj

along J .

Proof. The argument begins with a definition. For a set A ⊂ XJ and a set
K ⊂ J write pK(A) = {x ∈ XK : {y ∈ XJ\K : x ∪ y ∈ A} /∈ IJ\K}. In the case
of general templates, this operation behaves quite poorly. In the present case
of a linear order, this operation serves as a forcing projection:
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Claim 5.19. Suppose that K ⊂ J is an initial segment and A ⊂ XJ is an ana-
lytic set. Then pK(A) ⊂ XK is an analytic set and the following are equivalent:

1. A /∈ IJ ;

2. pK(A) /∈ IK .

Proof. The analyticity of the set pK(A) follows from Theorem 6.1(1). Now,
to prove (2)→(1), suppose that pK(A) does not belong to IK . Pick indices
jn ∈ J , hypergraphs Gn ∈ Gj and Borel Ĝn-anticliques Bn ⊂ XJ ; I must
produce a point in A \

⋃
nBn. Write c = {n ∈ ω : jn ∈ K}. For each n ∈ c, the

projection p(Bn) of Bn into the space XK is an analytic Ĝn anticlique, and so
can be extended to a Borel Ĝn-anticlique. Since the set pK(A) is IK -positive,
there must be a point x ∈ pK(A) \

⋃
n∈c p(Bn). Now, for each n /∈ c, the set

q(Bn) = {y ∈ XJ\K : x ∪ y ∈ Bn} is a Borel Ĝn-anticlique in the space XJ\K ,
and as the set Ax = {y ∈ XL\K : x ∪ y ∈ A} is IJ\K -positive, it follows that
there must be a point y ∈ Ax \

⋃
n/∈c q(Bn). The point x∪y ∈ XL is the desired

element of A \
⋃

nBn.
To prove (1)→(2), suppose that pK(A) belongs to IK . Find indices kn ∈ K,

hypergraphs Hn ∈ Gn and Borel Ĥn-anticliques Cn ⊂ XK for n ∈ ω such that
pK(A) ⊂

⋃
n Cn. Write B = X \

⋃
n Cn. Now, the ideal IJ\K is hypergraphable,

and for every point x ∈ B, the set Ax = {y ∈ XL\K : x∪y ∈ A} is in it. Use
Theorem 6.1(3) to find indices jn ∈ J \K, hypergraphs Gn ∈ Gjn and Borel sets

Bn ⊂ B×XJ\K such that each vertical section of Bn is a Ĝn-anticlique and for
all x ∈ B, Ax ⊂

⋃
n(Bn)x. Use the definition of the iteration to conclude that

the Borel sets B̂n = {x∪y : x ∈ B, y ∈ (Bn)x} ⊂ XJ and Ĉn = {x ∈ XL : x ↾

K ∈ Cn} ⊂ XJ are Borel Ĝn- and Ĥn-anticliques, respectively. It is clear that
A =

⋃
n B̂n ∪

⋃
n Ĉn and so A ∈ IJ as required.

To prove (1), let z ∈ ωω be a parameter coding all the objects named so
far, among others the ordering R, the Polish spaces Xj and the hypergraphs in
Gj for all j ∈ J . I will show that the parameter z witnesses the fact that the
poset PJ is 1-non-elementary proper. To see this, let a ⊂ ωω be a countable
set containing z and let P a

J be the poset of all sets which happen to be Σ1
1

in parameters in the set a and IJ -positive; the ordering is that of inclusion.
Suppose that K ⊂ J is an initial segment of J which is recursive in z; write
L = J \K. Let P a

K be the poset of all sets which happen to be Σ1
1 in parameters

in the set a and IK -positive; the ordering is that of inclusion. Let π : P a
K → P a

J

be the map defined by π(A) = A×XL.

Claim 5.20. The map π is a regular embedding of P a
K to P a

J .

Proof. The projection from P a
J to P a

K is just the function pK as Claim 5.19
shows.

Now, suppose that x ∈ XK is a P a
K-generic point. I want to evaluate the

remainder poset P a
J /x. In the model V [x], let Q be the poset of all subsets of
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XL which happen to be Σ1
1 in parameters in a∪ {x} and IL-positive. For every

set B ∈ Q find a set χ(B) ⊂ XJ which is Σ1
1 in parameters in the set a such

that B = {y ∈ XL : x ∪ y ∈ χ(B)}.

Claim 5.21. The map χ induces an isomorphism between the separative quo-
tients of Q and P a

J /x.

Proof. By definitions, the quotient poset P a
J /x consists of all sets A ⊂ XJ which

happen to be Σ1
1 in parameters in the set a and such that x ∈ pK(A) holds; the

ordering is that of inclusion. Thus, the map χ is a map from Q to P a
J /x. The

required properties of the map χ are not difficult to check.

To conclude the proof of (1), suppose that A ⊂ XJ is an analytic set in
the ideal IJ . Find indices jn, hypergraphs Gn ∈ Gjn and Borel Ĝn-anticliques
Bn ⊂ XJ such that A ⊂

⋃
nBn. Let x ∈ XK be a P a

K -generic point; I must
show that for each n ∈ ω, x /∈ Bn. Fix a number n ∈ ω and write j = jn. By
Claim 5.20 applied to K = {i ∈ J : i R j}, it is the case that x ↾ K ∈ XK is
P a
K-generic over V . In the model V [x ↾ K], write Q for the poset of all subsets

of Xj which happen to be Σ1
1 in parameters in a ∪ {x} and Ij-positive. By

Claim 5.21, the point x(j) ∈ Xj is Q-generic over V [x ↾ K]. Let Cn ⊂ Xj be
the set {y ∈ Xj : ∃v ∈ Bn x ↾ K ⊂ v ∧ v(j) = y}. This is an analytic set in
the model V [x ↾ K] which is a Gn-anticlique, therefore it belongs to the ideal
Ij . The poset PIj is 1-non-elementary proper in V and by Theorem 5.17(1) it
is also 1-non-elementary proper in the model V [x ↾ K]. Thus, in the model
V [x ↾ K] the poset Q forces its generic point to lie outside of Cn, in particular
x(j) /∈ Cn. It follows that x /∈ Bn as required. The proof of (1) is complete.

To argue for (2), note that the poset PK is naturally regularly embedded
in the poset PJ . To see this, deal with the posets QK , QJ of analytic IK and
IJ -positive sets instead (in which PK , PJ are dense by Theorem 6.1(2)) and use
Claim 5.19 to argue that the map pK : QJ → QK is a projection. To compute
the remainder poset, write L = J \K and observe that whenever B ⊂ XK is a
Borel IJ -positive set and Ċ is a PK-name for a IL-positive set, then thinning
out the condition B if necessary, by the Borel reading of names one can find a
Borel set D ⊂ B ×XL so that B  Ċ = Ḋẋgen

. Then D, viewed as a subset of
the space XJ , is a condition in the remainder poset.

To argue for (3), suppose that 〈J,R〉 is a wellordering. Let P be the usual
combinatorial countable support iteration of the posets PGj

for j ∈ J and let
ẋgen be the P -name for the generic element of X . Let I∗ be the σ-ideal of

analytic sets A ⊂ X such that P  ẋgen /∈ Ȧ. The properness assumptions
imply that the poset P is in the forcing sense equivalent to the poset PJ [21,
Theorem 5.1.6]. It is now only necessary to verify that the ideals I, I∗ contain
the same analytic sets.

Suppose first that A ⊂ X is an analytic set in the ideal I. Find indices
jn ∈ J , hypergraphs Gn ∈ Gjn and Borel Ĝn-anticliques Bn ⊂ X such that
A ⊂

⋃
nBn. To conclude that A ∈ J , suppose towards contradiction that this

fails and there is some condition p ∈ P which forces ẋgen ∈ Ȧ. Strengthening
the condition p if necessary, I may find a definite number n ∈ ω such that
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p  ẋgen ∈ Ḃn. Write j = jn and K = {i ∈ J : i R j}. Thus p  ẋgen(j) ∈ Ċ,

where Ċ = {y ∈ Xj : ∃z ∈ XJ\K∪{j} ẋgen ↾ K ∪ {〈j, y〉} ∪ z ∈ Ḃn}. Since the

set Bn is a Ĝn-anticlique, the set C is forced to be an analytic Gn-anticlique,
and it is in the model V [ẋgen ↾ K]. Every analytic Gn-anticlique is covered by a
Borel Gn-anticlique, and the poset PGj

forces its generic point to avoid all such
anticliques. This is a contradiction.

Suppose now that A ⊂ X is an analytic I-positive set and argue that there
is a condition p ∈ P such that p  ẋgen ∈ Ȧ. This is proved by transfinite
induction on the length of the well-ordering J . I will treat the case 〈J,R〉 =
〈ω,∈〉, the general case is a routine adaptation. Let f : ωω → X be a continuous
function whose range is A. For each n ∈ ω, let Pn be the iteration up to, and
not including, n. By induction on n ∈ ω, find Pn-names ṗn and ṁn for a
condition in PGn

and a natural number respectively so that 〈pi : i ≤ n〉 ∈ Pn+1

forces in Pn+1 that ẋgen ↾ n + 1 ∈ pn+1An, where An ⊂ X is the analytic set
f ′′[ṁj : j ∈ n+ 1]. The induction step is easily performed using Claim 5.19 and
the σ-additivity of the ideal I. In the end, the condition 〈pi : i ∈ ω〉 ∈ P forces
that ẋgen = ḟ(〈mi : i ∈ ω〉) ∈ Ȧ.

There are some immediate attractive corollaries:

Corollary 5.22. The bounding property is preserved under linear iterations of
1-non-elementary proper hypergraphable forcings.

Proof. The bounding property is equivalent to G 6⊥ P where P is the Hechler
forcing by Theorem 3.23 and this is preserved under the template products by
Theorem 5.4.

Note that the diagonalizability used in Theorem 3.24 to imply the bounding
property is itself preserved by the template products.

Corollary 5.23. The linear iterations of 1-non-elementary proper posets gen-
erated by families of analytic hypergraphs with the Fubini property preserve outer
Lebesgue measure.

Proof. Let P be the random forcing. The Fubini property of the hypergraph
families implies G 6⊥ P by Theorem 3.45, which is preserved under the tem-
plate products by Theorem 5.4, and in turn it implies the preservation of outer
Lebesgue measure by Theorem 3.34. An alternative approach would be to
observe that the Fubini property itself is preserved under the template prod-
ucts.

Corollary 5.24. The linear iterations of posets generated by countable families
of finitary open hypergraphs do not add independent reals.

Proof. Note that the quotient posets given by countable families of finitary open
hypergraphs are 1-non-elementary proper. Let U be an ultrafilter and P the
standard poset diagonalizing U . Recall that for every countable family G of
finitary open hypergraphs, G 6⊥∗ P holds by Theorem 3.56. Thus, Theorem 5.4
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guarantees that for the template product families H obtained, H 6⊥∗ P holds as
well. This in turn implies that independent reals are not added in the template
product either.

Corollary 5.25. Suppose that H is a closed graph on a Polish space Z without
a perfect clique. The property φ(H) =“every point of Z in the extension belongs
to a ground model coded compact H-anticlique” is preserved under the linear
iterations of finitary hypergraphable 1-non-elementary proper forcings.

Proof. Let RH be the poset associated with the graph H in Definition 3.44.
The property φ(H) is equivalent to G 6⊥ RH for the hypergraphable forcings in
this class by Theorem 3.45, which is in turn preserved by template products by
Theorem 5.4.

Corollary 5.26. ([3] for H =the KST graph) Let H be a closed acyclic graph
on a Polish space Z. In the iterated Silver extension, the space Z is covered by
the ground model coded compact H-anticliques.

Corollary 5.27. Let H be a closed graph on a compact metrizable space Z with
countable loose number. In the linearly iterated Miller extension, the space Z is
covered by the ground model coded compact H-anticliques.

Proof. Let RH be the poset of Definition 3.44, and let G be the standard hy-
pergraph generating the Miller forcing as in Example 3.37. Theorem 3.59 shows
that G 6⊥ RH . This is preserved by the template products by Theorem 5.4. The
corollary follows.

This answers a question of William Chan (personal communication) about the
specific case H =the KST graph, which is locally countable and therefore has
countable loose number.

6 Appendix: descriptive set theoretic computa-

tions

In various places in the paper, complexity computations are needed which do
not really have much to do with the forcing context of the paper. I gather them
in this section.

6.1 Definability of the hypergraphable ideals

The general descriptive set theoretic properties of hypergraphable ideals are
encapsulated in the following theorem. The theorem is of folkloric nature. It
can be derived from slight, but unpublished, generalizations of hypergraph di-
chotomies of Lecomte and Miller. I provide a straighforward proof using effective
descriptive set theory and the Gandy–Harrington forcing.

Theorem 6.1. Suppose that G is a countable collection of analytic hypergraphs
on a Polish space X and write I = IG for the associated σ-ideal on X. Then
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1. the σ-ideal I is Π1
1 on Σ1

1;

2. every analytic I-positive set contains a Borel I-positive subset;

3. if Y is a Polish space and B ⊂ Y ×X is a Borel set such that each of its
vertical sections belongs to I, then there are Borel sets Bn ⊂ Y ×X for
n ∈ ω such that B ⊂

⋃
nBn and for each n there is G ∈ G such that every

vertical section of Bn is a G-anticlique.

I will need two well-known basic facts about effective arguments which are quite
independent of the concerns of this paper.

Definition 6.2. Let X be a recursively presented Polish space. Let z ∈ ωω be
a parameter. The Gandy–Harrington forcing Pz is the poset of nonempty Σ1

1(z)
subsets of X ordered by inclusion.

Proposition 6.3. There is a Pz-name ẋgen for an element of X which is forced
to belong to precisely those Σ1

1(z) subsets of X which belong to the generic filter.

Proof. For simplicity assume that X = 2ω. Just let ẋgen be the name of the
unique element of X which belongs to all the basic open sets in the generic
filter. I need to show that for every condition p ∈ Pz, p  ẋgen ∈ ṗ. To see
this, pick a tree T ⊂ (2 × ω)<ω which is recursive in z and projects into p. A
genericity argument then shows that the tree U ⊂ T consisting of those nodes
t ∈ T such that the projection of T ↾ t belongs to the generic filter, is forced to
have no terminal nodes. Thus, the tree U is forced to have an infinite branch
b ∈ (2 × ω)ω, which projects to ẋgen and witnesses that ẋgen belongs to the
projection of T , which is p.

Proposition 6.4. Let Qz be the Gandy–Harrington forcing on Xω with param-
eter z. Let y ∈ Xω be a Q-generic point. For every natural number n, the point
y(n) ∈ X is Pz-generic.

Proof. Let π : Qz → Pz be the map assigning to a condition q ∈ Qz its projection
π(q) ∈ Pz into the n-th coordinate. It is clear that the map π preserves the
ordering. Moreover, for every q ∈ Qz and every p ≤ π(q) there is q′ ≤ q such
that π(q′) = p: just let q′ = {y ∈ q : y(n) ∈ p}. Thus, the map π is a projection
map of partial orders, the image of the generic filter on Qz is forced to be a
generic filter on Pz , and the proposition follows.

Proof of Theorem 6.1. For simplicity assume that X = 2ω, the hypergraphs in
the family G are lightface Σ1

1, and have arity ω. Let z ∈ ωω be an arbitrary
parameter, and let Cz = {A ⊂ X : A is Σ1

1(z) and for some G ∈ G, A is an
G-anticlique}.

Claim 6.5. The set Cz ⊂ X is Π1
1(z), uniformly in z.

Proof. First, use the effective reflection theorem [9, Theorem 2.7.1] to show that
every Σ1

1(z) set which is a G-anticlique for some G ∈ G is covered by a ∆1
1(z)

anticlique. Thus, the set Cz is in fact the union of all ∆1
1(z) anticliques. Then,
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use the coding of ∆1
1(z) sets [9, Theorem 2.8.1] to prove the claim. Namely,

x ∈ Cz if there is a number e ∈ ω and G ∈ G such that e is a code for a ∆1
1(z)

set such that x is in the set and the set is a G-anticlique. This is easily decoded
as a Π1

1(z) statement.

Claim 6.6. Whenever G ∈ G and B ⊂ X is a Borel set which is a G-anticlique,
then in the poset Pz, the condition X \ Cz forces ẋgen /∈ Ḃ.

Proof. Suppose for contradiction that p ∈ Pz is a condition disjoint from Cz and
forcing ẋgen ∈ Ḃ. The set p ⊂ 2ω does contain some G-edges, since otherwise
it would be a subset of Cz by the definition of Cz and could not belong to the
poset Pz. Let Qz be the poset of nonempty Σ1

1(z) subsets of Xω adding a point
ẏgen ∈ Xω. Note that q = G ∩ Aω is a nonempty Σ1

1(z) set and therefore a
condition in the poset Qz. By the forcing theorem applied to the poset Pz and
Proposition 6.4, q forces ẏgen to be a G-edge consisting of points in the set B.
However, since the set B is a G-anticlique, it is forced to be an anticlique in all
generic extensions by the Mostowski absoluteness. This is a contradiction.

Claim 6.7. A Σ1
1(z) set A ⊂ 2ω belongs to the ideal I if and only if A ⊂ Cz.

Proof. First of all, the set Cz belongs to the σ-ideal I. It is a union of countably
many analytic sets, each of which is a G-anticlique for some G ∈ G. By the
first reflection theorem, every analytic G-anticlique is a subset of a Borel G-
anticlique, and so Cz ∈ I. This proves the right-to-left implication.

For the left-to-right implication, prove the contrapositive. If A 6⊂ Cz, then
the set A \Cz is nonempty, and it is Σ1

1(z) by Claim 6.5. Let {Bn : n ∈ ω} be a
collection of Borel sets such that for each n there is a hypergraph Gn ∈ G such
that Bn is Gn-anticlique. The set A \ Cz is a condition in the poset Pz , and it
forces the generic point to belong to A and not to any of the sets Bn for n ∈ ω
by Claim 6.6. Thus, in the Pz-extension, A 6⊂

⋃
nBn, and by the Mostowski

absoluteness A 6⊂
⋃

nBn holds in the ground model as well.

Now, (1) follows immediately. Suppose that A ⊂ Y ×X is an analytic set
for some Polish space Y . Without loss of generality assume that Y = ωω, and A
is Σ1

1(z) for some parameter z ∈ ωω. Then, for every y ∈ Y the vertical section
Ay is Σ1

1(z, y) and so by Claim 6.7 it is I-positive if and only if it contains some
point which is not in Cz,y. The latter statement is an analytic condition.

To prove (2), suppose that A ⊂ X is an analytic I-positive set, A ∈ Σ1
1(z)

for some parameter z ∈ ωω. Let M be a countable elementary submodel of a
large structure containing z, and consider the set A′ = {x ∈ X : x is Pz-generic
over the model M , below the condition A \Cz}. The set A′ is a subset of A, as
all sets of generic points over any countable model, the set A′ is Borel by [21,
Fact 1.4.8], and it is I-positive by Claim 6.6.

To prove (3), I will need some additional considerations. Assume without
loss of generality that Y = ωω. For each hypergraph G ∈ G, consider the Σ1

1

hypergraph Ĝ on Y ×X by setting 〈〈yn, xn〉 : n ∈ ω〉 ∈ Ĝ if all yn’s are pairwise
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equal and 〈xn : n ∈ ω〉 ∈ G. For every parameter z ∈ ωω, let P̂z be the Gandy–
Harrington poset on Y ×X and let Ĉz ⊂ Y ×X be the union of all Σ1

1(z) sets
which are Ĝ anticliques for some G ∈ G. Claim 6.5 applied to the hatted family
of hypergraphs shows that the set Ĉz is Π1

1(z) uniformly in z. The poset Pz

adds a pair 〈ẏgen , ẋgen〉 ∈ Y ×X .

Claim 6.8. Let A ⊂ Y × X be a Σ1
1(z) set. The condition (Y × X) \ Ĉz

forces the following: if 〈ẏgen , ẋgen〉 ∈ A, then the vertical section A~ygen
is not a

G-anticlique for any G ∈ G.

Proof. Suppose towards a contradiction that p ∈ P̂z disjoint from Ĉz is a con-
dition forcing 〈ẏgen , ẋgen〉 ∈ Ȧ and the vertical section A~ygen

is a G-anticlique.
Replacing p with p ∩ A if necessary we may assume that p ⊂ A. Let G ∈ G be
a hypergraph. Since p is disjoint from Ĉz , it is not a Ĝ-anticlique. Consider
the poset Q̂z of all nonempty Σ1

1(z) subsets of (Y × X)ω and the condition
q = Ĝ ∩ [p]ω in it. By Proposition 6.4, the Q̂z-generic filter yields points y ∈ Y
and xn ∈ X for n ∈ ω such that each pair 〈y, xn〉 is P̂z-generic below p, and
〈xn : n ∈ ω〉 ∈ G. This is a contradiction with the initial choice of the condition
p.

Claim 6.9. Let p ∈ P̂z be a condition disjoint from the set Ĉz. Then p forces
the vertical section p~ygen

to be I-positive.

Proof. In view of Claim 6.7, it will be enough to show that p  ẋgen /∈ C~ygen

holds. Suppose towards a contradiction that this fails, and thinning out the
condition p if necessary, use the definition of the set C~ygen

to find a hypergraph
G ∈ G and a Σ1

1 set A ⊂ Y ×X such that p  A~ygen
is a G-anticlique containing

the point ẋgen . This contradicts Claim 6.8 though.

Towards the proof of (4), let B ⊂ Y × X be a Borel set with all sections
in the σ-ideal I. Let z ∈ ωω be a parameter such that B is Σ1

1(z). It must be
the case that B ⊂ Ĉz holds. Otherwise, the condition B \ Cz would force B to
have an I-positive vertical section by Claim 6.9, and by Mostowski absoluteness
the set B would have to have an I-positive section in the ground model as well,
contradicting the initial assumption. Thus, B ⊂

⋃
nAn for some Σ1

1(z) sets
An ⊂ Y × X such that for some hypergraphs Gn ∈ G, every vertical section
of An is a Gn-anticlique. By the first reflection theorem, there are Borel sets
Bn ⊂ Y × X such that An ⊂ Bn and every vertical section of Bn is a Gn-
anticlique. The sets Bn for n ∈ ω work as required.

Corollary 6.10. Let I be a hypergraphable ideal on a Polish space X. For every
I-positive analytic set A ⊂ X there is a Polish topology τ on X generating the
same Borel structure as the original one, such that A is τ-comeager while all
sets in I are τ-meager.

Proof. Let z ∈ ωω be a parameter which codes the Polish space X as well
as A and all the hypergraphs generating the σ-ideal I. Let P be the poset of
nonempty Σ1

1(z) sets ordered by inclusion, and let p ∈ P be the condition A\Cz.
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Let M be a countable elementary submodel of a large structure and let Y be the
space of all ultrafilters on P ↾ p which are generic over M . Let f : Y → X be the
map given by f(G) = ẋgen/G; this is a Borel injection. Adjust f on a nowhere
dense subset of Y to obtain a Borel bijection between Y and X . Now, declare
a set B ⊂ X to be τ open if its f -preimage is. It is clear that τ is a Polish
topology on X generating the same Borel structure as the old one. Clearly, A
is comeager in τ ; at the same time every set in I is τ -meager by Claim 6.6.

6.2 Suslin forcings

A number of the arguments in the paper are stated in the language of Suslin
forcings.

Definition 6.11. A poset 〈P,≤〉 is Suslin if P is an analytic subset of some
ambient Polish space X , ≤ is an analytic relation on X , and incompatibility of
conditions in P is an analytic relation on X as well.

The c.c.c. of a Suslin forcing is highly absolute among transitive models of set
theory. This is recorded in the following standard fact. ZFC- denotes a suitable
large finite fragment of ZFC.

Fact 6.12. Let P be a Suslin forcing. The following are equivalent:

• in some transitive model M of ZFC- containing the code for P , M |= P
is c.c.c.;

• in every transitive model M of ZFC- containing the code for P , M |= P
is c.c.c.

The absoluteness of c.c.c. yields the absoluteness of the forcing relation of the
Suslin forcing. I will state this feature of Suslin c.c.c. forcings in the following
way:

Claim 6.13. Suppose P is a c.c.c. Suslin forcing, Y is a Polish space and
A ⊂ Y is an analytic set. If M is a transitive model of ZFC- containing the
codes for P, Y and A and M |= ẏ is a P -name for an element of Y and p ∈ P
is a condition such that p  ẏ ∈ Ȧ, then this statement holds in V as well.

Proof. To specify the name y, for each basic open set O ⊂ Y pick a maximal
antichain of conditions deciding the statement ẏ ∈ Ȯ. Let C ⊂ Y × ωω be a
closed set projecting into Y , with a code in the model M . Let d be a compatible
complete metric on Y × ωω, with a code in the model M . The statement
“p  ẏ ∈ Ȧ” is provably equivalent to the existence of Bn, fn for n ∈ ω such
that

• each Bn is a maximal antichain in P below p, Bn+1 refines Bn;

• fn is a function with domain Bn, the values of fn are basic open subsets
of Y × ωω of d-diameter ≤ 2−n with nonempty intersection with the set
C;
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• if q ∈ Bn and r ∈ Bn+1 and r ≤ q then the closure of the set fn+1(r) is a
subset of fn(q);

• if q ∈ Bn then q is below some condition forcing ẏ ∈ O for some basic
open set O ⊂ Y which is a subset of the projection of fn(q).

Thus, there must be objects with these properties in the model M . However,
their properties are analytic or coanalytic–note that the poset P is c.c.c. in the
model M and so the maximal antichains mentioned above are countable there
by Fact 6.12, and their maximality is then a coanalytic statement. Since the
model M is transitive, these properties survive to V and therefore p  ẏ ∈ A as
desired.

The complexity computations yield the following uniformization theorem. Its
statement may be long, but it has the advantage of being directly applicable at
several places in the main body of the paper.

Theorem 6.14. Let P be a Suslin c.c.c. poset, Y a Polish space, ẏ a P -name
for an element of a Polish space Y , and BY ⊂ Y a Borel set such that for
some condition p ∈ P , p  ẏ ∈ ḂY . Let X be a Polish space, let I be a
hypergraphable σ-ideal on X and let BX ⊂ X be a Borel I-positive set. Suppose
that BX × BY =

⋃
n Cn a union of Borel sets. Then there is a number n ∈ ω,

a Borel I-positive set B ⊂ BX , and a Borel function f : B → P such that for
every x ∈ B, f(x) P ẏ ∈ (Cn)x.

Proof. Without loss of generality assume that the underlying Polish space X is
the Baire space ωω. Use Corollary 6.10 to find a Polish topology τ on X such
that B is τ -comeager and every set in I is τ -meager. Let Q be the poset of
nonempty τ -open sets ordered by inclusion, with ẋgen its name for a generic

element of X . The statement p  ẏ ∈ ḂY persists into the Q-extension by
Claim 6.13 applied in the Q-extension. Thus, Q forces that there is n ∈ ω and a
condition in P which is stronger than p and forces that ẏ ∈ (Cn)ẋgen

. Thinning
out the set BX if necessary, I may assume that it decides the value of n. Let σ
be a Q-name such that BX  σ ∈ Pn, σ  ẏ ∈ (Cn)ẋgen

. Let M be a countable
elementary submodel of a large structure containing all objects named so far,
and let B = {x ∈ BX : x is Q-generic over the model M}. The set B ⊂ BX is
Borel by its definition, and it is I-positive since it is nonmeager in the topology
τ . Let f be the map with domain B defined by f(x) = σ/x. The map f is
Borel, and for each x ∈ B, M [x] |= f(x) ∈ P and f(x) P ẏ ∈ (Cn)x holds by
the forcing theorem applied in the model M . By Claim 6.13 again, for every
point x ∈ X the statement f(x) ∈ P and f(x) P ẏ ∈ (Cn)x persists to V .
This completes the proof.
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Theory on Polish Spaces. Cambridge University Press, 2013. to appear.

[11] Alexander Kechris, Slawomir Solecki, and Stevo Todorcevic. Borel chro-
matic numbers. Advances in Mathematics, 141:1–44, 1999.

[12] D. Lecomte and B. D. Miller. Basis theorems for non-potentially closed
sets and graphs of uncountable Borel chromatic number. J. Math. Log.,
8:121–162, 2008.

[13] Andrzej Ros lanowski. n-localization property. Journal of Symbolic Logic,
71:881–902, 2006.

[14] Marcin Sabok and Jindřich Zapletal. Forcing properties of ideals of closed
sets. Journal of Symbolic Logic, 76:1075–1095, 2011.
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