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Abstract

Classical language dynamics explains language shift as a process in which speakers adopt a higher

status language in lieu of a lower status language. This is well documented with English having

out-competed languages such as Scottish Gaelic, Welsh and Mandarin. The 1961-1991 Indian

censuses report a sharp increase in Hindi/English Bilinguals, suggesting that English is on the rise

in India - and is out-competing Hindi. However, the 1991 - 2011 data shows that Bilingual numbers

have saturated, while Monolingual Hindi speakers continue to rise exponentially. To capture this

counter-intuitive dynamic, we propose a novel language dynamics model of interaction between

Monolingual Hindi speakers and Hindi/English Bilinguals, which captures the Indian census data

of the last 50 years with near perfect accuracy, outperforming the best known language dynamics

models from the literature. We thus provide a first example of a lower status language having out

competed a higher status language.

Keywords: Language dynamics, Language shift, cultural transmission, Bilingualism, Gaelic, Welsh,

Hindi
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INTRODUCTION

Motivation

Languages compete, just as species do, for speakers in a population [1–6]. Methods from

statistical physics, evolutionary biology, dynamical systems, game theory and agent-based

modeling have been extremely effective in analysing language change and shift, see [1, 7–

14] and the references within. Language shift towards English has also been under intense

investigation [1, 5, 15–18, 20–26]. These models have successfully shown how English has out-

competed Scottish Gaelic in Scotland, Welsh in Wales and Mandarin in Singapore [16, 27].

The essential approach in the literature is to formulate the language dynamics problem as

a two species competition problem, where the more prestigious language is the stronger

competitor, and the less prestigious one the weaker competitor. Consider a population in

which the speakers have a choice of either language A (the more prestigious one) or B (the

less prestigious one). Denote u(t) the fraction of the population that speaks A, and v(t) the

fraction of the population that speaks B, so u+ v = 1. In this setting we can write down a

differential equation for the change in the fraction of the populations u,

du

dt
=

speakers switching to A︷ ︸︸ ︷
α1f(u)v −

speakers switching to B︷ ︸︸ ︷
α2h(u)v . (1)

The functions f and h are typically of Lokta-Volterra type. These models predict steady

states of (1, 0) or (0, 1), depending on which language is more prestigious - but essentially the

stronger language (competitor) wipes out the other. Alternatively, three species models that

incorporate bilingualism have also been considered [17, 23], and it is shown that under certain

constraints on inter-linguistic similarity actual three language groups (2 Monolingual groups

and a Bilingual group) can all co-exist [24]. However, models for language competition are

not one size fits all. In the Indian context, exploring language competition between Hindi

and English using earlier models with an assumption of one high prestige and the latter low

prestige, the two languages recognized in the constitution for use across India, does not yield

an ideal fit of census data from 1961-2011, as we will show. Thus a nuanced exploration

of modeling language competition in evolving social contexts that take into account local

ecological factors may be an alternative approach.
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Trends in the Indian Data

In order to motivate our analysis we look at the Indian census data divided into two periods,

1961-1991 and 1991-2011. During 1961-1991 the Bilingual English-Hindi population grew

faster than the Monolingual Hindi population (≈ e0.062t vs ≈ e0.025t), see Fig. 1. However,

during 1991-2011 the Bilingual English-Hindi population completely saturated - whereas

the Monolingual Hindi population continues to grow at ≈ e0.0249t, see Table I and Fig. 2.

Interestingly, if one focuses only on the 1961-1991 data, classical language dynamics models

[22], provide the best fit, see Table VI.

TABLE I: Estimated parameter values of the two language groups in India at two periods,

1961-1991 and 1991-2011. The format of the fitted functions are given in parenthesis.

Period Group Parameter Estimates SSE

1961-1991
Monolingual (a exp(bt)) a = 2.898× 10−23, b = 0.025 3.025× 10−4

Bilingual (a exp(bt)) a = 8.855× 10−56, b = 0.062 3.154× 10−6

1991-2011

Monolingual (a exp(bt)) a = 8.234× 10−23, b = 0.0249 7.738× 10−6

Bilingual (p1t+ p2) p1 = 1.509× 10−4, p2 = −0.271 2.312× 10−6

Bilingual (p2) p2 = 0.031 6.916× 10−6
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(a)caption

FIG. 1: The exponential fit for Monolingual (left) and Bilingual (right) census data from

1961-1991.

FIG. 2: The exponential fit for Monolingual (left) and linear fit for Bilingual (right) census

data from 1991-2011.

Local Ecological Factors

We focus on a narrower setting within India, the Hindi Belt, which is a swath across

north/central India encompassing the capital, New Delhi, and including a majority of the
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Indian population, in which Hindi has a stronghold [28, 29]. More broadly, a large propor-

tion of L1 Hindi speakers all over India, are from these states. Note, Indian politics are

inextricably tied to language. Hindi as a signified product is linked in today’s India to Hin-

dutva - a nationalist sentiment [30] which imagines and promotes a monolithic homogeneous

and hegemonic Hindu identity for all Indians. This right-wing nationalist ideology erases

indigenous ethnic, religious and linguistic diversity, and challenges the secular, multicultural

ideals upon which India was established. While English media dominated the national mar-

ketplace from India’s 1947 independence through the early 1980’s, this is no longer true,

and Hindi (along with other vernacular languages) now dominates Indian media: compare

the Hindi market share of 47.7% to English, which accounts for only 11.4% of print daily

newspapers [31]. Specifically, there has been a rapid increase in Hindi-medium print and

TV media since the early 1980’s, especially in rural areas [31]. Also, the path to English

bilingualism, when coming from a monolingual Hindi background, is challenging in a number

of ways. While international schools, one benchmark of English medium education in India,

have increased, these schools exclude lower classes because of tuition costs, and exclude rural

communities, given that they are situated in urban areas. Thus resources to learn English

are getting limited. 1 However, for census purposes Hinglish speakers, would list themselves

as Bilinguals. Thus from a modeling standpoint (and in light of the 2011 census data), we

divert from our three species framework proposed in [35] and include Hinglish speakers in

the Bilingual class.

MODEL SYSTEM

We define,

• Monolingual Hindi class (M): Can produce Monolingual Hindi, English restricted to

limited inclusion of established indigenizations and loanwords.

• Hindi/English Bilingual class (B): Can produce Monolingual Hindi and Monolingual

English. This class also contains an urban sub-population that cannot produce pure

1 Contemporary language hybridization is also visible in unmarked code-switching (alternating between two

or more languages in a single conversation) between English and regional Indian vernaculars. In the Hindi

Belt, Hinglish is the most prominent form of hybrid communication. “Hinglish” is a colloquial umbrella-

term [32–34] spanning isolated borrowings to rich code-switching practices unintelligible to Monolingual

Hindi or English speakers.
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Monolingual Hindi, and/or Monolingual English, only Hinglish - but have a certain

degree of competency in both.

We next describe our compartmental model, describing the interaction between M(t) and

B(t), the populations of the Monolingual Hindi and Bilingual English/Hindi speaking com-

munities,

Ṁ =
a1M

1 + d1B
− aMBMB

1 + d2M
− b1M ≡ fM(M,B)M (2)

Ḃ =
aMBMB

1 + d2M
− b2B

2 ≡ fB(M,B)B.

The parameters are all assumed to be positive and their descriptions are given in Table

II.

TABLE II: List of parameters of the ODE system in Eq. (2) and their contextual meanings.

Symbol Meaning

a1 Growth rate of M

b1 Natural mortality of M

b2 inter-species competition in B

aMB rate at which M are recruited into B

1
d1

Measures the effect of local ecological factors in promoting the growth

rate of M

d2 Measures the resilience of M in recruitment to B

The term
a1M

1 + d1B
represents the growth rate of the Monolingual population, which could

be hindered by the Bilingual population. Local ecological factors will influence d1. If local

ecological factors promote Monolingual Hindi, then d1 � 1, and the growth of B is unable

to curb the growth of M . The growth of the Bilingual population depends on the successful

recruitment from the Monolingual population, described via ±aMBMB
1+d2M

. Notice, that if d2 � 1

then the recruitment by B is small. Hence, the growth of B is reduced. For large Monolingual

populations there is a maximum recruitment aMB/d2 by the Bilingual population. The

Bilingual population experiences a loss due to inter-species competition, this may be a

consequence of limitation of resources, expressed via −b2B
2 .
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DATA FITTING RESULTS

Fitting Via Our New Model

We now fit the Indian census data to the solutions of the system of ODE given in Eq.

(2). The populations of the Monolingual Hindi speakers and English-Hindi Bilinguals from

1961-2011 are shown in Table III.

The goodness of fit in the fitted solutions is measured using the Squared Sum of Errors

(SSE) [37]. The SSE value represents the error between the original census data and the

fitted values, for both the Monolingual and Bilingual data. The smaller the SSE value, the

better the fit is. The best fit parameters are shown in Table IV. For the best fit curves

plotted against the census data and the SSE value, see Fig. 3.

TABLE III: Census data of English-Hindi Bilinguals and Monolingual Hindi populations of

India during 1961-2011 [35, 40, 41].

Year Bilingual population Monolingual population

1961 3.314 534× 106 1.301 208 26× 108

1971 8.500 000× 106 1.942 679 71× 108

1981 1.700 000 0× 107 2.407 490 09× 108

1991 2.900 000 0× 107 3.005 051 93× 108

2001 3.237 113 1× 107 3.896 775 11× 108

2011 3.201 784 0× 107 4.963 293 53× 108
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FIG. 3: The trends of the Monolingual and Bilingual population densities from 1961-2011.

The symbols represent the census numbers in Table IV. Lines represent the best fits obtained

from the model equation (2). The values on the y-axis are scaled by 1× 10−9. The resulting

SSE value of the fits was 1.77× 10−4.

TABLE IV: The best estimated parameters of the model equation (2). The scaled estimates

(shown with *) are correspond to the best fits shown in Fig. 3 whereas the un-scaled

estimates correspond to the original census data in Table III.

Parameter Estimate (scaled) Estimate (un-scaled)

a∗1 1.295 a∗1

a∗MB 1.013 749× 103 a∗MB/109

d∗1 1.71× 10−1 d∗1/109

d∗2 6.565 040× 103 d∗2/109

b∗1 1.252 b∗1

b∗2 4.976 b∗2/109

The long-term simulations of the model solutions with the best-estimated parameters in

Table IV are shown in Fig. 4.
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FIG. 4: The long-time simulations until 2100 of the best fits in Fig. 3 for Monolinguals (left

panel) and Bilinguals (right panel).

The results of our model are compared against other ODE models in the literature and they

are given in the next section.

Fitting via the Language Dynamics Models in the Literature

In this section, we compare our results with several other language dynamics models in

the literature - in particular the Parshad & Chand model [35], the Isern & Fort model

[22], Kandler’s language shift model [39] (modified according to the context studied in this

paper), the model of Mira & Paredes [38] (which reduced to the Abrams & Strogatz model

after modifying according to the context of this paper). In the Abrams & Strogatz, the

model has described for population fractions instead of densities. Population fractions were

computed such that M = nM/(nM + nB) and in similar fashion for B where ni represents

the population density of group i. The best-fit parameters of all these model comparisons

with their SSE values are given in Table V. These models were fitted for the Indian census

data and fits are shown in Fig. 5. We use these same models in two periods 1961-1991 and

1991-2011 to show that the data are well explained by the literature models from 1961-1991

when Bilingual population increase exponentially, see Table VI.
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TABLE V: The parameter estimates of other language dynamics models in the literature.

The value for K, the total population is used as 0.4 × 109. The parameters were obtained

for the data scaled by a factor of 1 × 10−9. The * is used to highlight that the data used

were population fractions.

Model Parameter Estimates SSE

Parshad & Chand (2016) ε = 2.759, d2 = 37.448 5.87× 10−2

Isern & Fort (2014)
γ = 0.479, α = 17.404

β = 0.828, a = 0.050
1.43× 10−2

Kandler’s Language Shift Model (2010)
a1 = 0.677, a2 = 0.722

c12 = 0
6.50× 10−2

Abrams & Strogatz Model (2003)*
c = 13.154, SM = 0.179

a = 2.16
4.68× 10−2

FIG. 5: The trends of the Monolingual and Bilingual population densities over time com-

pared for the literature models. The symbols represent the census data from 1961-2011.

The solid lines, dash lines and dash-dot lines represent the best fits obtained from Parshad

& Chand model (Eq. (2) in [35]), Isern & Fort model in [22] and Kandler’s language shift

model in [39] respectively.
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TABLE VI: The SSE value comparison across models from 1961-1991 and 1991-2011.

SSE

Year range Our Model (2019)
Parshad & Chand

Model (2016)

Isern &

Fort (2014)

Kandler

(2010)

1961 - 1991 5.06e-4 5.86e-3 3.4e-4 3.3e-2

1991 - 2011 7.12e-8 9.4e-3 1.05e-2 1.6e-2

DYNAMICAL ANALYSIS

Equilibrium Solutions

The solutions to Eq. (2) are nonnegative and remained bounded for all time. They can

grow at most exponentially. This is encapsulated in the following lemma.

Lemma 1. For non negative initial conditions, the solutions of the system in Eq. (2) are

always positive and bounded, for any finite time T ∗ <∞.

Proof. Suppose there exists a t = α such that M(α) < 0 or B(α) < 0. Without loss of

generality, suppose M(α) < 0 then there exists a t∗ such that 0 ≤ t∗ < α and M(t∗) = 0.

At t = t∗, Ṁ(t∗) = 0 hence M(t) = 0 for t ≥ t∗ which contradicts our assumption that

M(α) < 0. Hence, the solutions remain positive.

For boundedness, one sees that the state variable B is bounded via comparison to the

logistic equation. Next using positivity of solutions and parameters, from Eq. (2) we see

that dM
dt
≤ (a1 − b1)M , and thus M ≤M0e

(a1−b1)t, and can grow at most exponentially.

Consider the solutions to the steady state equations

fM(M,B)M =

(
a1

1 + d1B
− aMBB

1 + d2M
− b1

)
M = 0 (3)

fB(M,B)B =

(
aMBM

1 + d2M
− b2B

)
B = 0. (4)

If B = 0 then the mathematical model becomes a harvesting equation with equilibrium

solutions (0, 0) and (a1/b1, 0). Next, consider the case where both populations are nonzero.

Clearly,
aMBM

1 + d2M
− b2B = 0.
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Solving for B yields,

B∗ =
aMBM

b2(1 + d2M)
.

If M 6= 0 then from Eq. (3) one has

a1

1 + d1B∗ −
aMBB

∗

1 + d2M
− b1 = 0.

Upon solving for M and substituting in for B∗ generates the cubic equation, namely,

aM3 + bM2 + cM + d = 0

where

a = −b2d
2
2 (aMBb1d1 − a1b2d2 + b1b2d2)

b = −
(
a3
MBd1 + a2

MBb2d2 − 3a1b
2
2d

2
2 + 3b1b

2
2d

2
2 + 2aMBb1b2d1d2

)
c = −b2

(
a2
MB + b1d1aMB − 3a1b2d2 + 3b1b2d2

)
d = b2

2 (a1 − b1) .

Lemma 2. Let p(x) = a0x
b0+a1x

b1+· · ·+anxbn be a polynomial with nonzero real coefficients

ai, where the bi are integers satisfying 0 ≤ b0 < b1 < b2 < · · · < bn. If a0an > 0, then z(p),

the number of positive zeros of p counting multiplicities is even; if a0an < 0 then z(p) is odd.

Lemma 3. Consider Eq. (2), there are at most 2 positive interior equilibrium solutions,

as long as a1 < b1.

Proof. For our system, a0a3 = ad = (a1 + b1)2b2d2− aMBb1d1(a1− b1) > 0, if a1 < b1. Hence

there are an even number of positive roots which have to be 2, via Lemma 3

Linear Stability Analysis

The Jacobian of the nonlinear system is

J =


∂fM
∂M

M + fM
∂fM
∂B

M

∂fB
∂M

B ∂fB
∂B
B + fB

 , (5)
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where

∂fM
∂M

= d2aMBB
(1+d2M)2

∂fB
∂M

= aMB

(1+d2M)2

∂fM
∂B

= − a1d1
(1+d1B)2

− aMB

1+d2M
∂fB
∂B

= −b2.

The stability of the interior equilibrium

Theorem 1. Consider the model described by (2). Let (M∗, B∗) be an interior equilibrium

point and J ≡ J(M∗, B∗). Then (M∗, B∗) is locally asymptotically stable if the following

conditions are satisfied:

1. Tr(J) = d2aMBM
∗

(1+d2M∗)2
< b2

2. Det(J) = 1
d2B∗

(
a1d1

(1+d1B∗)2
+ aMB

1+d2M∗

)
> b2

What we note is the equilibriums that occur with the optimal/best-fit parameters, the trace

and determinant are Tr(J) = −0.0056 < b2 = 4.976 × 10−9,Det(J) = −0.1179 < b2 =

4.976× 10−9 both negative, and hence we have an unstable (saddle). This is visible in Fig.

4 where the Monolingual population continues to grow.

Remark 1. As seen in numerical simulations, the two interior equilibrium points E∗
1 =

(M∗
1 , B

∗
1) and E∗

2 = (M∗
2 , B

∗
2) collide with each other and system (2) has the unique instan-

taneous interior equilibrium (saddle–node interior equilibrium) Ē =
(
M̄, B̄

)
. Also one of

the eigenvalues of the Jacobian evaluated at the point Ē becomes non-hyperbolic and its sta-

bility cannot be studied by the linearization technique. Thus there is a chance of bifurcation

around the instantaneous interior equilibrium.

This is demonstrated via the following theorem.

Theorem 2. System (2) experience a saddle–node bifurcation around Ē at âMB, where

âMB =
(
1 + d2M̄

)(
b2d2B̄ − a1d1

(1+d1B̄)
2

)
if Ē exists and

(
d2âMB

(1+d2M̄)2

)
M̄ < b2.

Proof. According to Sotomayor’s theorem one of the eigenvalues of the Jacobian JĒ at

the saddle–node equilibrium point Ē will be zero iff detJĒ = (j11j22 − j12j21) = 0, which

gives aMB = âMB. The other eigenvalue is basically trace JĒ = (j11 + j22) evaluated at

aMB = âMB must have negative real part to get saddle–node bifurcation [42], so we need to

take
(
d2aMBB̄

(1+d2M̄)2

)
M̄ − b2B̄ < 0⇒

(
d2aMB

(1+d2M̄)2

)
M̄ < b2.

Let V and W are the eigenvectors corresponding to eigenvalue 0 of the matrix JĒ and

its transpose, respectively. We obtain that V = (v1, v2)T and W = (w1, w2)T , where

14



v1 = − j12v2
j11

= − j22v2
j21

, w1 = − j21w2

j11
= − j22w2

j12
and v2, w2 ∈ B − {0} . Now let F =[

a1M
1+d1B

− aMBMB
1+d2M

− b1M, aMBMB
1+d2M

− b2B
2
]T

and U = (M,B)T ,then W T [FaMB
(U, âMB)] =

(w1, w2)
(
− MB

1+d2M
, MB

1+d2M

)T
= MB

1+d2M
w2

(
j21
j11

+ 1
)
6= 0, and W T [D2F (U, âMB (V, V )] 6= 0.

So from Sotomayor’s theorem the system undergoes a saddle–node bifurcation around the

positive interior equilibrium Ē at aMB = âMB

Keeping all parameters fixed we can see the coexisting equilibrium points E∗
1 = (M∗

1 , B
∗
1)

and E∗
2 = (M∗

2 , B
∗
2) collide with each other through saddle–node bifurcation aMB crosses the

critical magnitude âMB =
(
1 + d2M̄

)(
b2d2B̄ − a1d1

(1+d1B̄)
2

)
, and then mutually annihilated.

The parametric surface

Γ =
{

(a1, aMB, b1, b2, d1, d2) ∈ R6
+ : E∗

1 = E∗
2 = Ē real positve root

}
is known as the saddle-

node bifurcation surface.

Theorem 3. The system (2) undergoes a saddle–node bifurcation around Ē at b̂2, where

b̂2 = 1
d2B̄

(
a1d1

(1+d1B̄)2
+ aMB

1+d2M̄

)
if Ē exists and

(
d2aMB

(1+d2M̄)2

)
M̄ < b̂2.

Proof. The proof is similar to the proof in Theorem 2

From the best fit parameters, Ē = (0.000152389, 0.0000848151) and from Theorem 3

b̂2 =
1

d2B̄

(
a1d1

(1 + d1B̄)2
+

aMB

1 + d2M̄

)
=

1

6565.040× 0.0000848151

(
1.295× 0.171

(1 + 0.171× 0.0000848151)2
+

1013.749

(1 + 6565.040× 0.000152389

)
≈ 910.51

and

(
d2aMB

(1 + d2M̄)2

)
M̄ =

(
6565.040× 1013.749

(1 + 6565.040× 0.000152389)2

)
0.000152389 ≈ 253.44 < b̂2.

Numerical Simulations

Note that the system (2) experience a saddle-node bifurcation around

Ē = (0.000152389, 0.0000848151) at b̂2 = 910.510098046, see Figure 6. We note here that

the system (2) does not experience saddle-node bifurcation with the optimal parameters at
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âMB since the two interior equilibrium points close to the point of collision are both unstable.

This is also true for d1, d2.
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FIG. 6: The graphical illustration of nullclines and existence of interior equilibria showing

the route to a saddle node bifurcation. (A) b2 = 3, (B) b2 = 10, (C) b2 = 500, (D) b2 = 925.

DISCUSSION AND CONCLUSION

Language dynamics models have been useful in predicting population based language shift

towards English, with great success. These models have accurately captured census data of

many countries, where English is considered a high status language - and as per classical

theories of language competition, the population has shifted towards speaking English (the

higher status language), becoming Bilinguals, and then subsequent generations have seen to
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be speaking Monolingual English, such as in Wales or Scotland. A similar trend is observed

in India, where English is clearly a higher status language than Hindi, due to the merits it

possesses in terms of economic empowerment. In fact the 1961-1991 data shows the rise of

English at a faster rate than Hindi, and classical language dynamics models that adhere to

this principle, do in fact predict the best fit to this data, see Table VI. However, if one looks

at the data from 1991-2011, a drastic change is seen. English speakers have saturated while

monolingual Hindi continues to grow exponentially.

In order to accurately predict the overall trend in the Indian census data form 1961-2011, we

propose a new model that takes into account (1) local ecological factors that are promoting

Hindi, such as the hindutva ideology of the ruling BJP party, as well as (2) Competition

as a saturating factor on the Bilingual population, due to lack of enough resources for

a full fledged English education. Our model captures the Indian census data with near

perfect accuracy (SSE 1.77 × 10−4), out performing all of the other well known models

from the language dynamics literature, see Table V. Interestingly, the best fit parameters

according to our model, predict an equilibrium which is unstable - hence continued growth

of Monolingual Hindi speakers. There is a second stable equilibrium in the phase space,

but it is at extremely low density and unrealistic for the numbers of the Indian population.

From a phase analysis point of view we vary the parameters, d1, d2, aMB, b2 in order to see

how the equilibrium populations change. A saddle node bifurcation occurs only in the case

of varying b2, see Figure 6, however at collision and the creation of a stable equilibrium,

is seen to occur at very low density. It would be of interest to consider possible means of

getting the Monolingual population to saturate, without manipulating the birth rate - this

would of course be an obvious choice. It might also make for further interesting analysis

if one increases the resources for Bilinguals, or looks at other means of control such as in

Theoretical Ecology [19, 36].

All in all we provide a first example of a high status language that has been out competed by

a low status language, due to the presence of ecological factors that could curb the increase of

the high status language, whilst promoting the low status language. This provides a gateway

to investigating language shift with a similar social-political setting, in other centers around

the world.
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Language Dynamics Models

Parshad & Chand Model (2016)

The model in [35],

dM

dt
= M

[
−εB
B +M

+ 1− M

K

]
dB

dt
= B

[
εM

B +M
− d2B

B +M

]
(6)

where M(t) and B(t) are state variables representing the populations of Monolinguals

(strictly Hindi) and Bilinguals (Hindi bilingual with English). Further ε and d2 are model

parameters and K is the total population.

Isern & Fort Model (2014)

The Isern’s language model in [22] describes the rate of change in the population densities

of two linguistic groups M and B,

∂nM
∂t

= anM

(
1− nM + nB

K

)
+

γ

(nM + nB)α+β−1 nαMn
β
B

∂nB
∂t

= anB

(
1− nM + nB

K

)
− γ

(nM + nB)α+β−1 nαMn
β
B

(7)

where nM and nB are population densities of languages groups M and B respectively and

K is the carrying capacity. Further γ is a time-scaling parameter and α, β ≥ 1 are two

parameters related to the attraction of both languages M and B.

Mira & Paredes Model (2005)

The three language competition model in [38] is given by,

dM

dt
= yPYM +BPYM −M (PMY + PMB) (8)

dB

dt
= MPMB +BPY B −B (PBM + PBY ) .
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with M, y and B are the fractions of populations. The new set of equations when there

is no Y monolingual group (y = 0) after substituting to transition probabilities yields the

following.

dM

dt
= c [BSM(1−B)a −M(1− SM)(1−M)a] (9)

dB

dt
= c [M(1− SM)(1−M)a −BSM(1−B)a]

where the transition probabilities are PBM = cSM(1−B)a and PMB = c(1− SM)(1−M)a.

Moreover, we know M +B = 1.

Abrams & Strogatz model (2003)

Therefore we have,

dM

dt
= c [SMM

aB − (1− SM)MBa] (10)

dB

dt
= −c [SMM

aB − (1− SM)MBa]

The system in Eq. (10) is similar to the model of Abrams-Strogatz [16] with M and B

representing the monolingual groups of languages M and B. If we assume there is no

transition from Bilingual group to Monolingual group, then we have PBM = 0. Then the

equations reduced to,

dM

dt
= −c(1− SM)MBa (11)

dB

dt
= c(1− SM)MBa

The system in Eqs (11) is similar to Isern & Fort model in [22].

Kandler’s Language Shift Model (2010)

The dynamics of language shift model in [39] without reaction-diffusion term is as be-

low.

du1

dt
= a1u1

(
1− u1

K − (u2 − u3)

)
− c31u3u1 + c12u2u1 (12)

du2

dt
= a2u2

(
1− u2

K − (u1 − u3)

)
+ (c13 + c31)u1u3 − (c12u1 + c32u3)u2

du3

dt
= a3u3

(
1− u3

K − (u1 − u2)

)
− c13u1u3 + c32u2u3
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This model is modified to suit to our data by removing one of the monolingual variable, i.e.

setting u3 = 0.

du1

dt
= a1u1

(
1− u1

K − (u2)

)
− c12u2u1 (13)

du2

dt
= a2u2

(
1− u2

K − (u1)

)
+ c12u2u1

Here u1, u2 represent the monolingual and bilingual group respectively.
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