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Abstract

Density Matrix Exponentiation is a technique for simulating Hamil-
tonian dynamics when the Hamiltonian to be simulated is available as
a quantum state. In this paper, we present a natural analogue to this
technique, for simulating Markovian dynamics governed by the well
known Lindblad master equation. For this purpose, we first propose
an input model in which a Lindblad operator L is encoded into a quan-
tum state ψ. Then, given access to n copies of the state ψ, the task
is to simulate the corresponding Markovian dynamics for time t. We
propose a quantum algorithm for this task, called Wave Matrix Lind-
bladization, and we also investigate its sample complexity. We show
that our algorithm uses n = O(t2/ε) samples of ψ to achieve the target
dynamics, with an approximation error of O(ε).

We dedicate our paper to the memory of Göran Lindblad (July 9,
1940–November 30, 2022), whose profound contributions to quan-
tum information science, in the form of the Lindblad master
equation [22] and the data-processing inequality for quantum rel-
ative entropy [21], will never be forgotten.
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1 Introduction

1.1 Background

By the early 1980s, it was evident that simulating the behavior of complex
quantum systems using a classical computer is computationally expensive,
since it involves keeping track of an exponentially large number of quantum
state amplitudes. In order to overcome this difficulty, Feynman proposed
the idea of simulating quantum systems using a computational device that
is itself quantum mechanical [11]. Originally, it was merely a conjecture;
however, it gave birth to the field of quantum simulation [23, 13], which is
currently one of the most anticipated applications of a quantum computer.
The essential idea behind quantum simulation involves using a quantum
computer to perform the simulation, which can then allow for a detailed
investigation of the quantum system being simulated.

Hamiltonian simulation is a particular kind of quantum simulation that
involves simulating the behavior of a closed quantum system. This is an
extensively investigated area, and many quantum algorithms have been de-
veloped to date to solve this specific problem [23, 2, 5, 24, 3, 4, 25, 18].

While Hamiltonian simulation is a well studied problem, it is limited
to only closed quantum systems. In many real-world scenarios, quantum
systems are subject to the influence of an environment, leading to more
complex dynamics that are better described by open system models. More-
over, if the dynamics of an open system are Markovian in nature (i.e., its
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quantum state at time t + ∆ only depends on the quantum state at time
t and is independent of states before time t), then such dynamics are well
captured by the Lindblad master equation. The general form of this equa-
tion was delineated independently by Göran Lindblad [22] and by Gorini,
Kossakowski, and Sudarshan [14], and so, this equation is also known as
the Gorini–Kossakowski–Sudarshan–Lindblad equation. The significance of
this master equation cannot be overstated. It is crucial in understanding the
behavior of a wide range of quantum systems and scenarios [8, 39], including
condensed matter [34, 27, 32], quantum chemistry [31, 28], quantum optics
[33, 12], entanglement preparation [20, 16, 35], thermal state preparation
[17], quantum state engineering [38], and the effects of noise on quantum
computers [26].

In this paper, we consider the problem of simulating the Lindbladian evo-
lution of a finite-dimensional quantum system in an initial state ρ for time t.
This evolution is governed by the following Lindblad master equation:

∂ρ

∂t
= L(ρ) := −i[H, ρ] +

K∑
k=1

LkρL
†
k −

1

2

{
L†
kLk, ρ

}
, (1.1)

where H is a Hermitian operator representing the system’s Hamiltonian,
and the operators {Lk}Kk=1 are called Lindblad operators, which are not
necessarily Hermitian and in fact have no constraints on them. In addition,
the superoperator L is known as a Lindbladian. The notation {A,B} above
refers to the anti-commutator of operators A and B, i.e., {A,B} = AB+BA.
By simulating the aforementioned evolution for time t, we mean implement-
ing its corresponding quantum channel eLt, which is the solution of (1.1),
where

eLt(ρ) =
∞∑
k=0

Lk(ρ)tk

k!
, (1.2)

and Lk denotes k sequential applications of the Lindbladian L. For small t,
note that eLt(ρ) = ρ+ L(ρ)t+O(t2), and we make use of this expansion in
what follows.

Throughout our paper, we focus on a simple case in which the Lindblad
master equation consists of only a single Lindblad operator L. For clarity,
we rewrite the Lindbladian corresponding to this simple case:

L(ρ) = LρL† − 1

2

{
L†L, ρ

}
. (1.3)

We use this basic scenario as a starting point, as it is easier to grasp the
intuition behind the techniques we introduce here. Furthermore, one can
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easily extend this case to simulate more complex Lindbladian evolutions
with multiple Lindblad operators, by using Proposition 2 of [9]. Specifically,
this proposition states that, given efficient implementations of polynomially
many Lindbladians L1,L2, . . . ,Lm, one can efficiently implement their linear
combination

∑m
i=1 Li.

More recently, there has been growing interest in developing efficient
quantum algorithms for simulating the dynamics of open quantum systems,
as given by (1.1) [9, 10, 15, 36, 37] (see [30] for a review). These works are
primarily based on the assumption that some succinct representation of the
Lindblad operators or black-box access to them are provided beforehand.
For example, a list of non-zero coefficients when writing these operators as
a linear combination of Paulis is one such succinct representation [10].

In our paper, we approach the above problem from a different angle.
We assume that the Lindblad operator L is encoded in a pure quantum
state |ψ⟩, and we have access to multiple copies of this state. That is, we
suppose that L is encoded in |ψ⟩ in the following manner:

|ψ⟩ := (L⊗ I)|Γ⟩, (1.4)

where |Γ⟩ :=
∑

j |j⟩|j⟩ is a maximally entangled vector. This way of encod-
ing lies at the heart of our quantum algorithm, and as far as we are aware,
it is the first time that such an encoding scheme has been proposed. We
refer to such a state as a program state, as it can be programmed to encode
any square linear operator according to the problem at hand. The only
constraint on the operator L, encoded as above, is that ∥L∥2 = 1, where

∥A∥2 :=
√

Tr[A†A] is the Schatten-2 norm of a matrix A (also known as the
Hilbert–Schmidt norm). This constraint on L arises from the fact that |ψ⟩
is a quantum state. That being said, for encoding a Lindblad operator L′

with an arbitrary norm and corresponding Lindbladian L′, we can suppose
that its normalized version, i.e., L′/ ∥L′∥2, is encoded in a quantum state.
Then, for simulating its corresponding quantum channel eL

′t, we simulate

the channel eL
′t′/∥L′∥22 for time t′ = ∥L′∥22 t, so that eL

′t = eL
′t′/∥L′∥22 . This is

evident from (1.3). Thus, without loss of generality, we can assume that the
Lindblad operator L is normalized, i.e., ∥L∥2 = 1, and we do so throughout
our paper.

We refer to this newly introduced method of Lindbladian simulation as
Wave Matrix Lindbladization. The reasoning behind this terminology is
that L is known as a wave matrix [29], and we are “lindbladizing” it, i.e.,
transforming it from a wave matrix into a Lindblad operator. Essentially,
we ask: given one copy of an unknown quantum state ρ and n copies of the
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program state ψ := |ψ⟩⟨ψ|, can we approximately implement the quantum
channel eLt up to an approximation error ε? That is, can we realize the
following transformation?

ρ⊗ ψ ⊗ · · · ⊗ ψ︸ ︷︷ ︸
n times

ε
≈−→ eLt(ρ). (1.5)

It is worth noting that Wave Matrix Lindbladization can be seen as a
natural analogue to Density Matrix Exponentiation [24]. Density Matrix
Exponentiation is a well known protocol for Hamiltonian simulation, and it
is also used in the context of quantum machine learning [7]. The task here is
to implement a unitary e−iρt given multiple copies of an unknown quantum
state ρ, so that the quantum state ρ serves as a Hamiltonian in this case.
Similarly, in Wave Matrix Lindbladization, given multiple copies of an un-
known quantum state ψ encoding an operator L, the task is to “lindbladize”
this operator, i.e., implement the transformation given by (1.5).

1.2 Summary of Main Results

In this paper, we propose a quantum algorithm that implements the quan-
tum channel eLt with some desired accuracy ε, where 0 < ε < 1. We then
investigate the sample complexity used by our algorithm (see Section 2.1).
By sample complexity, we mean the number of copies of the program state ψ
used to achieve the above task. Furthermore, we extend the single Lindblad
operator case to the case in which the Lindblad master equation also con-
sists of a Hamiltonian term (see Section 2.2), and we propose a quantum
algorithm for this case as well.

Key Idea — Our quantum algorithm primarily involves two steps,
which we repeat for each copy of the program state ψ. Suppose that ρ is in
register 1 and the program state ψ is in registers 2 and 3. In the first step,
we evolve ρ and ψ according to the following Lindbladian M for a short
duration of time ∆ := t/n:

M (ρ⊗ ψ) :=M(ρ⊗ ψ)M † − 1

2

{
M †M,ρ⊗ ψ

}
, (1.6)

where M is a Lindblad operator defined as

M :=
1√
d
(I1 ⊗ |Γ⟩⟨Γ|23) (SWAP12 ⊗ I3) . (1.7)

Here, SWAP12 is the swap operation that swaps the states in registers 1
and 2, and |Γ⟩ is the maximally entangled vector. We explicitly define
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Figure 1: Our quantum algorithm, repeated n = O(t2/ε) times, for approx-
imating the target quantum channel, i.e., eLt, with an approximation error
of ε. Each small, hatched square represents the trace-out operation. At the
very left, the state ρ is in register 1, and the program state ψ is in regis-
ters 2 and 3, represented as a single line at this instance and thereafter for
simplicity.

them both later in (1.15) and (1.16), respectively. Note that by evolving
according to (1.6) for time ∆, this leads to the application of the quantum
channel eM∆. Furthermore, the second step of our algorithm involves tracing
out the program state ψ. To see this algorithm pictorially, please refer to
Figure 1.

Formally, we can write the above two steps as

Tr23
[
eM∆(ρ⊗ ψ)

]
= ρ+Tr23[M(ρ⊗ ψ)]∆ +O(∆2), (1.8)

where the notation Tr23[·] is used to denote the action of tracing out registers
2 and 3. The above equality follows from a Taylor series expansion, as
discussed just after (1.2). Now, the critical step here is to prove that

Tr23[M(ρ⊗ ψ)] = L(ρ). (1.9)

We prove this equality in detail in Section 2.1 and Appendix A. The equality
in (1.9) is important because it implies the following:

Tr23
[
eM∆(ρ⊗ ψ)

]
= ρ+Tr23[M(ρ⊗ ψ)]∆ +O(∆2) (1.10)

= ρ+ L(ρ)∆ +O(∆2) (1.11)

= eL∆(ρ) +O(∆2). (1.12)

If we repeat these two steps n = O(t2/ε) times, then we can approximate
the target channel, i.e., eLt, with an approximation error of O(ε). We prove
this statement in Theorem 1. This theorem in turn is a consequence of the
key lemma of this paper (Lemma 4 in Appendix A), which establishes the
equality in (1.9), as well as the error analysis in Appendix B.
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1.3 Notation

We use the notation HS to denote a d-dimensional Hilbert space associated
with a quantum system S. We denote the set of quantum states acting on
HS by D(HS). Let Tr[X] denote the trace of a matrix X, i.e., the sum
of its diagonal elements. Also, let X† denote the Hermitian conjugate (or
adjoint) of the matrix X. The Schatten p-norm of a matrix X is defined for
p ∈ [1,∞) as follows:

∥X∥p :=
(
Tr

[(
X†X

) p
2

]) 1
p

. (1.13)

For the purpose of this paper, we use Schatten norms with p = 1 (also
called trace norm) and p = 2 (Hilbert–Schmidt norm). Furthermore, let
[X,Y ] := XY − Y X and {X,Y } := XY + Y X denote the commutator and
anti-commutator of the operators X and Y , respectively.

The diamond distance between two quantum channels N and M is de-
fined as follows [19]:

∥N −M∥⋄ := sup
ρ∈D(HR⊗HS)

∥(IR ⊗N )(ρ)− (IR ⊗M)(ρ)∥1 , (1.14)

where R is a reference system and IR is the identity channel acting on the
system R. An important point to note here is that, in the above definition,
the dimension of R is arbitrarily large. However, it is known that it suffices
to perform the optimization over pure bipartite states with the dimension
of R equal to the dimension of S. Furthermore, the quantity in the ob-
jective function of the above optimization is the trace distance, defined as
∥ρ− σ∥1 for two quantum states ρ, σ ∈ D(HS). In what follows, we employ
the normalized diamond distance 1

2 ∥N −M∥⋄ to measure approximation
error—the normalization factor of 1

2 guarantees that 1
2 ∥N −M∥⋄ ∈ [0, 1]

for quantum channels N and M.
For ρ a quantum state in D(HR ⊗HS), we denote the partial trace over

the Hilbert space HR by TrR[ρ]. We also sometimes use a different notation
for partial trace; i.e., given a multi-partite state ρ, we use the notation Trk[ρ]
to denote the action of tracing out the kth party. Furthermore, we define
the maximally entangled vector in HR ⊗HS as

|Γ⟩RS :=
∑
i

|i⟩R|i⟩S . (1.15)

We also define the unitary swap operation in the following way:

SWAP :=
∑
i,j

|i⟩⟨j| ⊗ |j⟩⟨i|. (1.16)
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Figure 2: Tensor-network diagrams of operators SWAP, |Γ⟩⟨Γ|, and L.

In our paper, we make extensive use of tensor-network diagrams. Fig-
ure 2 depicts tensor-network diagrams for some basic operators defined
above, such as SWAP and |Γ⟩⟨Γ|. For more background on tensor-network
diagrams, please refer to [6]. Throughout this paper, we sometimes sup-
press system labels for ease of notation; however, they will be clear from the
context.

2 Quantum Algorithms for Simulating Markovian
Dynamics

2.1 Single-Operator Case With No Hamiltonian Term

In this section, we provide a detailed analysis of our quantum algorithm
for simulating the quantum channel eLt, in the case that the Lindbladian
has only one Lindblad operator L, as in (1.3). The algorithm simulates the
channel eLt up to error ε in normalized diamond distance, using n copies
of the program state ψ that encodes L (recall (1.4) here). Since we are
interested in implementing the aforementioned channel with some desired
accuracy in diamond distance, we assume that the channel input state is
a joint quantum state of two systems rather than just one. Therefore, let
ρ ∈ D(HR⊗HS) be an unknown quantum state given as input over the joint
system RS, where the system R is a reference system. Furthermore, let the
kth copy of the program state ψ be a quantum state of the joint system
PkQk.

Algorithm 1 — Set n ∈ N, with the particular choice specified later.
Set k = 1. Given the kth copy of ψ, i.e., ψPkQk

, perform the following two
steps:

1. Evolve the joint quantum state ρRS⊗ψPkQk
according to the dynamics

realized by the following Lindbladian M, for some small duration of
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time ∆ = t/n:

M (ρRS ⊗ ψPkQk
) :=M(ρRS ⊗ ψPkQk

)M † − 1

2

{
M †M,ρRS ⊗ ψPkQk

}
.

(2.1)
In the above, the Lindblad operatorM acts on the joint systemRSPkQk,
and we define it as

M :=
1√
d
(IRS ⊗ |Γ⟩⟨Γ|PkQk

) (IR ⊗ SWAPSPk
⊗ IQk

) . (2.2)

(Note that we have redefined M as compared to (1.7), in order to
include the trivial action on the reference system R.)

2. Trace out the systems PkQk.

We repeat the above procedure using each copy of ψ, i.e., for all k ranging
from 1 to n.

The following theorem states that the above algorithm uses n = O(t2/ε)
copies of ψ to simulate the Lindbladian evolution of ρRS , given by (1.2)–
(1.3), for time t, such that the final state is ε-close in normalized trace
distance to the ideal target state

(
IR ⊗ eLt

)
(ρRS), for an arbitrary input

state ρRS .

Theorem 1 Given access to n copies of the program state ψ ∈ D(HP⊗HQ),
which encodes the Lindblad operator L as in (1.4), there exists a quantum
algorithm A such that the following error bound holds:

1

2

∥∥eLt −A
∥∥
⋄ ≤ ε, (2.3)

with only n = O(t2/ε) copies of ψ. In other words, A uses only n = O(t2/ε)
copies of ψ to approximate the channel eLt up to ε error in normalized
diamond distance.

Proof. In what follows, we provide a brief sketch of the proof. For a more
detailed version of the proof, please refer to Appendix B. For ease of notation
and simplicity, we refrain from writing the system labels, and we also assume
that the input state ρ does not have the reference system R for the purpose
of this proof sketch.

Let us begin by expanding the target state eLt(ρ) using the following
Taylor series expansion, as in (1.2), at the initial time of t = 0:

eLt(ρ) = ρ+ L(ρ)t+ 1

2
(L ◦ L)(ρ)t2 + . . . . (2.4)

9



In the first step of Algorithm 1, we simulate the Lindbladian evolution of
ρ⊗ψ, using the Lindbladian M in (2.1) for some small duration of time ∆,
and then trace out ψ. The output state obtained after this step is

Tr23
[
eM∆(ρ⊗ ψ)

]
= ρ+Tr23[M(ρ⊗ ψ)]∆ +O(∆2), (2.5)

where ρ is in register 1 and ψ in registers 2 and 3, and we have again used
the expansion in (1.2). Then writing out the second term on the right-hand
side of the above equation and using the definition in (2.1), we find that

Tr23[M(ρ⊗ ψ)] = Tr23

[
M(ρ⊗ ψ)M †

]
− 1

2
Tr23

[
M †M (ρ⊗ ψ)

]
− 1

2
Tr23

[
(ρ⊗ ψ)M †M

]
. (2.6)

We then invoke Lemma 4 in Appendix A to simplify each term on the right-
hand side of the above equation. As a result of this, we obtain the following
equalities:

Tr23

[
M(ρ⊗ ψ)M †

]
= LρL†, (2.7)

Tr23

[
M †M (ρ⊗ ψ)

]
= L†Lρ, (2.8)

Tr23

[
(ρ⊗ ψ)M †M

]
= ρL†L. (2.9)

For a graphical representation of the above simplifications, please refer to
the tensor-network diagrams provided in Figures 3, 5, and 6.

Using the above equations along with (1.3), we rewrite (2.5) as

Tr23
[
eM∆(ρ⊗ ψ)

]
= ρ+ L(ρ)∆ +O(∆2) (2.10)

= eL∆(ρ) +O(∆2). (2.11)

Substituting ∆ = t/n and repeating Algorithm 1 for n = O(t2/ε) times
produces a quantum state that is O(ε)-close to the ideal target state eLt(ρ)
in normalized trace distance. For a detailed error analysis of this claim, in
terms of the diamond distance, please refer to Appendix B.

Remark 2 We note here that the simulation is unchanged if we employ the
following definition of M , instead of that given in (2.2):

M := (IRS ⊗ |φ⟩⟨Γ|PkQk
) (IR ⊗ SWAPSPk

⊗ IQk
) . (2.12)

where |φ⟩ is an arbitrary bipartite state vector. As such, the choice of |φ⟩
in (2.2) amounts to the maximally entangled state 1√

d
|Γ⟩. The claim here

can be checked by examining Figures 3, 4, 5, and 6, as well as the proof in
Appendix A.
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contracts to

Figure 3: Tensor-network diagram of Tr23
[
M(ρ⊗ ψ)M †]. The whole net-

work on the top contracts to the network on the bottom due to the partial
trace operation over the 2nd and 3rd systems. Simply follow the pink line
from the left of the first system to its right to observe this.

represented
 as

Figure 4: Tensor-network diagram of the operator M †M . This network will
be used as a subroutine in the following figures. As a result, for the sake of
brevity, we use the figure on the right to represent the figure on the left.
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contracts to

Figure 5: Tensor-network diagram of Tr23
[
M †M (ρ⊗ ψ)

]
. Please refer to

Figure 4 to understand the tensor-network diagram of M †M . The whole
network on the top contracts to the network on the bottom due to the
partial trace operation over the 2nd and 3rd systems. Simply follow the pink
line from left of the first system to its right to observe this.

contracts to

Figure 6: Tensor-network diagram of Tr23
[
(ρ⊗ ψ)M †M

]
. Please refer to

Figure 4 to understand the tensor network diagram of M †M . The whole
network on the top contracts to the network on the bottom due to the partial
trace operation over the 2nd and 3rd systems. Simply follow the pink line
from the left of the first system to its right to observe this.
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2.2 Single Lindblad Operator Case with Hamiltonian Term

In this section, we consider the case of simulating a Lindbladian evolution,
where the Lindbladian consists of a single Lindblad operator L and a Hamil-
tonian H. To be more precise, we are interested in simulating the Lindbla-
dian dynamics of a quantum state ρ for time t according to the following
Lindbladian:

L(ρ) := −i[H, ρ] + LρL† − 1

2

{
L†L, ρ

}
. (2.13)

To begin with, we will look at how to encode the operators L and H
into quantum states. We suppose that L is encoded into a pure quantum
state ψ in the same way that was considered previously (see (1.4)). On the
other hand, we suppose that the Hamiltonian H is encoded into the density
matrix of a quantum state σ. This type of encoding was first considered
in [24] for density matrix exponentiation, and further discussions of it are
given in [18, Eqs. (1)–(2)]. Overall, the program state that encodes H and
L is the following tensor-product state:

ω := σ ⊗ ψ, (2.14)

and the Lindbladian to be simulated, given by (2.13), can now be rewritten
as follows:

L(ρ) := −i[σ, ρ] + LρL† − 1

2

{
L†L, ρ

}
. (2.15)

We are now in a position to propose a quantum algorithm for simulating
the quantum channel eLt, corresponding to the Lindbladian in (2.15), up
to error ε in diamond distance, using n copies of the program state ω.
As before, for providing an analysis related to the diamond distance, let
ρ ∈ D(HR⊗HS) be an unknown quantum state given as input over the joint
system RS, where the system R acts as a reference system. Furthermore,
let the kth copy of the program state ω be a quantum state of a joint system
HkPkQk, where σ ∈ D(HHk

) and ψ ∈ D(HPk
⊗ HQk

). For brevity, let us
use (HPQ)k as a shorthand for HkPkQk.

Algorithm 2 — Set n ∈ N, with a particular choice specified later. Set
k = 1. Given the kth copy of ω, i.e., ω(HPQ)k , perform the following two
steps:

1. Evolve the joint quantum state ρRS⊗ω(HPQ)k according to the dynam-
ics realized by the following Lindbladian M, for some small duration
of time ∆ = t/n:

M
(
ρRS ⊗ ω(HPQ)k

)
:= −i[Ĥ, ρRS ⊗ ω(HPQ)k ]

13



+M(ρRS ⊗ ω(HPQ)k)M
† − 1

2

{
M †M,ρRS ⊗ ω(HPQ)k

}
. (2.16)

The Hamiltonian Ĥ and Lindblad operator M act on the joint system
RS(HPQ)k, and we define them as

Ĥ := (SWAPSHk
⊗ I), (2.17)

M :=
1√
d
(I ⊗ |Γ⟩⟨Γ|PkQk

) (SWAPSPk
⊗ I) . (2.18)

Here, we apply the identity operator I on all those systems that are
not explicitly mentioned.

2. Trace out the program states, i.e., the systems (HPQ)k.

We repeat the above procedure for each copy of ω, i.e., for all k ranging from
1 to n. As before, we have some flexibility in choosing M , as mentioned in
Remark 2.

The following theorem states that the above algorithm uses n = O(t2/ε)
copies of ω to simulate the Lindbladian evolution of ρRS , according to the
Lindbladian in (2.15), for time t, and the resulting state is ε-close in nor-
malized trace distance to the target state (IR ⊗ eLt)(ρRS), for every input
state ρRS .

Theorem 3 Given access to n copies of the program state ω ∈ D(HHPQ),
which is defined in (2.14) and encodes the Lindblad operator L and the
Hamiltonian H, there exists a quantum algorithm A such that the following
holds:

1

2

∥∥eLt −A
∥∥
⋄ ≤ ε, (2.19)

with only n = O(t2/ε) copies of ω. In other words, A uses only n = O(t2/ε)
copies of ω to approximate the channel eLt, defined from (2.15) and (1.2),
up to ε error in diamond distance.

Proof. The proof style is very similar to that of Theorem 1. For clarity, we
remove the system labels here as well.

In the first step of Algorithm 2, we simulate the Lindbladian evolution
of ρ⊗ ω, given by (2.15), with the Lindbladian M in (2.16) for some small
duration of time ∆, and then trace out ω. The output state obtained after
this step is

Tr234
[
eM∆(ρ⊗ ω)

]
= ρ+Tr234 [M(ρ⊗ ω)]∆ +O(∆2), (2.20)

14



contracts to

contracts to

Figure 7: Tensor-network diagrams of Tr2 [SWAP(ρ⊗ σ)] and
Tr2 [(ρ⊗ σ)SWAP]. The networks on the left contract to the net-
works on the right due to the partial trace operation over the 2nd systems.
Simply follow the pink line from the left of the first system to its right to
observe this.

where we have used the expansion in (1.2). Next we rewrite the second term
in the following way:

Tr234[M (ρ⊗ ω)] = −iTr234
[
[Ĥ, ρ⊗ ω]

]
+Tr234

[
M(ρ⊗ ω)M †

]
− 1

2
Tr234

[
M †M (ρ⊗ ω)

]
− 1

2
Tr234

[
(ρ⊗ ω)M †M

]
. (2.21)

Observe that the operator M can be written as M = M ′ ⊗ I2, where I2 is
the identity acting on the second register. From (2.17) and (2.18) and the
fact that ω = σ ⊗ ψ, we simplify the right-hand side of the above equation:

Tr234[M (ρ⊗ ϕ)] = −iTr2[[SWAP, ρ⊗ σ]] + Tr34

[
M ′(ρ⊗ ψ)M ′†

]
− 1

2
Tr34

[
M ′†M ′ (ρ⊗ ψ)

]
− 1

2
Tr34

[
(ρ⊗ ψ)M ′†M ′

]
. (2.22)

We simplify the first term even more by employing its related tensor-network
diagrams, as illustrated in Figure 7. As before, please refer to Figures 3,
5, and 6 to simplify the remaining terms (please keep in mind that M is
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simply M ′ when referring to these figures). We finally obtain the following
equalities:

−iTr2[[SWAP, ρ⊗ σ)]] = −i[σ, ρ], (2.23)

Tr34

[
M ′(ρ⊗ ψ)M ′†

]
= LρL†, (2.24)

Tr34

[
M ′†M ′ (ρ⊗ ψ)

]
= L†Lρ, (2.25)

Tr34

[
(ρ⊗ ψ)M ′†M ′

]
= ρL†L. (2.26)

From the above equations and (2.15), we rewrite (2.20) as

Tr234
[
eM∆(ρ⊗ ω)

]
= ρ+Tr234[M(ρ⊗ ω)]∆ +O(∆2) (2.27)

= ρ+ L(ρ)∆ +O(∆2) (2.28)

= eL∆(ρ) +O(∆2). (2.29)

Substituting ∆ = t/n and repeating Algorithm 2 for n = O(t2/ε) times
produces a quantum state that is O(ε)-close to the target state eLt(ρ). A
detailed error analysis of this claim goes along the lines of that provided in
Appendix B.

3 Conclusion and Open Problems

In this paper, we proposed a quantum algorithm for approximately simulat-
ing Lindblad evolution to arbitrary accuracy. For the purpose of this paper,
we considered a simple case in which the Lindbladian consists of only one
Lindblad operator, as this case can easily be extended to the more general
case with multiple Lindblad operators. We further investigated the sample
complexity of our algorithm for this case, i.e., the number of samples of the
program state needed by our algorithm to achieve the desired accuracy. We
then extended the single-operator case to include a Hamiltonian term in the
Lindbladian, and we proposed a quantum algorithm for this case as well.

Here we list some directions for future work:

• Is there is an efficient implementation of Step 1 of Algorithm 1? Solv-
ing this problem will undoubtedly resolve the time or gate complexities
of our algorithms.

• Another direction is to provide an extension to more complex cases, in
which a Lindblad operator can be expressed as a linear combination
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or a polynomial of the operators encoded in the program states. This
direction was considered in [18, Section 5] in the case of density matrix
exponentiation / sample-based Hamiltonian simulation.

• In [18], the authors investigated a modified version of the Hamilto-
nian simulation problem, which they called sample-based Hamiltonian
simulation. In this problem, given an unknown quantum state ρ and
n copies of the program state σ, the task is to implement the following
transformation:

ρ⊗ σ ⊗ · · · ⊗ σ︸ ︷︷ ︸
n times

ε
≈−→ e−iσtρeiσt. (3.1)

The authors reported in [18, Theorem 5] that a quantum algorithm
for this task needs at least Ω(t2/ε) copies of σ to simulate the above
channel within ε accuracy. It is an important open question to de-
termine the sample complexity of the general task of sample-based
Lindbladian simulation, which could help determine if Algorithm 1
has optimal sample complexity.

• Furthermore, one can investigate the number of samples needed to
perform state tomography of the program state and approximately
recover the entire Lindblad operator encoded in this state. Then,
we can simply use this operator to approximately simulate the corre-
sponding Lindbladian evolution. One crucial question here is to ask
if the sample complexity needed for state tomography is larger than
the sample complexity of wave matrix Lindbladization. If this turns
out to be the case, then it implies that a party can send sufficiently
many copies of the program state to another party to simulate the re-
spective Lindbladian evolution without revealing anything about the
encoded Lindblad operator. One can think of this as some instance
of quantum copy-protection, as introduced in [1], in which the quan-
tum operation is the Lindbladian evolution of a quantum state. This
may also address the question raised in [18], which asks whether there
is a quantum operation other than Hamiltonian simulation that can
be encoded in quantum states and executed without revealing much
about the quantum operation itself.
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A Proof of the Key Lemma

Lemma 4 Let H1,H2, and H3 be d-dimensional Hilbert spaces. Let M be
a linear operator acting on H1 ⊗H2 ⊗H3 and defined as

M123 :=
1√
d
(I1 ⊗ |Γ⟩⟨Γ|23) (SWAP12 ⊗ I3) . (A.1)

Also, let ρ be a quantum state in D(H1), and let |ψL⟩ be a pure quan-
tum state in H2 ⊗ H3 defined as |ψL⟩23 := (L2 ⊗ I3) |Γ⟩23, where L is a
d × d-dimensional linear operator such that ∥L∥2 = 1. Then the following
identities hold:

Tr23[M123

(
ρ1 ⊗ ψL

23

)
M †

123] =
[
LρL†

]
1
, (A.2)

Tr23[M
†
123M123

(
ρ1 ⊗ ψL

23

)
] =

[
L†Lρ

]
1
, (A.3)

Tr23[
(
ρ1 ⊗ ψL

23

)
M †

123M123] =
[
ρL†L

]
1
, (A.4)

where we have used the shorthand ψL
23 ≡ |ψL⟩⟨ψL|23.

Proof. Recall that

|Γ⟩⟨Γ|23 =
∑
i,j

|i⟩⟨j|2 ⊗ |i⟩⟨j|3, (A.5)

SWAP12 =
∑
k,ℓ

|k⟩⟨ℓ|1 ⊗ |ℓ⟩⟨k|2. (A.6)

Using the above equalites, observe that

M123 =
1√
d
(I1 ⊗ |Γ⟩⟨Γ|23) (SWAP12 ⊗ I3) (A.7)

=
1√
d

I1 ⊗∑
i,j

|i⟩⟨j|2 ⊗ |i⟩⟨j|3

∑
k,ℓ

|k⟩⟨ℓ|1 ⊗ |ℓ⟩⟨k|2 ⊗ I3

 (A.8)
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=
1√
d

∑
i,j,k,ℓ

(I1 ⊗ |i⟩⟨j|2 ⊗ |i⟩⟨j|3) (|k⟩⟨ℓ|1 ⊗ |ℓ⟩⟨k|2 ⊗ I3) (A.9)

=
1√
d

∑
i,j,k,ℓ

|k⟩⟨ℓ|1 ⊗ |i⟩⟨j|ℓ⟩⟨k|2 ⊗ |i⟩⟨j|3 (A.10)

=
1√
d

∑
i,j,k

|k⟩⟨j|1 ⊗ |i⟩⟨k|2 ⊗ |i⟩⟨j|3. (A.11)

Let us prove the first identity, i.e., that in (A.2), as follows:

Tr23

[
M123

(
ρ1 ⊗ ψL

23

)
M †

123

]
= Tr23

[ 1√
d

∑
i,j,k

|k⟩⟨j|1 ⊗ |i⟩⟨k|2 ⊗ |i⟩⟨j|3

(
ρ1 ⊗ ψL

23

)
×

 1√
d

∑
i′,j′,k′

|j′⟩⟨k′|1 ⊗ |k′⟩⟨i′|2 ⊗ |j′⟩⟨i′|3

]
(A.12)

=
1

d

∑
i,j,k,i′,j′,k′

Tr23
[
(|k⟩⟨j|1 ⊗ |i⟩⟨k|2 ⊗ |i⟩⟨j|3)

(
ρ1 ⊗ ψL

23

)
×

(
|j′⟩⟨k′|1 ⊗ |k′⟩⟨i′|2 ⊗ |j′⟩⟨i′|3

) ]
(A.13)

=
1

d

∑
i,j,k,i′,j′,k′

|k⟩⟨j|1ρ1|j′⟩⟨k′|1Tr23
[
(|i⟩⟨k|2 ⊗ |i⟩⟨j|3)ψL

23

(
|k′⟩⟨i′|2 ⊗ |j′⟩⟨i′|3

)]
(A.14)

=
1

d

∑
i,j,k,i′,j′,k′

|k⟩⟨j|1ρ1|j′⟩⟨k′|1 (⟨k|2 ⊗ ⟨j|3)ψL
23

(
|k′⟩2 ⊗ |j′⟩3

)
⟨i′|i⟩2⟨i′|i⟩3

(A.15)

=
∑

j,k,j′,k′

|k⟩⟨j|1ρ1|j′⟩⟨k′|1 (⟨k|2 ⊗ ⟨j|3)ψL
23

(
|k′⟩2 ⊗ |j′⟩3

)
(A.16)

=
∑

j,k,j′,k′

|k⟩⟨j|1ρ1|j′⟩⟨k′|1 (⟨k|2 ⊗ ⟨j|3) (L2 ⊗ I3) |Γ⟩⟨Γ|23
(
L†
2 ⊗ I3

)
×

(
|k′⟩2 ⊗ |j′⟩3

)
(A.17)

=
∑

j,k,j′,k′,i,i′

|k⟩⟨j|1ρ1|j′⟩⟨k′|1 (⟨k|2 ⊗ ⟨j|3)
(
L2|i⟩⟨i′|2L†

2 ⊗ |i⟩⟨i′|3
)
×

(
|k′⟩2 ⊗ |j′⟩3

)
(A.18)

=
∑

j,k,j′,k′,i,i′

|k⟩⟨j|ρ|j′⟩⟨k′|1 ⟨k|L|i⟩⟨i′|L†|k′⟩⟨j|i⟩⟨i′|j′⟩ (A.19)
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=
∑

j,k,j′,k′

|k⟩⟨j|ρ|j′⟩⟨k′|1 ⟨k|L|j⟩⟨j′|L†|k′⟩ (A.20)

=
∑

j,k,j′,k′

|k⟩⟨k|L|j⟩⟨j|ρ|j′⟩⟨j′|L†|k′⟩⟨k′|1 (A.21)

=
[
LρL†

]
1
. (A.22)

Now consider that

M †
123M123 =

 1√
d

∑
i′,j′,k′

|j′⟩⟨k′|1 ⊗ |k′⟩⟨i′|2 ⊗ |j′⟩⟨i′|3

×

 1√
d

∑
i,j,k

|k⟩⟨j|1 ⊗ |i⟩⟨k|2 ⊗ |i⟩⟨j|3

 (A.23)

=
1

d

∑
i′,j′,k′,i,j,k

|j′⟩⟨k′|k⟩⟨j|1 ⊗ |k′⟩⟨i′|i⟩⟨k|2 ⊗ |j′⟩⟨i′|i⟩⟨j|3 (A.24)

=
∑
j′,j,k

|j′⟩⟨j|1 ⊗ |k⟩⟨k|2 ⊗ |j′⟩⟨j|3 (A.25)

=
∑
j′,j

|j′⟩⟨j|1 ⊗ I2 ⊗ |j′⟩⟨j|3 (A.26)

=
∑
i,j

|i⟩⟨j|1 ⊗ I2 ⊗ |i⟩⟨j|3. (A.27)

Then, for checking the second identity, i.e., that in (A.3), we find that

Tr23

[
M †

123M123

(
ρ1 ⊗ ψL

23

)]
= Tr23

∑
i,j

|i⟩⟨j|1 ⊗ I2 ⊗ |i⟩⟨j|3

(
ρ1 ⊗ ψL

23

) (A.28)

=
∑
i,j

Tr23
[
(|i⟩⟨j|1 ⊗ I2 ⊗ |i⟩⟨j|3)

(
ρ1 ⊗ ψL

23

)]
(A.29)

=
∑
i,j

|i⟩⟨j|1ρ1 Tr23
[
(I2 ⊗ |i⟩⟨j|3)

(
ψL
23

)]
(A.30)

=
∑
i,j

|i⟩⟨j|1ρ1 Tr23

[
(I2 ⊗ |i⟩⟨j|3) (L2 ⊗ I3) |Γ⟩⟨Γ|23

(
L†
2 ⊗ I3

)]
(A.31)

=
∑
i,j,k,ℓ

|i⟩⟨j|1ρ1 Tr23

[
(I2 ⊗ |i⟩⟨j|3) (L2 ⊗ I3) (|k⟩⟨ℓ|2 ⊗ |k⟩⟨ℓ|3)

(
L†
2 ⊗ I3

)]
(A.32)
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=
∑
i,j,k,ℓ

|i⟩⟨j|1ρ1 Tr23

[
L2|k⟩⟨ℓ|2L†

2 ⊗ |i⟩⟨j|k⟩⟨ℓ|3
]

(A.33)

=
∑
i,j,k,ℓ

|i⟩⟨j|1ρ1 Tr[L2|k⟩⟨ℓ|2L†
2] Tr[|i⟩⟨j|k⟩⟨ℓ|3] (A.34)

=
∑
i,j,k,ℓ

|i⟩⟨j|1ρ1 ⟨ℓ|L†L|k⟩⟨ℓ|i⟩⟨j|k⟩ (A.35)

=
∑
i,j

|i⟩⟨j|1ρ1 ⟨i|L†L|j⟩ (A.36)

=
∑
i,j

|i⟩⟨i|L†L|j⟩⟨j|ρ (A.37)

=
[
L†Lρ

]
1
. (A.38)

Then the third identity in (A.4) is the Hermitian conjugate of the above
identity, and so we find that

Tr23

[(
ρ1 ⊗ ψL

23

)
M †

123M123

]
=

[
ρL†L

]
1
. (A.39)

This concludes the proof.

B Proof of Theorem 1

The error analysis here has some similarities with that from [18, Appendix B].
We first expand the target state using a Taylor series expansion, as in (1.2):

(IR ⊗ eLt)(ρRS) = ρRS + (IR ⊗ L)(ρRS)t

+
1

2
((IR ⊗ L) ◦ (IR ⊗ L))(ρRS)t

2 + . . . . (B.1)

For the sake of brevity, we will no longer explicitly state the action of the
identity channel I on the system R, and we leave it implicit that L and L
act on system S alone.

Next, let ρ
(1)
RS be the output quantum state obtained after the first step

of Algorithm 1. Formally, it can be written as follows:

ρ
(1)
RS := TrP1Q1

[
eM∆ (ρRS ⊗ ψP1Q1)

]
= ρRS +TrP1Q1

[
M(ρRS ⊗ ψP1Q1)M

† − 1

2

{
M †M,ρRS ⊗ ψP1Q1

}]
∆

+
1

2
TrP1Q1 [(M◦M) (ρRS ⊗ ψP1Q1)]∆

2 +O(∆3), (B.2)
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where the equality follows by expanding eM∆ (ρRS ⊗ ψP1Q1) at ∆ = 0 using
a Taylor series expansion, as in (1.2).

We focus now on simplifying the second term above (the one proportional
to ∆). We begin by expanding and rewriting it as follows:

TrP1Q1

[
M(ρRS ⊗ ψP1Q1)M

†
]
− 1

2
TrP1Q1

[
M †M (ρRS ⊗ ψP1Q1)

]
− 1

2
TrP1Q1

[
(ρRS ⊗ ψP1Q1)M

†M
]
. (B.3)

We then invoke Lemma 4 to simplify each of the above terms. As a result
of this, we obtain

TrP1Q1

[
M(ρRS ⊗ ψP1Q1)M

†
]
= LρRSL

†, (B.4)

TrP1Q1

[
M †M (ρRS ⊗ ψP1Q1)

]
= L†LρRS , (B.5)

TrP1Q1

[
(ρRS ⊗ ψP1Q1)M

†M
]
= ρRSL

†L. (B.6)

For visualizing the above simplifications graphically, please refer to the
tensor-network diagrams provided in Figures 3, 5, and 6, respectively.

Using the above equations, the expression in (B.3) above can be written
as

TrP1Q1

[
M(ρRS ⊗ ψP1Q1)M

† − 1

2

{
M †M,ρRS ⊗ ψP1Q1

}]
= LρRSL

† − 1

2

{
L†L, ρRS

}
= L(ρRS). (B.7)

Therefore, the output quantum state obtained after the first iteration of
Algorithm 1 is

ρ
(1)
RS = ρRS+L(ρRS)∆+

1

2
TrP1Q1 [(M◦M) (ρRS ⊗ ψP1Q1)]∆

2+O(∆3).

(B.8)

For simplicity, let us use the following shorthand for the third term of (B.8)
(i.e., the term proportional to ∆2):

J (ρRS) := TrPiQi [(M◦M) (ρRS ⊗ ψPiQi)]∆
2, for all i ∈ {1, . . . , n}.

(B.9)
Substituting the above equation into (B.8), we get

ρ
(1)
RS = ρRS + L(ρRS)∆ +

1

2
J (ρRS)∆

2 +O(∆3). (B.10)
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Following that, we use the above development to obtain the output state
after k iterations of our quantum algorithm, i.e.,

ρ(k) = ρ(k−1) + L(ρ(k−1))∆ +
1

2
J (ρ(k−1))∆2 +O(∆3), (B.11)

where here and in what follows we avoid showing system labels for simplicity.
Then considering that

ρ(k−1) = ρ(k−2) + L(ρ(k−2))∆ +
1

2
J (ρ(k−2))∆2 +O(∆3), (B.12)

we find that

ρ(k) = ρ(k−2) + L(ρ(k−2))2∆ +
1

2
J (ρ(k−2))2∆2 + L2(ρ(k−2))∆2 +O(∆3),

(B.13)
because

ρ(k)

= ρ(k−1) + L(ρ(k−1))∆ +
1

2
J (ρ(k−1))∆2 +O(∆3) (B.14)

= ρ(k−2) + L(ρ(k−2))∆ +
1

2
J (ρ(k−2))∆2 +O(∆3)

+ L
(
ρ(k−2) + L(ρ(k−2))∆ +

1

2
J (ρ(k−2))∆2 +O(∆3)

)
∆

+
1

2
J

(
ρ(k−2) + L(ρ(k−2))∆ +

1

2
J (ρ(k−2))∆2 +O(∆3)

)
∆2 (B.15)

= ρ(k−2) + L(ρ(k−2))∆ +
1

2
J (ρ(k−2))∆2

+ L
(
ρ(k−2)

)
∆+ L2(ρ(k−2))∆2 +

1

2
J

(
ρ(k−2)

)
∆2 +O(∆3) (B.16)

= ρ(k−2) + L(ρ(k−2))2∆ +
1

2
J (ρ(k−2))2∆2 + L2(ρ(k−2))∆2 +O(∆3).

(B.17)

Repeating this kind of analysis several times leads to

ρ(k) = ρ(k−1) + L(ρ(k−1))∆ +
1

2
J (ρ(k−1))∆2 +O(∆3)

= ρ(k−2) + L(ρ(k−2))2∆ +
1

2
J (ρ(k−2))2∆2 + L2(ρ(k−2))∆2 +O(∆3)

= ρ(k−3) + L(ρ(k−3))3∆ +
1

2
J (ρ(k−3))3∆2 + L2(ρ(k−3))3∆2 +O(∆3)
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= ρ(k−4) + L(ρ(k−4))4∆ +
1

2
J (ρ(k−4))4∆2 + L2(ρ(k−4))6∆2 +O(∆3)

= ρ(k−5) + L(ρ(k−5))5∆ +
1

2
J (ρ(k−5))5∆2 + L2(ρ(k−5))10∆2 +O(∆3).

(B.18)

As such, the above establishes the base step for a proof by induction. To
see the inductive step, suppose that

ρ(k) = ρ(k−m) + L(ρ(k−m))m∆+
1

2
J (ρ(k−m))m∆2

+ L2(ρ(k−m)) (1 + 2 + · · ·+m− 1)∆2 +O(∆3) (B.19)

= ρ(k−m) + L(ρ(k−m))m∆+
1

2
J (ρ(k−m))m∆2

+ L2(ρ(k−m))
m (m− 1)

2
∆2 +O(∆3), (B.20)

as is consistent with (B.18). Then, by plugging the following into (B.19)

ρ(k−m) = ρ(k−m−1) + L(ρ(k−m−1))∆ +
1

2
J (ρ(k−m−1))∆2 +O(∆3), (B.21)

we find that

ρ(k)

= ρ(k−m) + L(ρ(k−m))m∆+
1

2
J (ρ(k−m))m∆2

+ L2(ρ(k−m)) (1 + · · ·+m− 1)∆2 +O(∆3) (B.22)

= ρ(k−m−1) + L(ρ(k−m−1))∆ +
1

2
J (ρ(k−m−1))∆2 +O(∆3)

+ L
(
ρ(k−m−1) + L(ρ(k−m−1))∆ +

1

2
J (ρ(k−m−1))∆2 +O(∆3)

)
m∆

+
1

2
J

(
ρ(k−m−1) + L(ρ(k−m−1))∆ +

1

2
J (ρ(k−m−1))∆2 +O(∆3)

)
m∆2

+ L2

(
ρ(k−m−1) + L(ρ(k−m−1))∆

+1
2J (ρ(k−m−1))∆2 +O(∆3)

)
(1 + · · ·+m− 1)∆2 (B.23)

= ρ(k−m−1) + L(ρ(k−m−1))∆ +
1

2
J (ρ(k−m−1))∆2 +O(∆3)

+ L
(
ρ(k−m−1)

)
m∆+ L2(ρ(k−m−1))m∆2

+
1

2
J

(
ρ(k−m−1)

)
m∆2 + L2

(
ρ(k−m−1)

)
(1 + · · ·+m− 1)∆2 (B.24)
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= ρ(k−m−1) + L(ρ(k−m−1)) (m+ 1)∆ +
1

2
J (ρ(k−m−1)) (m+ 1)∆2

+ L2
(
ρ(k−m−1)

)
(1 + · · ·+m)∆2 +O(∆3). (B.25)

This inductive proof thus establishes the claimed formula in (B.20).
By setting k = m = n and plugging into (B.20), we obtain an expression

for the output state after the nth iteration, in terms of the input state, i.e.,

ρ
(0)
RS = ρRS ,

ρ
(n)
RS = ρRS+L(ρRS)n∆+

1

2
J (ρRS)n∆

2+(L◦L)(ρRS)
n(n− 1)

2
∆2+O(∆3).

(B.26)
Substituting t = n∆ into the target state given by (B.1) and comparing it
with the above state, we get

1

2

∥∥∥ρ(n)RS − eLn∆(ρRS)
∥∥∥
1

=
1

4

∥∥J (ρRS)n∆
2 − (L ◦ L)(ρRS)n∆

2 +O(∆3)
∥∥
1

(B.27)

≤ O(n∆2). (B.28)

This implies that in order to achieve the desired accuracy of O(ε), we need
to repeat Algorithm 1 n = O(t2/ε) times, and for this, we need n = O(t2/ε)
copies of the program state ψ. As the aforementioned argument holds for
an arbitrary input state ρRS , the error bound holds more generally for the
diamond distance.

References

[1] Scott Aaronson. Quantum copy-protection and quantum money. In
2009 24th Annual IEEE Conference on Computational Complexity,
pages 229–242, Paris, France, July 2009.

[2] Dominic W. Berry, Andrew M. Childs, Richard Cleve, Robin Kothari,
and Rolando D. Somma. Exponential improvement in precision for
simulating sparse Hamiltonians. Proceedings of the Annual ACM Sym-
posium on Theory of Computing, pages 283–292, December 2013.

[3] Dominic W. Berry, Andrew M. Childs, Richard Cleve, Robin Kothari,
and Rolando D. Somma. Simulating Hamiltonian dynamics with a trun-
cated Taylor series. Physical Review Letters, 114(9):090502, December
2014.

25



[4] Dominic W. Berry, Andrew M. Childs, and Robin Kothari. Hamiltonian
simulation with nearly optimal dependence on all parameters. In 2015
IEEE 56th Annual Symposium on Foundations of Computer Science,
pages 792–809, October 2015.

[5] Dominic W. Berry, Richard Cleve, and Sevag Gharibian. Gate-efficient
discrete simulations of continuous-time quantum query algorithms.
Quantum Information and Computation, 14(1–2):1–30, November 2014.

[6] Jacob Biamonte and Ville Bergholm. Tensor networks in a nutshell.
August 2017. arXiv:1708.00006.

[7] Jacob Biamonte, Peter Wittek, Nicola Pancotti, Patrick Rebentrost,
Nathan Wiebe, and Seth Lloyd. Quantum machine learning. Nature,
549(7671):195–202, November 2016.

[8] Heinz-Peter Breuer and Francesco Petruccione. The Theory of Open
Quantum Systems. Oxford University Press, 2002.

[9] Andrew M. Childs and Tongyang Li. Efficient simulation of sparse
Markovian quantum dynamics. Quantum Information and Computa-
tion, 17(11&12):901–947, November 2016.

[10] Richard Cleve and Chunhao Wang. Efficient quantum algorithms for
simulating Lindblad evolution. In Ioannis Chatzigiannakis, Piotr In-
dyk, Fabian Kuhn, and Anca Muscholl, editors, 44th International Col-
loquium on Automata, Languages, and Programming (ICALP 2017),
volume 80 of Leibniz International Proceedings in Informatics (LIPIcs),
pages 17:1–17:14, Dagstuhl, Germany, 2017. Schloss Dagstuhl–Leibniz-
Zentrum fuer Informatik.

[11] Richard P. Feynman. Simulating physics with computers. International
Journal of Theoretical Physics, 21(6-7):467–488, June 1982.

[12] Crispin Gardiner and Peter Zoller. Quantum Noise: A Handbook of
Markovian and Non-Markovian Quantum Stochastic Methods with Ap-
plications to Quantum Optics. Springer, 2004.

[13] I. M. Georgescu, S. Ashhab, and Franco Nori. Quantum simulation.
Reviews of Modern Physics, 86(1):153–185, March 2014.

[14] Vittorio Gorini, Andrzej Kossakowski, and E. C. G. Sudarshan. Com-
pletely positive dynamical semigroups of N -level systems. Journal of
Mathematical Physics, 17(5):821–825, August 2008.

26



[15] Hirsh Kamakari, Shi-Ning Sun, Mario Motta, and Austin J. Minnich.
Digital quantum simulation of open quantum systems using quantum
imaginary–time evolution. PRX Quantum, 3(1):010320, February 2022.

[16] M. J. Kastoryano, F. Reiter, and A. S. Sørensen. Dissipative prepa-
ration of entanglement in optical cavities. Physical Review Letters,
106(9):090502, February 2011.

[17] Michael J. Kastoryano and Fernando G. S. L. Brandão. Quantum
Gibbs samplers: the commuting case. Communications in Mathemati-
cal Physics, 344(3):915–957, September 2014.

[18] Shelby Kimmel, Cedric Yen Yu Lin, Guang Hao Low, Maris Ozols,
and Theodore J. Yoder. Hamiltonian simulation with optimal sample
complexity. npj Quantum Information, 3(1):1–7, March 2017.

[19] A. Yu Kitaev. Quantum computations: algorithms and error correction.
Russian Mathematical Surveys, 52(6):1191–1249, December 1997.
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