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Two coloring problems on matrix graphs
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Abstract

In this paper, we propose a new family of graphs, matrix graphs, whose vertex
set FN×n

q is the set of all N×n matrices over a finite field Fq for any positive integers
N and n. And any two matrices share an edge if the rank of their difference is 1.
Next, we give some basic properties of such graphs and also consider two coloring
problems on them. Let χ′

d(N × n, q) (resp. χd(N × n, q)) denote the minimum
number of colors necessary to color the above matrix graph so that no two vertices
that are at a distance at most d (resp. exactly d) get the same color. These two
problems were proposed in the study of scalability of optical networks. In this paper,
we determine the exact value of χ′

d(N ×n, q) and give some upper and lower bounds
on χd(N × n, q).
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1 Introduction

Let q = pm, where p is a prime. For any two positive integers N and n, let F
N×n
q be

the set of all N × n matrices over a finite field Fq. In this paper we assume n ≤ N

since the transpose of an N × n matrix becomes an n × N matrix. The rank, or rank

weight, of a matrix M ∈ F
N×n
q , denoted by Rk(M), is defined as the algebraic rank of

this matrix over Fq. The rank distance dR(M1,M2) between M1 and M2 is the rank of

their difference M1 −M2.

Let G = (V,E) be a simple undirected graph with the vertex set V and the edge set

E. For two vertices vi and vj (i 6= j) in V , the distance between vi and vj, denoted by

d(vi, vj), is the number of edges in a shortest path joining vi and vj and the diameter of

G is the maximum distance between any two vertices of G.

Definition 1.1 A matrix graph, denoted by MN×n(q), is defined to be an undirected

graph with the vertex set FN×n
q and the edge set

EN×n(q) = {(M1,M2)|M1,M2 ∈ F
N×n
q , dR(M1,M2) = 1}.

Recently, hypercubes were extensively studied due to their versatile and efficient

topological structures of interconnection networks in [1, 4, 8, 10, 11, 12, 16, 17, 18, 21, 22,

23]. The so-called q-ary n-cube is an undirected graph with the vertex set, n-dimensional
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vector space over Fq, and the edge set, which contains all pairs such that their Hamming

distance is 1. The Hamming distance is the number of distinct coordinates between the

pair.

Matrix graphs may be better than hypercubes and so it is worth studying their prop-

erties. We first give a basic lemma which will be used to prove the following Proposition

1.3. It is an old result with the first derivation of the formula in [14, p.455]; see also

Lemma 2.1 in [15].

Lemma 1.2 The number of N × n matrices over Fq with rank k is
∏k−1

i=0 (q
N−qi)(qn−qi)

∏k−1
i=0 (q

k−qi)
.

Proposition 1.3 The matrix graph MN×n(q) is (qN−1)(qn−1)
q−1 -regular connected graph

of order qNn.

Proposition 1.4 The distance of any two distinct matrices M1 and M2 in F
N×n
q has

d(M1,M2) = dR(M1,M2) = Rk(M1 −M2).

Proposition 1.5 The diameter of MN×n(q) is n.

Note that MN×n(q) is not a bipartite graph and MN×1(q) is a complete graph.

Proposition 1.6 The MN×n(q) is vertex transitive and then the edge connectivity is
(qN−1)(qn−1)

q−1 .

Proof. If M is a fixed matrix in F
N×n
q , then the mapping

ρM : A 7→ A+M

is a permutation of the vertices of MN×n(q), where + is the matrix addition. This map-

ping is an automorphism because for any two distinct matricesM1 andM2, dR(M1,M2) =

1 if and only if dR(M1 +M,M2 +M) = 1. There are qNn such permutations and they

form a subgroup of the automorphism group of MN×n(q). This subgroup acts transi-

tively on F
N×n
q because for any two vertices M1 and M2, the automorphism ρM2−M1

maps M1 to M2.

A coloring of MN×n(q) with L colors is a mapping Γ from the vertex set F
N×n
q to

L = {1, 2, . . . , L}. A d-distance (resp. exactly d-distance) coloring of MN×n(q) is to

color the vertices of MN×n(q) such that any two vertices with rank distance at most

d (resp. exactly d) have different colors. Note that for a coloring of MN×n(q) with L

colors

Γ : FN×n
q −→ L,

it is a d-distance coloring ofMN×n(q) if and only if for any two distinct vertices M1,M2 ∈

F
N×n
q ,

Γ(M1) 6= Γ(M2) if dR(M1,M2) ≤ d

and it is an exactly d-distance coloring of FN×n
q if and only if for any two distinct vertices

M1,M2 ∈ F
N×n
q ,

Γ(M1) 6= Γ(M2) if dR(M1,M2) = d.
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Denote χ′
d(N ×n, q) (resp. χd(N ×n, q)) as the minimum number of colors needed for a

d-distance (resp. an exactly d-distance) coloring of MN×n(q). Clearly, χd(N × n, q) ≤

χ′
d(N × n, q) for any n and N .

These two coloring problems originally arose in the study of the scalability of optical

networks [19]. In the rest of our paper, we determine exact value of χ′
d(N × n, q) and

give some bounds for χd(N × n, q) for any n, N and d.

The d-distance coloring and exactly d-distance coloring of MN×n(q) are equivalent to

certain partitions of FN×n
q , which are related to rank codes in coding theory. Therefore,

we introduce rank codes in the next section.

2 Rank codes

Algebraic coding theory can be considered as the theory of subsets of a finite-dimensional

space over a finite field equipped with a norm function. The most known norm in coding

theory is the Hamming weight of a vector. It turns out that the rank function of a

matrix over a finite field can also be considered as a norm function. The interest in these

codes is a consequence of their application in random network coding [13]. Explicitly,

the concept of the rank metric was introduced by Loo-Keng Hua [9] as ”Arithmetic

distance”. Delsarte [2] defined the rank distance on the set of bilinear forms (equivalently,

on the set of rectangular matrices) and proposed the construction of optimal codes in

bilinear form representation. Gabidulin [5] introduced the rank distance for the vector

representation over extension fields and found connections between rank codes in the

vector representation and in the matrix representation.

In the matrix representation, rank codes are defined as subsets of a normed space

{FN×n
q , Rk} of N ×n matrices over Fq. The definitions of norm and distance of any two

matrices are defined as above. The rank distance of a rank code M ⊂ F
N×n
q is defined

as the minimal pairwise distance: d(M) = d = min{Rk(Mi−Mj) : Mi,Mj ∈ M, i 6= j}.

The size |M| of related code with code distance d satisfies the Singleton bound

|M| ≤ qN(n−d+1). Codes reaching this bound are called maximum rank codes, or, MRD

codes. A rank code M is called Fq-linear if M is a subspace of FN×n
q .

In [2] the construction of optimal codes is proposed. Therefore for any n ≤ N , a

linear rank code M with code distance d reaches the singleton bound |M| = qN(n−d+1).

In the vector representation, rank codes are defined as subsets of a normed n-

dimensional space {Fn
qN

, Rk} of n-vectors over an extension field FqN , where the norm

of a vector v ∈ F
n
qN

is defined to be the column rank Rk(v|Fq) of this vector over Fq,

that is, the maximal number of coordinates of v which are linearly independent over the

base field Fq. The rank distance between two vectors v1,v2 is the column rank of their

difference Rk(v1 − v2|Fq). The rank distance of a vector rank code V ⊂ F
n
qN

is defined

as the minimal pairwise distance: d(V) = d = min{Rk(vi − vj |Fq) : vi,vj ∈ V, i 6= j}.

A rank code V in the vector representation is called FqN -linear if V is a subspace of

F
n
qN

. Denote by (N × n, k, d) a code V over FqN of dimension k ≤ n and rank distance

d. Such a code can be described in terms of a full rank generator matrix Gk over the

extension field FqN of size k × n. Code vectors {v} are all linear combinations of rows
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of this matrix. Thus the size of a code is equal to |V| = qNk.

Equivalently, a rank code V can be described in terms of a full rank parity-check

matrix Hn−k over FqN of size (n− k)×n. It satisfies the condition GkH
T
n−k = O, where

O is the all zero k × (n − k) matrix. Code vectors (v) are all solutions of the linear

system of equation vHT
n−k = 0. We give the similar property of linear rank codes to the

linear hamming codes as follows.

Lemma 2.1 Let V be a (N ×n, k, d) linear rank code over FqN and H be a parity-check

matrix for V. Then the following statements are equivalent:

(i) V has rank distance d.

(ii) any d−1 columns of H are linearly independent over FqN and H has a d columns

that are linearly dependent over FqN .

Proof. Let v = (v1, . . . , vn) ∈ V be a codeword of rank weight e. Thus there are

n× n invertible matrix P such that vP = u, where u = (u1, . . . , ue, 0, . . . , 0) and where

ui 6= 0. So v = uP−1. Then V contains a nonzero codeword v of rank weight e if and

only if

0 = vHT = u(H(P−1)T )T = u1c1 + . . . + uece,

which is true if and only if there are e columns of H(P−1)T (namely, c1,. . ., ce) that

are linear dependent over FqN if and only if there are e columns of H that are linear

dependent over FqN .

To say that the rank distance of V is ≥ d is equivalent to saying that V does not

contain any nonzero word of ≤ d−1, which is in turn equivalent to saying that any d−1

columns of H are linearly independent over FqN .

Similarly, to say that the rank distance of V is ≤ d is equivalent to saying that V

contains a nonzero word of weight ≤ d, which is in turn equivalent to saying that H has

≤ d columns that are linear dependent over FqN .

The above discussion easily leads to the desired results.

Likewise, general constructions of MRD codes in terms of parity-check matrices can

be obtained [5].

Proposition 2.2 Let h1, h2, . . . , hn be a set of elements from the extension field FqN lin-

early independent over the base field Fq. Let s be a positive integer such that gcd(s,N) =

1. Then a parity matrix of the form

Hd−1 =











h1 h2 . . . hn

h
qs

1 h
qs

2 . . . h
qs

n

. . . . . . . . . . . .

h
qs(d−2)

1 h
qs(d−2)

2 . . . h
qs(d−2)

n











defines an MRD (N × n, k, d) code with code length n ≤ N , dimension k = n − d + 1,

and rank distance d = n− k + 1.

Equidistant codes in rank norm are related to the exactly d-distance coloring problem.

A code is said to be equidistant if the distance between any distinct codewords is the
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same (say d). A code is called a constant-weight code if each non-zero codeword is of

the same weight. In [3] the authors constructed an equidistant constant rank code as

follows.

Proposition 2.3 There exists an equidistant constant rank code over Fq with matrices

of size
(

n
2

)

× n, rank n− 1, rank distance n− 1, and size qn − 1.

3 Exact value of χ′
d(N × n, q)

A code C over FqN of length n and minimum rank distance at least d is called an

(N × n,≥ d)q code. Let Aq(N × n, d) (resp. Aq(N × n,≥ d)) denote the maximum size

of an (N × n, d)q (resp. (N × n,≥ d)q) code. A code C is called an [N × n, k]q linear

code if C is a k-dimensional subspace of Fn
qN

. An [N × n, k]q linear code with minimum

distance d is denoted by an [N × n, k, d]q. For the fixed N , n, and minimum distance d,

let k(N × n, d)q denote the maximum dimension of an [N × n, k, d]q code. A code C of

length n is called an (N × n, {d})q forbidden distance code if dR(u,v) 6= d for any two

distinct codewords u,v ∈ C. Given N,n, and d, let Q(N × n, d)q denote the maximum

size of an (N × n, {d})q forbidden rank distance code.

An (N × n,L, d)q-partition (resp. (N × n,L, {d})q-partition) of F
N×n
q is a set of

subsets {Mi}
L
i=1 of FN×n

q satisfying (i) Mi

⋂

Mj = ∅ for i 6= j and
⋃L

i=1Mi = F
N×n
q ,

(ii) each Mi is an (N × n,≥ d)q rank code (resp. (N × n, {d})q forbidden distance rank

code). It is well known that a d-distance coloring (resp. an exactly d-distance) of FN×n
q

with L colors is equivalent to an (N × n,L, d + 1)q-partition (resp. (N × n,L, {d})q-

partition) of FN×n
q . Hence χ′

d(N × n, q) (resp. χd(N × n, q)) is the minimum number L

of subsets in any (N × n,L, d+ 1)q (resp. (N × n,L, {d})q-partition) of F
N×n
q .

Since qNn = |FN×n
q | =

∑L
i=1 |Mi| ≤ LAq(N × n,≥ d+ 1) ≤ LAq(N × n, d + 1) and

Aq(N × n, d) is decreasing in d, we have

χ′
d(N × n, q) ≥

qNn

Aq(N × n, d+ 1)
. (1)

Note that for an [N × n, k, d + 1]q linear rank code M, the cosets of M form an

(N ×n, qn−k, d+1)q-partition of FN×n
q . Hence, if there exists an [N ×n, k, d+1]q linear

rank code, then

χ′
d(N × n, q) ≤ qN(n−k). (2)

In particular,

χ′
d(N,n, q) ≤ qN(n−k(n,d+1)). (3)

Furthermore, if Aq(N × n, d+ 1) = qN×k(n,d+1), i.e., Aq(N × n, d+ 1) is attained by an

[N × n, k, d+ 1]q linear rank code, then

χ′
d(N × n, q) = qN(n−k(n,d+1)). (4)

Summing the above discussion, we get our result on χ′
d(N × n, q). It is clear that

χ′
d(N × n, q) = 1 if d ≥ n.
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Theorem 3.1 For any positive integers d ≤ n, we have χ′
d(N × n, q) = qNd.

Proof. By Proposition 2.2, we have k(n, d+ 1) = n− d and so the required result is

obtained by Eq(4).

4 Bounds of χd(N × n, q)

In this section, we consider bounds of χd(N × n, q). Since the diameter of MN×n(q) is

n, χd(N × n, q) = 1 for any d ≥ n+ 1. So we can assume d ≤ n.

Proposition 4.1 For N ≥ n, we have χ1(N × n, q) = qN .

Proof. When d = 1, it suffices to show that χd(N × n, q) ≥ qN since χd(N × n, q) ≤

χ′
d(N,n, q). Consider a set S = {A = (aij) ∈ F

N×n
q : aij = 0, for 1 ≤ i ≤ N, 2 ≤ j ≤ n},

in which any two of them have an edge, and so coloring them needs

(

N

0

)

+

(

N

1

)

(q− 1)+ . . .+

(

N

j

)

(q− 1)j + . . .+

(

N

N

)

(q− 1)N = (1+ q− 1)N .

We give some examples about equidistant rank codes with maximal size in each case.

WhenN = n = 2, q = 2 and d = 2. The code C1 =

((

1 0
0 1

)

,

(

0 0
1 0

)

,

(

0 1
0 0

)

,

(

1 1
1 1

))

in matrix form.

Let α be a primitive element of the Galois field F23 such that α3 = α + 1. We can

construct an equidistant rank code C2 of length n = 2 over F23 and rank distance 2,

where C2 = {(1, α), (α, 1 + α), (1 + α + α2, 1), (0, 1 + α2), (1 + α,α2), (1 + α2, 1 + α +

α2), (α + α2, α+ α2), (α2, 0)}.

We can also consider an example in [20]. Consider an equidistance rank code C3 of

length n = 3 over F23 and rank distance 3. The code C3 is {(α
2, 0, 0), (1, α, α2), (0, 1, α), (1+

α2, 1 + α,α+ α2), (α+ α2, α+ α2, 1), (1 + α,α2, 1 + α2), (α, 1 + α+ α2, 1 + α), (1 + α+

α2, 1 + α2, 1 + α+ α2)}.

Therefore, we get the following proposition.

Proposition 4.2 We have

χn(N × n, 2) = 2N , for pairs (N,n) = (N, 1), (2, 2), (3, 2), (3, 3). (5)

In addition, the size of an equidistant rank code over F2Nwith length n and rank

distance n should be a power of 2 and so we propose an open problem as follow:

χn(N × n, 2) = 2N for all N ≥ n. (6)

If this statement holds, it also means that there is a largest equidistant rank code

over F2N with length n, distance n, size 2N .

Proposition 4.3 For n ≥ 3, we have χn−1(
(

n
2

)

× n, q) ≥ qn − 1.

6



Proof. By Proposition 2.3, it is forward to have χn−1(
(

n
2

)

× n, q) ≥ qn − 1.

In the following we discuss upper bounds of the exactly d-distance coloring of FN×n
q .

First we have

χd(N × n, q) ≤ χ′
d(N × n, q) = qNd. (7)

Furthermore, we use the argument of linear forbidden rank distance codes. An

[N × n, k]q linear rank code M is called an [N × n, k, d]q linear forbidden rank distance

code if M is also an (N × n, d) forbidden rank distance code, i.e., Rk(M) 6= d for any

nonzero codeword M of M. Given N,n(n ≤ N), and d, the maximum dimension of

an [N × n, k, d]q linear forbidden distance code is denoted by k(N × n, d). Similar to

d-distance coloring, we have

χd(N × n, q) ≤ qN(n−k). (8)

χd(N × n, q) ≤ qN(n−k(N×n,d)). (9)

In the following lemma the lower bound on k(N × n, d) is given.

Lemma 4.4 We have

k(N × n, d) ≥ nN −

⌈

logq[2 +

(

n− 1

d− 1

)

(qN − 1)d−1]

⌉

. (10)

Proof. First if

2 +

(

n− 1

d− 1

)

(qN − 1)d−1 ≤ qmN , (11)

then there exists a matrix H over FqN of size m× n such that any column of H is not

equal to the FqN -linear combination of any other d − 1 columns of H by Lemma 2.1.

Hence there is a [N × n, k, d] linear forbidden rank distance code, where the dimension

k ≥ n−m. Take

Nm =

⌈

logq[2 +

(

n− 1

d− 1

)

(qN − 1)d−1]

⌉

.

Thus,

Nk(N,n, d) ≥ Ndim(V)

≥ Nn−Nm

≥ Nn−

⌈

logq[2 +

(

n− 1

d− 1

)

(qN − 1)d−1]

⌉

.

This completes the proof.

Theorem 4.5 We have

χd(N × n, q) ≤ q
⌈logq[2+(

n−1
d−1)(q

N−1)d−1]⌉
. (12)

Proof. The theorem follows from Lemma 4.4 and Eq (9).

In the following table we list some values of two bounds from Eq(12) and Eq(7).
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Table 1: Bounds Comparison
N n d q Bound (12) Bound (7)

6 4 2 2 28 212

6 4 3 2 214 218

6 4 2 3 37 312

6 4 3 3 313 318

5 3 2 2 26 210

5 3 3 3 310 315

10 7 4 2 235 240

10 7 4 3 233 240
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