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Abstract

Let ¢ € (0,1) and 0 € (0,1) be real numbers, and let C' be a coin that comes up
heads with an unknown probability p, such that p # q. We present an algorithm that,

on input C, ¢, and ¢, decides, with probability at least 1 — §, whether p < g or p > q.

log log(1/e)+log(1/6) )
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The expected number of coin flips made by this algorithm is O (
where € = [p — ¢|.

1 Introduction

Let ¢ € (0,1) and ¢ € (0,min{g,1 — ¢}) be real numbers. Consider a coin that comes
up heads with an unknown probability p and, thus, comes up tails with probability 1 — p.
Assume we know that p € {q¢+¢,q — ¢}.

Let 0 € (0,1) be a real number. The following algorithm decides, with probability at
least 1 — 0, whether p = ¢ — ¢ (this corresponds to the output YES) or p = ¢ + € (this
corresponds to the output NO):

e Flip the coin k times, where

. Fn(l/ﬂ |

2¢2
e Let X be the number of heads in this sequence of k coin flips.

— If X < ¢k, then return YES.
— If X > gk, then return NO.
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To prove correctness, assume first that p = ¢ — e. By the Chernoff-Hoeffding bound (see
Lemma [I] below), we have

Pr( the algorithm returns NO) = Pr(X > gk)
Pr (X > qk)
Pr(X > pk + k)
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and, therefore, with probability at least 1 — 9, the algorithm correctly returns YES. By a
symmetric argument, in case p = g+ ¢, the algorithm correctly returns NO with probability
at least 1 — 9.

Observe that this algorithm must know the values of ¢, €, and §. The number of coin
flips made by the algorithm is O(lOg /9y which is optimal for the case when ¢ = 1/2: Any
algorithm that determines, with probability at least 1 —4, whether p = 1/2—corp =1/2+¢,
must flip the coin Q(log 1) ) times in the worst case. For a proof of this claim, see Lemma 5.1
in Anthony and Bartlett [1]. The results by Mannor and Tsitsiklis [3] imply the same lower
bound for the expected number of coin flips made by any algorithm that uses, besides flipping
the coin, randomization to decide when to terminate.

In this paper, we consider a more general version of this problem. Besides the coin having
an unknown probability p € (0, 1) of coming up heads, we are given a real number ¢ € (0, 1)
such that p # ¢ and a real number § € (0,1). How can we decide whether p is smaller than
or larger than ¢7

More formally, we consider the problem of designing an algorithm that takes as input the
above coin and the real numbers ¢ € (0,1) and ¢ € (0,1), and outputs YES or NO, such
that

1. if p < g, then the output is YES with probability at least 1 — 9,
2. if p > ¢, then the output is NO with probability at least 1 — 9.

Any such algorithm will repeatedly flip the coin and determine its output based on the
resulting sequence of heads and tails. The goal is to minimize the number of coin flips made
by the algorithm. Intuitively, this number should depend on the absolute value |p — ¢| of
the difference between p and ¢: The smaller this value is, the more coin flips are needed to
decide which of p and ¢ is larger.

An obvious approach is as follows. For a given value € € (0, 1), the algorithm flips the

coin k times, where
In(1/0)
= ) 1
EEa 0

Let X be the number of heads in this sequence of coin flips. The Chernoff-Hoeftding bound
implies the following two claims: If p < ¢, then

Pr(X > gk +ck) < Pr(X > pk +ck) < e 2 < 4.
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If p > q, then
Pr (X < gk —ck) <Pr(X <pk—ck) < e 2k < 6,

Based on the value of X, the algorithm does the following:
o If X < gk — ¢k, it returns YES.
o if X > gk + ¢k, it returns NO.

e Otherwise, the algorithm does not have enough information to decide which of p and ¢
is larger. In this case, the algorithm chooses a smaller value of €, recomputes the value
of k according to (Il), and repeats.

A natural choice for the values of € is the sequence 1/2° for ¢ = 1,2,3,.... Since each
iteration of this algorithm depends on the outcomes of all previous iterations, it is not clear
that this algorithm is correct with probability at least 1 — 4.

In this paper, we show that we do obtain a correct algorithm, if we take a slightly larger
value for k: In (), we replace In(1/4) by In(72i?/(64)).

Let d= [10g<|piq|ﬂ’

where log is the logarithm to the base 2. If, for example, ¢ = 1/2 and p > ¢, then d is the
position of the leftmost bit in which the (infinite) binary representations of p and ¢ differ.
We can think of d as being the degree of “difficulty”: The larger d is, the closer p and ¢ are
to each other and, thus, the more “difficult” it is to decide whether p < q or p > gq.

Using the new value for k, we prove the following:

1. The output of the algorithm is correct with probability at least 1 — ¢.

2. The expected number of iterations made by the algorithm is at most
d+ 1.2 =log <7) + O(1).
pP—q

3. The expected total number of coin flips made by the algorithm and its expected running
time are

0 (4 -1og(d/8)) = O <<1og10g (L) 4 1og(1/5)) - %) |

lp— 4| (r—2q)

2 The Algorithm

Below, we give a formal description of the algorithm. In Section [, we will analyze the success
probability, the expected number of iterations, and the expected total number of coin flips.



Algorithm COINFLIPPER(C, g, )

Comment: C is a coin with an unknown probability of coming up heads, and ¢ € (0, 1)
and ¢ € (0, 1) are real numbers. All coin flips are mutually independent.

=1,
while true
doce =1/2%
k=n (%) / (2%)1;
flip the coin £ times;
X = number of heads;
it X <qk—ck
then return YES and terminate
elseif X > gk + ¢k
then return NO and terminate
elsei=7+1
endif
endif
endwhile

3 The Analysis of Algorithm COINFLIPPER

Our analysis will use the additive version of the well known Chernoff-Hoeffding bound (see,
e.g., Theorem 1.1 in Dubhashi and Panconesi [2]):

Lemma 1 (Chernoff-Hoeffding) Let k > 1 be an integer and let p € (0,1) be a real
number. Consider a coin that comes up heads with probability p. Let X be the random
variable that counts the number of heads in a sequence of k mutually independent coin flips.
Then, for any real number ¢ € (0,1),

Pr(X > pk+ck) < o~ 2ke’

and ,
Pr (X < pk —ek) < e 2k,

Throughout the rest of this section, p denotes the (unknown) probability that the coin
C comes up heads, and ¢ and 0 are the real numbers that are the input to algorithm
COINFLIPPER(C, q,d). We will assume throughout that p > ¢. The analysis for the case
when p < ¢ is symmetric.



3.1 The Success Probability

We have to prove that, with probability at least 1 — §, algorithm COINFLIPPER(C), g, d)
returns NO. Thus, if we let A be the event

A = “algorithm COINFLIPPER(C, ¢, ) returns YES”,

then we have to prove that Pr(A) <¢.
For each integer ¢ > 1, define the events

A; = “algorithm COINFLIPPER(C, ¢, d) returns YES in iteration 7",
B; = ‘“iteration i of algorithm COINFLIPPER(C, ¢, ¢) takes place”.

Observe that the events A; and A; N B; are the same. Using this, together with the fact that
the event A is the pairwise disjoint union of the A;’s, we have

Pr(A) = Pr <OA,)

< ) Pr(4| B).
=1

Let ¢ > 1 be an integer. We will derive an upper bound on Pr(A; | B;). Consider
iteration i of algorithm COINFLIPPER(C,q,d), and the values of ¢, k, and X during this
iteration. It follows from the algorithm that

< Pr(X <pk-—ck),

where the inequality follows from the assumption that p > ¢. Lemma [Il implies that

Pr(4; | B;) < e 2.

2.2
D I (L
6_11(65),

60 1

72

Since

it follows that
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Using the well known identity Y oo, 1/i* = 7%/6, we conclude that
66

72 L2
i=1

60 T

™™ 6

= 0.

Pr(A)

IN

3.2 The Expected Number of Iterations

Let Y be the random variable that counts the number of iterations made when running al-
gorithm COINFLIPPER(C, ¢, ). For each integer i > 1, define the indicator random variable

1 if iteration 7 takes place,
Y= :
0 otherwise.

Then

Y = iYi.
i=1

()]

Observe that d > 1 and, because of our assumption that p > ¢,
q+1/27<p<qg+1/2¢71

Using the Linearity of Expectation, we have

E(Y) = E(iY)

d+1
= ZE +ZE (Yayje1)
7=1
< d+1+ZE(Yd+j+1).

j=1
Let j > 1 be an integer. Consider iteration d + j of algorithm COINFLIPPER(C, g, d),
and the values of ¢, k, and X during this iteration. We have
E(Yarj) = Pr(Bd+j+1)
= Pr(Bg+j+1 N Basj)

Pr (
Pr(Bayji1 | Bayj) - Pr(Bayj)
r (Batjt1 | Batj)
(gk
(

IA
)

Pr(¢k — ek < X < gk + k)
Pr(X < gk +¢k).

IN
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Since ¢ < p — 1/24, we have

E (Yarjp1) < Pr(X < (p—1/2%)k+ ck)
Pr (X <pk—(1/2"—¢)k).

Observe that .
1/2¢ —e=1/24 —1/27 > 1/2¢ — 1/2% = 1/2¢+1

implying that
E (Yarj41) < Pr (X <pk —k/29M).

Using Lemma [I, we obtain o
1
E (Yayjpr) < e 200

It follows from the algorithm that

L In (w%d;ﬁ)
6
92d+1 > ) " 92d+1

71_2
2£2 " 92d+1
In (6/0) 1

922 92d+1
4771 1n (6/0)
> 4771 1né6.

v

v

Therefore, N
E (Yaij1) < (1/6)7 . (2)
Thus,

E(Y)<d+1+ ia/@)‘”l.

j=1
The infinite series converges and its value is approximately 0.167438, which is less than 0.2.
We conclude that

E(Y) < d+1.2

= s () [ 12

3.3 The Expected Total Number of Coin Flips

Let Z be the random variable that counts the total number of coin flips made when running
algorithm COINFLIPPER(C, ¢,¢). Using the indicator random variables Y; of Section B.2]




and denoting the value of k in iteration ¢ by k;, we have

E(Z) = E(iYk:)

dt1
= ZE -k —I—ZE (Yasj+1) - katjm
7=1
dt1

IN

Zk‘ +ZE Yarjrr) - Kavjar-

Since, for 1 <i<d+ 1,

1. w252
ki < 14=-4"-In(—
= 1ty n<66)

2 2
< 14.%.4@'.111(@)

60

we obtain the following upper bound on the first summation in (3]):
d+1 d+1
1 (d+1)
ki < d+1+4+="-1 4
; < da+1+ 5 n ( ) Z
= 0 (4d . log(d/é)) )

To bound the second summation in (3]), let 7 > 1. Using (2)), we have

1 v 1 . 2 y 12
stz (3) (o ()

Since d + j + 1 < 3dj, it follows that
2 (d+j + 1)? 972(dj)?
< - Y7
1“( 66 ) = 1“( 66 )
3 (dj)?
< ln< 5 ) +In ( 52
< 34+2-In (%) )

Thus, we obtain the following upper bound on the second summation in (3):

j—1

[e’e) o0 1 49 1 - d
Y EGum) e < 32(5) (145000 (v 2 (F))

j=1 7j=1



w (é) n 6

J
1

41 (g +1In (g)) izﬂ : (%)4j + (6)

j—1

e’} - 1 47
AN (6) Inj. (7)
j=2

The infinite series in ([B), (@), and () converge, and their values are approximately 0.167438,
0.679012, and 0.00855737, respectively. Thus,

ZE (Yarjs1) - karj = O (4d ' log(d/é)) . (8)

Jj=1

By combining (@), @) and (&), we obtain our upper bound on the expected total number
of coin flips made by algorithm COINFLIPPER(C), ¢, J):

E(Z) = O (4 log(d/é))

~ 0 ((loglog (Wicﬂ) +log(1/5)) - ﬁ) |

Since the running time of algorithm COINFLIPPER(C), ¢, d) is proportional to Z, we obtain
the same upper bound on its expected running time.
The following theorem summarizes our result.

Theorem 1 Let g € (0,1) and § € (0,1) be real numbers, and let C' be a coin that comes up
heads with an unknown probability p, such that p # q. Algorithm COINFLIPPER(C), q,0) has
the following properties:

1. If p < q, then the output is YES with probability at least 1 — .
2. If p > q, then the output is NO with probability at least 1 — .

3. Let e = |p — q|. The expected total number of coin flips is

o <1oglog(1/a) + log(1/5)) _

e2

Open Problem 1 The expected number of coin flips in Theorem[dl contains the term loglog(1/e),

where the value of € is not known when the algorithm starts. Does there exist an algorithm

that solves the problem by making, in expectation, O (M> coin flips?
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