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#### Abstract

We introduce post-associative algebra structures and study their relationship to post-Lie algebra structures, Rota-Baxter operators and decompositions of associative algebras and Lie algebras. We show several results on the existence of such structures. In particular we prove that there exists no post-Lie algebra structure on a pair $(\mathfrak{g}, \mathfrak{n})$, where $\mathfrak{n}$ is a simple Lie algebra and $\mathfrak{g}$ is a reductive Lie algebra, which is not isomorphic to $\mathfrak{n}$. We also show that there is no post-associative algebra structure on a pair $(A, B)$ arising from a Rota-Baxter operator of $B$, where $A$ is a semisimple associative algebra and $B$ is not semisimple. The proofs use results on Rota-Baxter operators and decompositions of algebras.


## 1. Introduction

Post-Lie algebras and post-Lie algebra structures naturally arise in differential geometry, in the study of geometric structures on Lie groups and crystallographic groups. Existence questions in geometry often can be translated to existence questions for pre- or post-Lie algebra structures. A well-known example is Milnor's question on the existence of left-invariant affine structures on Lie groups. See [4, 5, 6] for a survey of the questions and results obtained on the existence and classification of post-Lie algebra structures.
On the other hand, these structures also arise in many other areas, such as operad theory, homology of partition sets, universal enveloping algebras, Yang-Baxter groups, Rota-Baxter operators and $R$-matrices [9, 23]. In particular it is well-known [2] that Rota-Baxter operators $R$ of weight 1 on $\mathfrak{n}$ are in bijective correspondence to post-Lie algebra structures on pairs ( $\mathfrak{g}, \mathfrak{n}$ ), where $\mathfrak{n}$ is complete. Recall that a Rota-Baxter operator on an algebra $A$ is a linear operator $R: A \rightarrow A$ satisfying the identity

$$
R(x) R(y)=R(R(x) y+x R(y)+\lambda x y)
$$

for all $x, y \in A$ and a scalar $\lambda$. Such an operator on a Lie algebra always yields a post-Lie algebra structure. Therefore it is very natural to use Rota-Baxter operators for the existence and classification of post-Lie algebra structures. We have already obtained several results in [6] by using Rota-Baxter operators. In this paper we obtain further results on post-Lie algebra structures and correct the proof of Proposition 3.7 and 3.8 in [6], which relied on a decomposition theorem of Lie algebras, namely Proposition 3.6 in [6], which unfortunately is in error. For details see Remark 4.9. Decompositions of algebras as a sum of two subalgebras arise naturally from Rota-Baxter operators on $A$. Here we can use strong theorems on decompositions of Lie and associative algebras by Onishchik [21, 22], Bahturin and Kegel [1], Koszul [17] and others. Instead of post-Lie algebras one can also consider post-associative algebras [12] and hence also

[^0]post-associative algebra structures instead of post-Lie algebra structures. Again Rota-Baxter operators on an associative algebra yield post-associative algebra structures. Furthermore, a post-associative structure on a pair of associative algebras induces a post-Lie algebra structure on the pair of Lie algebras given by commutator. We prove several results on the existence of post-associative structures.
The paper is organized as follows. In section 2 we introduce the notion of a post-associative algebra structure and recall the basic definitions concerning post-Lie algebra structures and Rota-Baxter operators. We state the decomposition results for Lie algebras by Onishchik, which we will need later on.
In section 3 we prove that every post-associative algebra structure on a pair of associative algebras $(A, B)$, where $B$ is semisimple, arises from a Rota-Baxter operator on $B$. We show that, given a post-associative algebra structure on a pair of semisimple associative algebras $(A, B)$, that the algebras are isomorphic provided one of them is simple. Furthermore we show that there are no proper semisimple decompositions of the matrix algebra $M_{n}(\mathbb{C})$.
In section 4 we prove the following result in Theorem 4.1. Suppose that there is a post-Lie algebra structure on a pair of real or complex Lie algebras $(\mathfrak{g}, \mathfrak{n})$, where $\mathfrak{n}$ is simple and $\mathfrak{g}$ is reductive. Then $\mathfrak{g}$ is also simple and both $\mathfrak{g}$ and $\mathfrak{n}$ are isomorphic. This generalizes Theorem 3.1 of [6]. Then we give a new proof of Proposition 3.8 of [6], which is stated here as Corollary 4.8 and holds for arbitrary fields of characteristic zero: let $(V, \cdot)$ be a post-Lie algebra structure on a pair $(\mathfrak{g}, \mathfrak{n})$ over a field of characteristic zero, where $\mathfrak{g}$ is semisimple and $\mathfrak{n}$ is complete. Then $\mathfrak{n}$ is semisimple. We also give a new proof of Proposition 3.7 of [6] in Corollary 4.11, Finally we obtain results on post-associative algebra structures using a classical theorem on nilpotent decompositions by Kegel [15].

## 2. Preliminaries

In 2004, Loday and Ronco [18] introduced the notion of a dendriform trialgebra, also named post-associative algebra in [12], which generalizes the notion of a dendriform algebra.

Definition 2.1. A vector space $V$ over a field $K$ with three bilinear operations $\succ, \prec, \cdot$ is called a post-associative algebra, if the following identities are satisfied for all $x, y, z \in V$ :

$$
\begin{aligned}
(x \prec y) \prec z & =x \prec(y * z), \\
(x \succ y) \prec z & =x \succ(y \prec z), \\
(x * y) \succ z & =x \succ(y \succ z), \\
x \succ(y \cdot z) & =(x \succ y) \cdot z, \\
(x \prec y) \cdot z & =x \cdot(y \succ z), \\
(x \cdot y) \prec z & =x \cdot(y \prec z), \\
(x \cdot y) \cdot z & =x \cdot(y \cdot z) .
\end{aligned}
$$

where $x * y:=x \prec y+x \succ y+x \cdot y$.
In 2007 Vallette [23] introduced the notion of a post-Lie algebra in the context of homology of generalized partition posets.

Definition 2.2. A vector space $V$ over $K$ with two bilinear operations [,] and • is called a post-Lie algebra, if the following identities are satisfied for all $x, y, z \in V$ :

$$
\begin{aligned}
{[x, y] } & =-[y, x], \\
{[x,[y, z]] } & =-[y,[z, x]]-[z,[x, y]], \\
{[y, x] \cdot z } & =(x \cdot y) \cdot z-x \cdot(y \cdot z)-(y \cdot x) \cdot z+y \cdot(x \cdot z), \\
x \cdot[y, z] & =[x \cdot y, z]+[y, x \cdot z] .
\end{aligned}
$$

In particular, $(V,[]$,$) is a Lie algebra. We obtain a second Lie bracket on V$ by

$$
\{x, y\}:=x \cdot y-y \cdot x+[x, y] .
$$

In the study of geometric structures on Lie groups the notion of a post-Lie algebra structure was defined 2012 in [4]. Although it arises in a different context than a post-Lie algebra, it is just a reformulation of it.

Definition 2.3. Let $\mathfrak{g}=(V,[]$,$) and \mathfrak{n}=(V,\{\}$,$) be two Lie brackets on a vector space V$ over $K$. A post-Lie algebra structure on the pair $(\mathfrak{g}, \mathfrak{n})$ is a $K$-bilinear product $x \cdot y$ satisfying the identities

$$
\begin{align*}
x \cdot y-y \cdot x & =[x, y]-\{x, y\},  \tag{1}\\
{[x, y] \cdot z } & =x \cdot(y \cdot z)-y \cdot(x \cdot z),  \tag{2}\\
x \cdot\{y, z\} & =\{x \cdot y, z\}+\{y, x \cdot z\} \tag{3}
\end{align*}
$$

for all $x, y, z \in V$.
Analogously we can define the notion of a post-associative algebra structure as a reformulation of a post-associative algebra.

Definition 2.4. Let $A=(V, \bullet)$ and $B=(V, \circ)$ be two associative products on a vector space $V$ over $K$. A post-associative algebra structure on the pair $(A, B)$ is a pair of $K$-bilinear products $x \succ y, x \prec y$ satisfying the identities:

$$
\begin{align*}
x \bullet y-x \circ y & =x \succ y+x \prec y,  \tag{4}\\
(x \bullet y) \succ z & =x \succ(y \succ z),  \tag{5}\\
x \prec(y \bullet z) & =(x \prec y) \prec z,  \tag{6}\\
x \succ(y \circ z) & =(x \succ y) \circ z,  \tag{7}\\
(x \circ y) \prec z & =x \circ(y \prec z),  \tag{8}\\
(x \prec y) \circ z & =x \circ(y \succ z) \tag{9}
\end{align*}
$$

for all $x, y, z \in V$.
Rewriting $x \circ y=x \cdot y$ and $x \bullet y=x * y$ we see that a post-associative algebra structure corresponds to a post-associative algebra.
We can associate a post-Lie algebra structure to a post-associative structure as follows. Let $\mathfrak{g}=(V,[]$,$) be the Lie algebra with bracket [x, y]=x \bullet y-y \bullet x$ and $\mathfrak{n}=(V,\{\}$,$) be the Lie$ algebra with bracket $\{x, y\}=x \circ y-y \circ x$. Let us write a pair of associative algebras $A=(V, \bullet)$ and $B=(V, \circ)$ by $(A, B)$. Then we have the following result.

Lemma 2.5. Let $(V, \succ, \prec)$ be a post-associative structure on a pair of associative algebras $(A, B)$. Then

$$
x \cdot y=x \succ y-y \prec x
$$

defines a post-Lie algebra structure on the pair $(\mathfrak{g}, \mathfrak{n})$.
Proof. The proof is straightforward and has been given in [2] in terms of post-Lie algebras and post-associative algebras. Indeed, by (4) we have

$$
\begin{aligned}
& x \bullet y=x \succ y+x \prec y+x \circ y, \\
& y \bullet x=y \succ x+y \prec x+y \circ x,
\end{aligned}
$$

and the difference yields identity (11). The identities (2) and (3) follow similarly.
Note that the map $D_{x}: \mathfrak{n} \rightarrow \mathfrak{n}$ defined by

$$
D_{x}(a)=x \succ a-a \prec x
$$

is a derivation of $\mathfrak{n}$ for every $x \in \mathfrak{n}$.
We can derive further identities from the above definition, in particular the following one.
Lemma 2.6. Let $(V, \succ, \prec)$ be a post-associative algebra structure on a pair $(A, B)$ of associative algebras. Then we have

$$
\begin{equation*}
(x \succ y) \prec z=x \succ(y \prec z) \tag{10}
\end{equation*}
$$

for all $x, y, z \in V$.
Proof. Using the identities (4)-(9) we have

$$
\begin{aligned}
(x \bullet y) \bullet z & =(x \bullet y) \succ z+(x \bullet y) \prec z+(x \bullet y) \circ z \\
& =(x \bullet y) \succ z+(x \succ y) \prec z+(x \prec y) \prec z+(x \circ y) \prec z \\
& +(x \succ y) \circ z+(x \prec y) \circ z+(x \circ y) \circ z,
\end{aligned}
$$

and similarly,

$$
\begin{aligned}
x \bullet(y \bullet z) & =x \succ(y \bullet z)+x \prec(y \bullet z)+x \circ(y \bullet z) \\
& =x \prec(y \bullet z)+x \succ(y \succ z)+x \succ(y \prec z)+x \succ(y \circ z) \\
& +x \circ(y \succ z)+x \circ(y \prec z)+x \circ(y \circ z) .
\end{aligned}
$$

This yields, using the associativity of $\bullet$ and $\circ$,

$$
\begin{aligned}
0 & =(x \bullet y) \bullet z-x \bullet(y \bullet z) \\
& =(x \bullet y) \succ z+(x \succ y) \prec z+(x \prec y) \prec z+(x \circ y) \prec z+(x \succ y) \circ z \\
& +(x \prec y) \circ z+(x \circ y) \circ z-x \prec(y \bullet z)-x \succ(y \succ z)-x \succ(y \prec z) \\
& -x \succ(y \circ z)-x \circ(y \succ z)-x \circ(y \prec z)-x \circ(y \circ z) \\
& =(x \succ y) \prec z-x \succ(y \succ z) .
\end{aligned}
$$

Note that the identity (10) allows us, together with (5) and (6), to view $V$ as an associative $A$-bimodule.

Definition 2.7. Let $A$ be an algebra over a $K$-vector space $V$ and $\lambda \in K$. A linear operator $R: A \rightarrow A$ satisfying the identity

$$
\begin{equation*}
R(x) R(y)=R(R(x) y+x R(y)+\lambda x y) \tag{11}
\end{equation*}
$$

for all $x, y \in A$ is called a Rota-Baxter operator on $A$ of weight $\lambda$, or just $R B$-operator.
Two obvious examples are given by $R=0$ and $R=\lambda \mathrm{id}$, for an arbitrary algebra. These are called the trivial RB-operators. Starting with an algebra $A=(V, \cdot)$ together with an RB-operator $R$ of nonzero weight $\lambda$ we can define a new bilinear product by

$$
\begin{equation*}
x \circ y=R(x) \cdot y+x \cdot R(y)+\lambda x \cdot y . \tag{12}
\end{equation*}
$$

One can show that the new algebra $B=(V, \circ)$ belongs to the same variety of algebras as $A$, see [3, 11]. In particular, if $A$ is an associative algebra, so is $B$. Similarly, if $A=\mathfrak{g}$ is a Lie algebra, so is $B=\mathfrak{n}$. Note that $R$ and $R+\lambda$ id are homomorphisms from $A$ to $B$, respectively from $\mathfrak{g}$ to $\mathfrak{n}$.

We recall Proposition 2.13 in [6], see also Corollary 5.6 in [2].
Proposition 2.8. Let $(\mathfrak{n},\{\}$,$) be a Lie algebra with an RB-operator of weight 1. Then$

$$
x \cdot y=\{R(x), y\}
$$

defines a post-Lie algebra structure on the pair $(\mathfrak{g}, \mathfrak{n})$, where the Lie bracket $[x, y]$ on $\mathfrak{g}$ is defined $b y$ (11).

The corresponding result for a post-associative algebra structure has been shown in [8], section 4 in terms of dendriform trialgebras.

Proposition 2.9. Let ( $B, \circ$ ) be an associative algebra with an $R B$-operator of weight 1 . Then

$$
\begin{aligned}
& x \succ y=R(x) \circ y \\
& x \prec y=x \circ R(y)
\end{aligned}
$$

define a post-associative algebra structure on the pair $(A, B)$, where the associative product $x \cdot y$ on $A$ is defined by (4).

Conversely we have shown in Corollary 2.15 of [6] that every post-Lie algebra structure on $(\mathfrak{g}, \mathfrak{n})$, where $\mathfrak{n}$ is complete, arises by an RB-operator of weight 1 on $\mathfrak{n}$.

Definition 2.10. A triple $\left(A, A_{1}, A_{2}\right)$ of algebras is called a decomposition of $A$, if $A_{1}, A_{2}$ are subalgebras of $A$ and $A=A_{1}+A_{2}$ is a vector space sum of $A_{1}$ and $A_{2}$. The decomposition is called proper, if $A_{1}$ and $A_{2}$ are proper subalgebras of $A$. It is called direct if $A_{1} \cap A_{2}=(0)$ and it is called semisimple if $A, A_{1}, A_{2}$ are semisimple.

We recall the following theorems by Onishchik [21, 22].
Theorem 2.11. Let $L$ be a compact Lie algebra and $L^{\prime}, L^{\prime \prime}$ be two subalgebras of $L$. Let $L=S \oplus Z, L^{\prime}=S^{\prime} \oplus Z^{\prime}$, and $L^{\prime \prime}=S^{\prime \prime} \oplus Z^{\prime \prime}$, where $Z, Z^{\prime}, Z^{\prime \prime}$ are the centers and $S, S^{\prime}, S^{\prime \prime}$ are semisimple ideals. Denote by $\widetilde{Z}^{\prime}$ and $\widetilde{Z}^{\prime \prime}$ the projections of $Z^{\prime}$ and $Z^{\prime \prime}$ on $Z$. Then we have $L=L^{\prime}+L^{\prime \prime}$ if and only if $S=S^{\prime}+S^{\prime \prime}$ and $Z=\widetilde{Z}^{\prime}+\widetilde{Z}^{\prime \prime}$.

Theorem 2.12. Let $L$ be a compact Lie algebra and $L^{\prime}, L^{\prime \prime}$ be two subalgebras of $L$. All proper decompositions $\left(L, L^{\prime}, L^{\prime \prime}\right)$ are given as follows:

| $L$ | $L^{\prime}$ | $L^{\prime \prime}$ | $L^{\prime} \cap L^{\prime \prime}$ |
| :---: | :---: | :---: | :---: |
| $A_{2 n-1}, n>1$ | $C_{n}$ | $A_{2 n-2}, A_{2 n-2} \oplus T$ | $C_{n-1}, C_{n-1} \oplus T$ |
| $D_{n+1}, n>2$ | $B_{n}$ | $A_{n}, A_{n} \oplus T$ | $A_{n-1}, A_{n-1} \oplus T$ |
| $D_{2 n}, n>1$ | $B_{2 n-1}$ | $C_{n}, C_{n} \oplus T, C_{n} \oplus A_{1}$ | $C_{n-1}, C_{n-1} \oplus T, C_{n-1} \oplus A_{1}$ |
| $B_{3}$ | $G_{2}$ | $B_{2}, B_{2} \oplus T, D_{3}$ | $A_{1}, A_{1} \oplus T, A_{2}$ |
| $D_{4}$ | $B_{3}$ | $B_{2}, B_{2} \oplus T, B_{2} \oplus A_{1}$, | $A_{1}, A_{1} \oplus T, A_{1} \oplus A_{1}$, |
|  |  | $D_{3}, D_{3} \oplus T, B_{3}$ | $A_{2}, A_{2} \oplus T, G_{2}$ |
| $D_{8}$ | $B_{7}$ | $B_{4}$ | $B_{3}$ |

In this table we have listed several decompositions in the same line. For example, the last decomposition with $L=D_{4}$ is $D_{4}=B_{3}+B_{3}$ with intersection $L^{\prime} \cap L^{\prime \prime} \cong G_{2}$.

Definition 2.13. A subalgebra $S$ of a Lie algebra $L$ is called a reductive in $L$, if $S$ is reductive and, moreover, $\operatorname{ad}(z)$ is semisimple in $\operatorname{End}(L)$ for every $z$ from the center of $S$.

Denote a decomposition of Lie algebras $\left(L, L^{\prime}, L^{\prime \prime}\right)$ reductive, if $L, L^{\prime}, L^{\prime \prime}$ are reductive. We have the following result by Koszul [17].

Theorem 2.14. Let $\left(L, L^{\prime}, L^{\prime \prime}\right)$ be a direct reductive decomposition over a field of characteristic zero, where $L^{\prime}$ and $L^{\prime \prime}$ are subalgebras reductive in $L$. Then we have $L \cong L^{\prime} \oplus L^{\prime \prime}$ and $L^{\prime}, L^{\prime \prime}$ are ideals in $L$.

Note that any subalgebra of a compact Lie algebra $L$ is reductive in $L$.

## 3. Semisimple decompositions of associative algebras

Similarly to the case of post-Lie algebra structures we can also ask in which cases all postassociate algebra structures arise from a Rota-Baxter operator. We have the following result.

Theorem 3.1. Let $(A, B)$ be a pair of associative algebras over an algebraically closed field $K$, where $B$ is semisimple. Then every post-associative algebra structure $(V, \succ, \prec)$ on $(A, B)$ arises from an $R B$-operator $R$ of weight 1 with $x \succ y=R(x) \circ y$ and $x \prec y=x \circ R(y)$.

Proof. By the Artin-Wedderburn theorem [16] we have $B=B_{1} \oplus B_{2} \oplus \cdots \oplus B_{q}$, where $B_{i}=$ $M_{n_{i}}(K)$. Let us denote by $e_{i j}^{a}$ the matrix with entry 1 at position $(i, j)$ and zero otherwise from the summand $M_{n_{a}}(K)$. Define coefficients $l_{i j a, k l b}^{s t c}, r_{i j a, k l b}^{s t c} \in K$ by

$$
\begin{aligned}
e_{i j}^{a} \succ e_{k l}^{b} & =\sum_{s, t, c} r_{i j a, k l b}^{s t c} e_{s t}^{c}, \\
e_{i j}^{a} \prec e_{k l}^{b} & =\sum_{s, t, c} l_{i j a, k l b}^{s t c} e_{s t}^{c} .
\end{aligned}
$$

Rewriting both sides of (8) we obtain

$$
\begin{aligned}
& \left(e_{i j}^{a} \circ e_{k l}^{b}\right) \prec e_{m p}^{c}=\delta_{a b} \delta_{j k} \sum_{s, t, d} l_{i l a, m p c}^{s t d} e_{s t}^{d}, \\
& e_{i j}^{a} \circ\left(e_{k l}^{b} \prec e_{m p}^{c}\right)=\sum_{s, t, d} l_{k l b, m p c}^{s t d} \delta_{a d} \delta_{j s} e_{i t}^{d},
\end{aligned}
$$

where $\delta_{i j}$ denotes the Kronecker delta. Comparing both sides we conclude that $l_{k l b, m p c}^{j t a}=0$ when $a \neq b$ or $j \neq k$ and $l_{j l a, m p c}^{j t a}=l_{u l a, m p c}^{u t a}$ for any $1 \leq j, u \leq n_{a}$. In the same way by (7) we
obtain $r_{i j a, k l b}^{s t c}=0$ when $b \neq c$ or $l \neq t$ and $r_{i j a, k l b}^{s l b}=r_{i j a, k v b}^{s v b}$ for any $1 \leq l, v \leq n_{b}$. Then (9) yields the equality $l_{i j a, k l b}^{i m a}=r_{k l b, m n a}^{j n a}$ for all $1 \leq i, j, m, n \leq n_{a}, 1 \leq k, l \leq n_{b}$ and $1 \leq a, b \leq q$. Now define a linear map $R: B \rightarrow B$ by

$$
R\left(e_{i j}^{a}\right)=\sum_{s, k, b} r_{i j a, k l b}^{s l b} e_{s k}^{b} .
$$

The conditions on the coefficients $l_{i j a, k l b}^{s t c}$ and $r_{i j a, k l b}^{s t c}$ obtained above now ensure that we can rewrite the post-associative algebra structure by

$$
x \succ y=R(x) \circ y, x \prec y=x \circ R(y) .
$$

The identities (77)-(9) are trivially satisfied, and (4)-(6) yield

$$
\begin{aligned}
x \bullet y & =R(x) \circ y+x \circ R(y)+x \circ y, \\
R(x \bullet y) \circ z & =R(x) \circ R(y) \circ z, \\
z \circ R(x \bullet y) & =z \circ R(x) \circ R(y)
\end{aligned}
$$

for all $x, y, z \in V$. Since $B$ is semisimple, it has zero annihilator. Hence $R$ is an RB-operator on $B$ of weight 1 and we are done.

We have the following corollary.
Corollary 3.2. Let $(V, \succ, \prec)$ be a post-associative structure on a pair of associative algebras $(A, B)$ over an algebraically closed field $K$ with $A=\left(M_{n}(K), \bullet\right)$ and $B=(V, \circ)$ semisimple. Then $A \cong B$ and we have either $x \succ y=x \prec y=0$ and $x \circ y=x \bullet y$, or $x \bullet y=x \succ y=x \prec$ $y=-x \circ y$.

Proof. By Theorem 3.1 the post-associative algebra structure on $(A, B)$ is given by an RBoperator $R$ on $B$ of weight 1. Both $\operatorname{ker}(R)$ and $\operatorname{ker}(R+\mathrm{id})$ are ideals in $A$. Since $A$ is simple, either $\operatorname{ker}(R)=A$ or $\operatorname{ker}(R+\mathrm{id})=A$. In the first case we have $x \succ y=x \prec y=0$ and $x \circ y=x \bullet y$, and in the second case we have $x \bullet y=x \succ y=x \prec y=-x \circ y$, or $\operatorname{ker}(R)=\operatorname{ker}(R+\mathrm{id})=(0)$. However, the last equalities are impossible, because then $R$ and $R+\mathrm{id}$ were two isomorphisms from $A$ to $B$, so that $\varphi=(R+\mathrm{id}) R^{-1}$ were an automorphism of $B$ with $\varphi(1)=1+R^{-1}(1) \neq 1$, a contradiction.

We can obtain a similar result for the case where $A$ is semisimple and $B$ is a simple algebra over $\mathbb{C}$. This is based on the following decomposition theorem.

Theorem 3.3. There are no proper semisimple decompositions of the matrix algebra $M_{n}(\mathbb{C})$.
Proof. let $A=M_{n}(\mathbb{C})$. Suppose that we have a proper semisimple decomposition $A=A_{1}+A_{2}$ over $\mathbb{C}$. By the Artin-Wedderburn theorem,

$$
\begin{aligned}
& A_{1}=M_{i_{1}}(\mathbb{C}) \oplus \cdots \oplus M_{i_{k}}(\mathbb{C}), \\
& A_{2}=M_{j_{1}}(\mathbb{C}) \oplus \cdots \oplus M_{j_{l}}(\mathbb{C})
\end{aligned}
$$

for some integers $i_{1}, \ldots, i_{k}$ and $j_{1}, \ldots, j_{l}$. This induces a decomposition of Lie algebras $A^{-}=$ $A_{1}^{-}+A_{2}^{-}$, where the Lie bracket is given by the commutator, so that

$$
\begin{aligned}
& A^{-}=\mathfrak{g l}_{n}(\mathbb{C}) \cong \mathfrak{s l}_{n}(\mathbb{C}) \oplus \mathbb{C}, \\
& A_{1}^{-}=\mathfrak{s l}_{i_{1}}(\mathbb{C}) \oplus \cdots \oplus \mathfrak{s l}_{i_{k}}(\mathbb{C}) \oplus \mathbb{C}^{k}, \\
& A_{2}^{-}=\mathfrak{s l}_{j_{1}}(\mathbb{C}) \oplus \cdots \oplus \mathfrak{s l}_{j_{l}}(\mathbb{C}) \oplus \mathbb{C}^{l} .
\end{aligned}
$$

Considering the compact real form for every simple Lie algebra involved we obtain a proper decomposition $B=B_{1}+B_{2}$ of reductive Lie algebras over $\mathbb{R}$, namely

$$
\begin{aligned}
B & =\mathfrak{s u}(n) \oplus \mathbb{R}, \\
B_{1} & =\mathfrak{s u}\left(i_{1}\right) \oplus \cdots \oplus \mathfrak{s u}\left(i_{k}\right) \oplus \mathbb{R}^{k}, \\
B_{2} & =\mathfrak{s u}\left(j_{1}\right) \oplus \cdots \oplus \mathfrak{s u}\left(j_{l}\right) \oplus \mathbb{R}^{l} .
\end{aligned}
$$

This is justified by Lemma 1.3 from [22], which says that we have a decomposition $L=L_{1}+L_{2}$ over $\mathbb{R}$ if and only if we have a decomposition $L^{\mathbb{C}}=L_{1}^{\mathbb{C}}+L_{2}^{\mathbb{C}}$ for the complexification of the real Lie algebras. By Theorem [2.11, we obtain a semisimple decomposition

$$
\mathfrak{s u}(n)=\mathfrak{s u}\left(i_{1}\right) \oplus \cdots \oplus \mathfrak{s u}\left(i_{k}\right)+\mathfrak{s u}\left(j_{1}\right) \oplus \cdots \oplus \mathfrak{s u}\left(j_{l}\right) .
$$

This is a contradiction to Theorem 2.12.
Corollary 3.4. Let $(V, \succ, \prec)$ be a post-associative structure on a pair of associative algebras $(A, B)$ with $A=(V, \bullet)$ semisimple and $B=\left(M_{n}(\mathbb{C}), \circ\right)$. Then $A \cong B$ and we have either $x \succ y=x \prec y=0$ and $x \circ y=x \bullet y$, or $x \bullet y=x \succ y=x \prec y=-x \circ y$.
Proof. By Theorem 3.1 the post-associative algebra structure on $(A, B)$ is given by an RBoperator $R$ on $B$ of weight 1 . Then we have a decomposition

$$
B=\operatorname{im}(R)+\operatorname{im}(R+\mathrm{id}),
$$

since $x=R(-x)+(R+\mathrm{id})(x)$ for every $x \in A$. By Theorem 3.3, $R$ is trivial and the claim follows.

Lemma 3.5. Let $\left(A, A_{1}, A_{2}\right)$ be a direct semisimple decomposition of associative algebras over $\mathbb{C}$. Then we have $A \cong A_{1} \oplus A_{2}$.

Proof. We consider the compact real forms of the direct decomposition $A^{-}=A_{1}^{-}+A_{2}^{-}$of Lie algebras as in the proof of Theorem 3.3. By Theorem 2.14 we obtain $A^{-} \cong A_{1}^{-} \oplus A_{2}^{-}$over $\mathbb{R}$ and hence $A \cong A_{1} \oplus A_{2}$ over $\mathbb{C}$.

## 4. Reductive decompositions of Lie algebras

We can generalize Theorem 3.1 of [6] as follows.
Theorem 4.1. Suppose that there is a post-Lie algebra structure on $(\mathfrak{g}, \mathfrak{n})$ over $\mathbb{R}$ or $\mathbb{C}$, where $\mathfrak{n}$ is simple and $\mathfrak{g}$ is reductive. Then $\mathfrak{g}$ is also simple and both $\mathfrak{g}$ and $\mathfrak{n}$ are isomorphic.

Proof. Since $\mathfrak{n}$ is complete there is a bijection between post-Lie algebra structures on ( $\mathfrak{g}, \mathfrak{n}$ ) and RB-operators on $\mathfrak{n}$ of weight 1 . So let $R$ be an RB-operator of weight 1 on $\mathfrak{n}$ corresponding to the given post-Lie algebra structure on $(\mathfrak{g}, \mathfrak{n})$. We have a proper reductive decomposition $\mathfrak{n}=\operatorname{im}(R)+\operatorname{im}(R+\mathrm{id})$. Furthermore $\mathfrak{g}=\mathfrak{a} \oplus \mathfrak{b} \oplus \mathfrak{c}$ is the sum of three ideals with $\mathfrak{a}=\operatorname{ker}(R)$ and $\mathfrak{b}=\operatorname{ker}(R+\mathrm{id})$. Assume that the field is $\mathbb{C}$. Consider the decomposition $\mathfrak{n}=\operatorname{im}(R)+\mathrm{im}(R+\mathrm{id})$
over the real numbers, splitting it into semisimple and abelian parts, see Theorem [2.11. We obtain a proper semisimple decomposition

$$
\mathfrak{n}_{\mathbb{R}}=\mathfrak{s}_{1}+\mathfrak{s}_{2}
$$

where $\mathfrak{n}_{\mathbb{R}}$ is the compact real form of $\mathfrak{n}$ and $\mathfrak{s}_{1}, \mathfrak{s}_{2}$ are the semisimple parts of $\operatorname{im}(R)$ and $\operatorname{im}(R+\mathrm{id})$ considered over $\mathbb{R}$ respectively. Suppose that $\mathfrak{c}$ is abelian. Then the decomposition $\mathfrak{n}_{\mathbb{R}}=\mathfrak{s}_{1} \oplus \mathfrak{s}_{2}$ is direct, which is impossible by Theorem 2.12. Hence $\mathfrak{c}$ is non-abelian and nonzero, so that $\operatorname{im}(R)$ and $\operatorname{im}(R+\mathrm{id})$ contain a pair of isomorphic simple summands. Suppose that $\mathfrak{a}$ and $\mathfrak{b}$ are non-abelian. Then $\operatorname{im}(R), \operatorname{im}(R+\mathrm{id})$ and hence $\mathfrak{s}_{1}, \mathfrak{s}_{2}$ have at least two simple summands. This is again impossible by Theorem [2.12. On the other hand, suppose that $\mathfrak{a}$ and $\mathfrak{b}$ are abelian. Then we have $\mathfrak{s}_{1} \cong \mathfrak{s}_{2}$. By Theorem 2.12 this is only possible in the case $D_{4}=B_{3}+B_{3}$ over $\mathbb{R}$. With $\mathfrak{a}=\mathbb{C}^{k}, \mathfrak{b}=\mathbb{C}^{l}$ and $\mathfrak{c}=B_{3} \oplus \mathbb{C}^{m}$ we may rewrite the decomposition $\mathfrak{n}=\operatorname{im}(R)+\operatorname{im}(R+\mathrm{id})$ as

$$
D_{4}=\left(B_{3} \oplus \mathbb{C}^{l+m}\right)+\left(B_{3} \oplus \mathbb{C}^{k+m}\right)
$$

We have $28=\operatorname{dim}\left(\mathbb{C}^{k} \oplus \mathbb{C}^{l} \oplus B_{3} \oplus \mathbb{C}^{m}\right)$, so that $k+l+m=\operatorname{dim}\left(D_{4}\right)-\operatorname{dim}\left(B_{3}\right)=7$. Hence at least one of the summands from the above decomposition contains a subalgebra $B_{3} \oplus \mathbb{C}^{4}$. So the centralizer of $B_{3}$ in $D_{4}$ is at least 4-dimensional. However, according to [20, Table 11] it can be at most 1-dimensional. This gives a contradiction.
Finally, suppose that only one of $\mathfrak{a}$ and $\mathfrak{b}$ is abelian. We may suppose that $\mathfrak{s}_{1}$ is simple. But then $\mathfrak{s}_{1}$ is a proper ideal in $\mathfrak{s}_{2}$, contradicting again Theorem 2.12. Over $\mathbb{R}$, we can complexify the RB-operator and the decomposition obtaining a proper reductive decomposition of a simple Lie algebra over $\mathbb{C}$.
Remark 4.2. The above theorem has an easier proof for the exceptional Lie algebras $G_{2}$ and $E_{8}$, not using the classification by Onishchik. For $G_{2}$, the statement follows from the description of all its subalgebras [7, 19]. For $E_{8}$, it follows from the information on the centralizers of all its semisimple subalgebras [20, Table 14].
Corollary 4.3. Let $L$ be a real or complex simple Lie algebra of exceptional type, or of type $B_{n}, C_{n}$ with $n \geq 3$. Then there is no proper reductive decomposition $\left(L, L^{\prime}, L^{\prime \prime}\right)$.
Proof. This follows as above from Theorem 2.12.
Recall that $Z^{1}(\mathfrak{g}, M)$ denotes the space of 1-cocyles for the Lie algebra cohomology of $\mathfrak{g}$ with a $\mathfrak{g}$-module $M$, and $B^{1}(\mathfrak{g}, M)$ the space of 1-coboundaries.
Lemma 4.4. Let $(V, \cdot)$ be a post-Lie algebra structure on a pair ( $\mathfrak{g}, \mathfrak{n}$ ) arising from an $R B$ operator $R$ of weight 1 on $\mathfrak{n}$. Let $M$ be a $\mathfrak{g}$-module. Then

$$
x \cdot \mathfrak{g} m=R(x) \cdot{ }_{\mathfrak{n}} m
$$

for $x \in V, m \in M$ defines $a \mathfrak{g}$-module structure on $M$. For a 1-cocycle $d \in Z^{1}(\mathfrak{n}, M)$ the linear map $d_{R}$ defined by $d_{R}(x)=d(R(x))$ is a 1-cocycle in $Z^{1}(\mathfrak{g}, M)$.
Proof. By (11) we have

$$
\begin{aligned}
{[x, y] \cdot \mathfrak{g} m } & =R([x, y]) \cdot \mathfrak{n} m \\
& =\{R(x), R(y)\} \cdot \mathfrak{n} m \\
& =R(x) \cdot \mathfrak{n}\left(R(y) \cdot{ }_{\mathfrak{n}} m\right)-R(y) \cdot \mathfrak{n}(R(x) \cdot \mathfrak{n} m) \\
& =x \cdot_{\mathfrak{g}}(y \cdot \mathfrak{g} m)-y \cdot_{\mathfrak{g}}\left(x \cdot_{\mathfrak{g}} m\right) .
\end{aligned}
$$

Hence $M$ is a $\mathfrak{g}$-module. The map $d_{R}$ is a 1 -cocycle since we have

$$
\begin{aligned}
d_{R}([x, y]) & =d(R([x, y]) \\
& =d(\{R(x), R(y)\}) \\
& =d(R(x)) \cdot \mathfrak{n} R(y)+R(x) \cdot \mathfrak{n} d(R(x)) \\
& =d_{R}(x) \cdot \mathfrak{g} y+x \cdot_{\mathfrak{g}} d_{R}(y) .
\end{aligned}
$$

In the same way one can also prove the following lemma.
Lemma 4.5. Let $(V, \succ, \prec)$ be a post-associative algebra structure on a pair $(A, B)$ arising from an $R B$-operator $R$ of weight 1 on $B$. Let $M$ be a $B$-bimodule. Then

$$
\begin{aligned}
x \cdot{ }_{A} m & =R(x) \cdot{ }_{B} m, \\
m \cdot{ }_{A} x & =m \cdot{ }_{B} R(x)
\end{aligned}
$$

for $x \in V, m \in M$ defines an $A$-bimodule structure on $M$. For a 1-cocycle $d \in Z^{1}(B, M)$ the linear map $d_{R}$ defined by $d_{R}(x)=d(R(x))$ is a 1-cocycle in $Z^{1}(A, M)$.

Theorem 4.6. Let $(V, \cdot)$ be a post-Lie algebra structure on a pair $(\mathfrak{g}, \mathfrak{n})$ over a field of characteristic zero, arising from an RB-operator of weight 1 on $\mathfrak{n}$. Suppose that $\mathfrak{g}$ is semisimple. Then $\mathfrak{n}$ is semisimple, too.
Proof. Consider a $\mathfrak{n}$-module $M$ and a 1-cocycle $d \in Z^{1}(\mathfrak{n}, M)$. By Lemma 4.4 it follows that $d_{R} \in Z^{1}(\mathfrak{g}, M)$, where $d_{R}(x)=d(R(x))$. Since $\mathfrak{g}$ is semisimple, $d_{R} \in B^{1}(\mathfrak{g}, M)$ by the first Whitehead lemma. Hence there exist $b, c \in M$ such that

$$
\begin{aligned}
d(R(x)) & =b x \\
d(-(R+\mathrm{id})(x)) & =c x .
\end{aligned}
$$

Hence $d(x)=-(b+c) x$ and $d \in B^{1}(\mathfrak{n}, M)$. It follows that $\mathfrak{n}$ is semisimple [14].
In the same way one can also prove the analogous statement for post-associative algebra structures.

Theorem 4.7. Let $(V, \succ, \prec)$ be a post-associative algebra structure on a pair $(A, B)$ over a field of characteristic zero, arising from an RB-operator of weight 1 on $B$. Suppose that $A$ is semisimple. Then $B$ is semisimple, too.

Since every post-Lie algebra structure on ( $\mathfrak{g}, \mathfrak{n}$ ), where $\mathfrak{n}$ is complete arises by an RB-operator of weight 1 on $\mathfrak{n}$, Theorem 4.6 immediately implies the following corollary, which is Proposition 3.8 in [6].

Corollary 4.8. Let $(V, \cdot)$ be a post-Lie algebra structure on a pair $(\mathfrak{g}, \mathfrak{n})$ over a field of characteristic zero, where $\mathfrak{g}$ is semisimple and $\mathfrak{n}$ is complete. Then $\mathfrak{n}$ is semisimple.

Remark 4.9. The proof of Proposition 3.8 in [6] unfortunately is not correct. It used Proposition 3.6 claiming that a Lie algebra $L$, which is the sum of two complex semisimple subalgebras, is semisimple. However, this is not true as the next example shows. Above we have given a new proof, which also generalizes the result to arbitrary fields of characteristic zero. Below we will also give a new proof of Proposition 3.7 in [6], which relied on Proposition 3.6, too.

Example 4.10. Let $L=\mathfrak{s l}_{n}(\mathbb{C}) \rtimes V(n)$, where $n \geq 2$ and $V(n)$ is the irreducible representation of $\mathfrak{s l}_{n}(\mathbb{C})$, considered as abelian Lie algebra. Then $L$ is a perfect, non-semisimple Lie algebra, which is the vector space sum of two simple Lie algebras as follows. Let $\left(e_{1}, \cdots, e_{n}\right)$ be a basis of $V(n)$ and let $x=e_{1}+\ldots+e_{n} \in V(n)$. Then $\operatorname{ad}(x)$ is nilpotent with $\operatorname{ad}(x)^{2}=0$. Consider the automorphism $\varphi=\exp (\operatorname{ad}(x))=\mathrm{id}+\operatorname{ad}(x)$ of $L$. We obtain the decomposition

$$
L=\mathfrak{s l}_{n}(\mathbb{C})+\varphi\left(\mathfrak{s l}_{n}(\mathbb{C})\right)
$$

Also in the associative case the sum of two semisimple algebras need not be semisimple. For a classification of associative algebras being a sum of two simple subalgebras see [1].

Given a post-Lie algebra structure $(V, \cdot)$ on a pair $(\mathfrak{g}, \mathfrak{n})$, which is defined by an RB-operator $R$ of weight 1 on $\mathfrak{n}$, we can define a sequence of Lie brackets on $V$ by

$$
\begin{aligned}
{[x, y]_{0} } & =\{x, y\} \\
{[x, y]_{i+1} } & =[R(x), y]_{i}+[x, R(y)]_{i}+[x, y]_{i}
\end{aligned}
$$

for all $i \geq 0$, see [6]. Then $R$ defines a post-Lie algebra structure on each pair $\left(\mathfrak{g}_{i+1}, \mathfrak{g}_{i}\right)$. We have $[x, y]_{1}=[x, y]$, and both $R$ and $R+$ id are Lie algebra homomorphisms from $\mathfrak{g}_{i+1}$ to $\mathfrak{g}_{i}$. Hence we obtain a composition of homomorphisms

$$
\mathfrak{g}_{i} \xrightarrow[R+\mathrm{id}]{R} \mathfrak{g}_{i-1} \xrightarrow[R+\mathrm{id}]{R} \cdots \xrightarrow[R+\mathrm{id}]{\xrightarrow{R}} \mathfrak{g}_{0}
$$

So $\operatorname{ker}\left(R^{i}\right)$ and $\operatorname{ker}\left((R+\mathrm{id})^{i}\right)$ are ideals in $\mathfrak{g}_{j}$ for all $1 \leq i \leq j$.
We may define the same sequence of algebras in the associative case. Given a post-associative algebra structure $(V, \succ, \prec)$ on $(A, B)$ defined by an RB-operator $R$ of weight 1 on $B$, denote by $A_{i}$ the associative algebra on $V$ defined by

$$
\begin{aligned}
& x \bullet 0 y=x \circ y, \\
& x \bullet_{i+1} y=R(x) \bullet_{i} y+x \bullet_{i} R(y)+x \bullet_{i} y,
\end{aligned}
$$

for all $i \geq 0$. Then $R$ defines a post-associative algebra structure on each pair $\left(A_{i+1}, A_{i}\right)$. We have $x \bullet y=x \bullet y$ and we get the similar composition of homomorphisms

$$
A_{i} \xrightarrow[R+\mathrm{id}]{R} A_{i-1} \xrightarrow[R+\mathrm{id}]{R} \cdots \xrightarrow[R+\mathrm{id}]{\xrightarrow{R}} A_{0}
$$

So $\operatorname{ker}\left(R^{i}\right)$ and $\operatorname{ker}\left((R+\mathrm{id})^{i}\right)$ are ideals in $A_{j}$ for all $1 \leq i \leq j$.
We can now give a new proof of Proposition 3.7 in [6].
Corollary 4.11. Let $(V, \cdot)$ be a post-Lie algebra structure on a pair $(\mathfrak{g}, \mathfrak{n})$ over a field of characteristic zero, defined by an RB-operator of weight 1 on $\mathfrak{n}$. Assume that $\mathfrak{g}_{n}$ is semisimple, where $n=\operatorname{dim}(V)$. Then all $\mathfrak{g}_{i}$ are isomorphic to $\mathfrak{n}$.
Proof. Since $\operatorname{ker}\left(R^{n}\right)$ and $\operatorname{ker}((R+\mathrm{id}))^{n}$ are ideals in $\mathfrak{g}_{n}$ it follows from Proposition 3.4 in [6] that $\mathfrak{g}_{n}=\operatorname{ker}\left(R^{n}\right) \oplus \operatorname{ker}((R+\mathrm{id}))^{n}$. Then Corollary 3.5 in [6] implies that

$$
\mathfrak{g}_{i}=\operatorname{ker}\left(R^{n}\right) \dot{+} \operatorname{ker}((R+\mathrm{id}))^{n},
$$

where the algebras $\operatorname{ker}\left(R^{n}\right)$ in $\mathfrak{g}_{i}$ are isomorphic for all $i \geq 0$. The same holds for $\operatorname{ker}((R+\mathrm{id}))^{n}$. So, $\operatorname{ker}\left(R^{n}\right)$ and $\operatorname{ker}((R+\mathrm{id}))^{n}$ are semisimple subalgebras in $\mathfrak{g}_{i}$ for all $i$. Since $\mathfrak{g}_{n}$ is semisimple, $\mathfrak{g}_{n-1}$ is semisimple by Theorem 4.6. Iterating this we see that $\mathfrak{g}_{i}$ are semisimple for all $i \geq 0$. By Theorem 2.14 we obtain $\mathfrak{g}_{i} \cong \operatorname{ker}\left(R^{n}\right) \oplus \operatorname{ker}((R+\mathrm{id}))^{n} \cong \mathfrak{g}_{n}$. Since $\mathfrak{g}_{0} \cong \mathfrak{n}$ we are done.

Similarly we can prove the corresponding result for post-associative algebra structures. Then we should use Lemma 3.5 over $\mathbb{C}$ instead of Theorem 2.14 .

Corollary 4.12. Let $(V, \succ, \prec)$ be a post-associative algebra structure on a pair $(A, B)$ over $\mathbb{C}$, defined by an RB-operator of weight 1 on $B$. Assume that $A_{n}$ is semisimple, where $n=\operatorname{dim}(V)$. Then all $A_{i}$ are isomorphic to $B$.

Given a post-associative algebra structure on a pair $(A, B)$ of semisimple associative algebras, in general we do not know whether $A$ and $B$ have to be isomorphic or not. The same question is open for post-Lie algebra structures. In some cases we have a positive answer. Here is another such case.

Proposition 4.13. Let $(V, \succ, \prec)$ be a post-associative algebra structure on a pair of complex semisimple algebras $(A, B)$. Suppose that either $A$ or $B$ is commutative. Then $A$ and $B$ are isomorphic.

Proof. By Theorem 3.1 the post-associative algebra structure on $(A, B)$ is defined by an RBoperator $R$ of weight 1 on $B$. First suppose that $A$ is commutative. Then it follows that $A \cong B$ by [10]. Secondly, let $B$ be commutative. So it is isomorphic to a direct sum of copies of $\mathbb{C}$. Since $R$ is an $R B$-operator on $B=\mathbb{C}^{n}$ with $n=\operatorname{dim}(V)$, we have $\operatorname{Spec}(R) \subset\{0,-1\}$, see [10]. So, $B=\operatorname{ker}(R)^{n} \dot{+} \operatorname{ker}(R+\mathrm{id})^{n}$. By linearization and dimension reasons, $\operatorname{ker}(R)^{n} \cong \mathbb{C}^{m}$ and $\operatorname{ker}(R+\mathrm{id})^{n} \cong \mathbb{C}^{n-m}$ for some $m$ with $0 \leq m \leq n$. By Lemma 3.5 we obtain

$$
A=\operatorname{ker}(R)^{n} \dot{+} \operatorname{ker}(R+\mathrm{id})^{n} \cong \mathbb{C}^{m} \oplus \mathbb{C}^{n-m} \cong B
$$

Finally we obtain a result on post-associative algebra structures by using a classical result of Kegel [15] on nilpotent decompositions.

Proposition 4.14. Let $(V, \succ, \prec)$ be a post-associative algebra structure on a pair of algebras $(A, B)$ over an algebraically closed field $F$, where $B$ is semisimple. Then $A_{i}$ is not nilpotent for all $i \geq 0$.
Proof. By Theorem 3.1 the post-associative algebra structure on $(A, B)$ arises from an RBoperator $R$ of weight 1 on $B$. Assume that $A_{i}$ is nilpotent for some $i \geq 0$. Then

$$
A_{i-1}=R\left(A_{i}\right)+(R+\mathrm{id})\left(A_{i}\right)
$$

is also nilpotent as a sum of two nilpotent associative subalgebras [15]. Iterating this we obtain that $A_{0}=B$ is nilpotent, a contradiction.
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