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1. Introduction

Let ¥ be a totally ordered alphabet of the form {1 < --- < m}. We make use of the
same notation < for the induced lexicographic order on ¥*.

Let ~ be an equivalence relation on ¥*. The equivalence class of the word w is
denoted by [w].. We will be particularly interested in two types of subsets of ¥*
with respect to ~. We let

LL(~, ) ={w e X* |Vu € [w]~ : w < u}

denote the language of lexicographically least elements of every equivalence class
for ~. So there is a one-to-one correspondence between LL(~,¥) and X*/ ~. We let

Sing(~, %) = {w € X" | #[w]. =1}

denote the language consisting of the so-called ~-singletons, i.e., the elements whose
equivalence class is restricted to a single element. Clearly, we have Sing(~,¥) C
LL(~,%). In the extensively studied context of Parikh matrices (see Section [2)),
two words are M -equivalent if they have the same Parikh matrix. In that setting,
singletons are usually called M -unambiguous words and have attracted the attention
of researchers, see, for instance, [I4] and the references therein.

Let k > 1 be an integer. Let ~ o be the k-abelian equivalence relation intro-
duced by Karhumaéki [7]. Two words are k-abelian equivalent if they have the same
number of factors of length at most k. If £ = 1, the words are abelian equivalent.
We denote by ¥(u) the Parikh vector of the finite word wu, defined as

U(w) = (Julr - fulm)

where |u|, is the number of occurrences of the letter a in u. Two words w and v are
abelian equivalent if and only if ¥(u) = ¥(v).

The k-abelian equivalence relation has recently received a lot of attention, see,
for instance, [910]. In particular, the number of k-abelian singletons of length n is
studied in [8]. Based on an operation of k-switching, the following result is given in

.

Theorem 1.1. Let k > 1. Let 3 be a m-letter alphabet. For the k-abelian equiva-
lence, the two languages LL(~ 45, L) and Sing(~,qp, 2) are regular.

As discussed in Section[2] the set of M-unambiguous words over a 2-letter alpha-
bet is also known to be regular. Motivated by these types of results, we will consider
another equivalence relation, namely the k-binomial equivalence introduced in [13],
and study the corresponding sets LL and Sing.

Definition 1.2. We let the binomial coefficient (Z) denote the number of times v
appears as a (not necessarily contiguous) subsequence of u. Let k > 1 be an integer.
Two words u and v are k-binomially equivalent, denoted u ~y v, if (z) = (Z) for
all words = of length at most k.
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We will show that k-abelian and k-binomial equivalences have incomparable
properties for the corresponding languages LL and Sing. Both of these equivalence
relations refine the classical abelian equivalence and it is interesting to see how they
differ. As mentioned by Whiteland in his Ph.D. thesis: “part of the challenges in
this case follow from the property that a modification in just one position of a word
can have global effects of the distribution of subwords, and thus the structure of
the equivalence classes.” [16].

This paper is organized as follows. The special case of 2-binomial equivalence
over a 2-letter alphabet is presented in Section [2} the corresponding languages are
known to be regular. In Section 3] we discuss an algorithm generating the 2-binomial
equivalence class of any word over an arbitrary alphabet. Then we prove that the
submonoid generated by the generators of the free nil-2 group (also called free
nilpotent group of class 2) on m generators is isomorphic to {1,...,m}*/ ~q. Sec-
tion [4] is about the growth rate of #(3"/ ~y). As a consequence of Sections (3| and
[ the growth function for the submonoid generated by the generators of the free

nil-2 group on m > 3 generators is in © (an’l . In the last section, contrasting

with Theorem we show that LL(~yj, ) and Sing(~, X) are rather complicated
languages when k > 2 and #X > 3: they are not context-free.

2. 2-binomial equivalence over a 2-letter alphabet

Let ¥ = {1, 2} be a 2-letter alphabet. Recall that the Parikh matriz associated with
a word w € {1,2}* is the 3 x 3 matrix given by

1|wli (53)
Pw)=[0 1 |w]
0 0 1

See [12] for a longer introduction on Parikh matrices. For a,b € {1,2}, (}}) can be
deduced from P(w). Indeed, we have () = (lwz‘“) and if a # b,

aa

() () )+ ()= (5 e

It is thus clear that w ~9 z if and only if P(w) = P(z). We can therefore make
use of the following theorem of Fossé and Richomme [2]. If two words u and v over
an arbitrary alphabet ¥ can be factorized as u = xzabybaz and v = zbayabz with
a,b € X, we write u = v. The reflexive and transitive closure of this relation is
denoted by =*.

Theorem 2.1. Let u,v be two words over {1,2}. The following assertions are equiv-
alent:

e the words u and v have the same Parikh matrix;
e the words u and v are 2-binomially equivalent;
o u="uw.
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Consequently, the language Sing(~2,{1,2}) avoiding two separate occurrences
of 12 and 21 (or, 21 and 12) is regular. A regular expression for this language is
given by

1%2% + 2%1% + 1%21% + 2%12* 4+ 17212* + 2*121%.
A NFA accepting Sing(~2, {1,2}) was given in [I4].
Remark 2.2. From [I3], we know that

TL3 n
B, {1,2)) = # (1,2 ) = = E20EE,

Note that this is exactly the OEIS sequence A000125 of cake mumbers, i.e., the
maximal number of pieces resulting from n planar cuts through a cube.

Proposition 2.3. The language LL(~9,{1,2}) is reqular.

Proof. As a consequence of Theorem if a word u belongs to LL(~9,{1,2}), it
cannot be of the form x21y12z because otherwise, the word 12y21z belongs to the
same class and is lexicographically less. Consequently,

LL(~a, {1,2}) C {1,2}°\ {1,2}21{1,2}*12{1,2}".

The reader can check that the language in the r.h.s. has exactly (n3 + 5n + 6)/6
words of length n. We conclude with the previous remark that the two languages
are thus equal. O

3. 2-binomial equivalence over an m-letter alphabet

Theorem does not hold for ternary or larger alphabets. Indeed, the two
words 1223312 and 2311223 are 2-binomially equivalent but both words belong to
Sing(=, {1, 2, 3}) which means that 1223312 #* 2311223. However, we still have that
u = v implies u ~o v. It is therefore meaningful to study ~g over larger alphabets
and to describe the 2-binomial equivalence classes.

The first few terms of (# ({1,2,3}"/~2)),>, are given by
1,3,9,27,78,216, 568, 1410, . . ..

This sequence also appears in the Sloane’s encyclopedia as entry A140348 which
is the growth function for the submonoid generated by the generators of the free
nil-2 group on three generators (if we stick to the terminology of this entry in the
encyclopaedia). In this section, we make explicit the connection between these two
notions (see Theorem [3.11)).

Recall that the commutator of two elements z,y belonging to a multiplicative
group (G, -) is [z,y] = =1y~ lzy. Hence, the following relations hold

vy = yz[r,y] Y,y €G.
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A group of nilpotency class 2 or, nil-2 group for short, is a group G for which the
commutators belong to the center Z(G), i.e.,

[z,y]z = z]x,y] Vz,y,z € G. (3.1)
Let ¥ = {1,...,m}. The free nil-2 group on m generators has thus a presentation
No(B) = (B | [x,y]z = 2]z, y] (z,y,2 € X)).

As an example, making use of these relations, let us show that two elements of the
free group on {1,2,3} are equivalent in No({1,2,3}):

12321 = (12[2,1])[1,2)321 = 21[1,2]321 = 213(21[1,2]) = 21312.

Let 7! be the alphabet {171,... m™!} of the inverse letters, that we suppose
disjoint from Y. By abuse of notation, for all x € ¥, (x71)~! is the letter z. Since
N (X) is the quotient of the free monoid (Z U Z_l) " under the congruence relations
generated by zz~! = ¢ and , we will consider the natural projection denoted
by

T (BUZTH = Ny(D). (3.2)

In Section we provide an algorithmic description of any 2-binomial class.
We make use of this description in Section to show that the monoid ¥*/ ~q is
isomorphic to the submonoid, generated by X, of the nil-2 group Ny (X).

3.1. A nice tree generating the ~s-class of a word

Let w be a word over ¥ and ¢ be the lexicographically least element in its abelian
equivalence class, i.e.,

¢ = 1lwholwlz | lwlm

We describe an algorithm that, given w, produces a finite sequence of words L., =
(¢;); starting with ¢y = ¢, ending with w and such that two consecutive words in
the sequence differ only by exchanging two adjacent symbols.

We let u A v denote the longest common prefix of two finite words u and v. The
idea is that ¢;, is obtained from ¢; by a single swap of two adjacent letters ab — ba
with @ < b, in such a way that |¢; A w| < |41 A w].

During step ¢« > 0, assume that we have already obtained ¢y, ...,¢;. Let p =
£; ANw. If p = w, then we are done. Otherwise, there exist ¢,d € &, ¢ £ d, x,y € ¥.*
such that ¢; = pcx,w = pdy. Since d appears in z, let us consider its leftmost
occurrence. There exist u,v € ¥* such that cx = cudv with |ulg = 0. It can easily
be shown by induction that the word cx is the least lexicographic word of its abelian
class. It follows that ¢ < d and u only contains letters less than d.

To move the letter d in front of the word cu, perform |u| + 1 swaps of the form
c'd s dc’ with ¢’ < d (¢ is a letter occurring in cu). This defines i1 1,. .., £if|y)+1-
More precisely, li1; = pcuy -+ wpy|—jdujy—j1 - uo for j € {1,...,|u|} and
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Litju+1 = pdcuv. Note that [€; 1,41 A w| is at least |[¢; A w| + 1. Indeed, with
these swaps, the (|p| 4 1)** letter of £, |,|41 is now a d, as in w.

Remark 3.1. The letter d has been swapped several times until it reaches a position
that corresponds to its position in w. We stress the fact that afterwards, any other
letter that will be swapped by the algorithm will not affect the prefix pd. This
remark will allow us to define a graph G,, that will then be restricted to a tree.

To obtain the complete sequence L,,, we iterate the previous process until we
reach w.

Example 3.2. Take the word w = 2113223. If we apply the above algorithm, we
get the sequence

Ly, = (bo = 1122233, ¢; = 1212233, ¢ = 2112233, ¢35 = 2112323, {4 = 2113223).
Using (2.1, the next lemma is obvious.

Lemma 3.3. Two abelian equivalent words u,v are 2-binomially equivalent if and
only if (1) = () for all a,b € ¥ with a < b. Let £ be a word in 1*2*---m*. In the
set of tuples of size m(m — 1)/2

UG () G (o) (i Fi) ) o

the greatest element, for the lexicographic ordering, is achieved for w = £.

We consider the m(m — 1)/2 coefficients (;) with a < b. Note that, in the
algorithm, if £;; is obtained from ¢; by an exchange of the form ab — ba, all these

coeflicients remain unchanged except for

()= () o

Corollary 3.4. When applying the algorithm producing the word w from the word
0= 1lwholwlz . omlvln the total number of exchanges ab — ba, with a < b, is given

by (-()-()

Consequently two words are 2-binomially equivalent if and only if they are
abelian equivalent and the total number of exchanges of each type ab — ba, a < b,
when applying the algorithm to these two words, is the same. An equivalence class
[w]~, is thus completely determined by a word £ = 1712”2 ... m"™™ and the number
of different exchanges. We obtain an algorithm generating all words of [w]..,.

Definition 3.5. Given a word w, define a directed graph G,, whose vertices are the
words belonging to the abelian equivalence class of w. There exists an edge from v
to v’ if and only if v’ is obtained by an exchange of the type ab — ba, a < b, from v.
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The edge 1is labeled with the applied exchange. In particular, for any vertex w' in
Guw, there is at least a path from fy = 11wl alwla . plwln 4o 4

Definition 3.6. Let w’ be a node of G,,. If there are several paths from £y to w' in
the graph, then ezactly one of them follows the sequence Ly, . Thanks to Remark[3.]],
restricting G,, to these paths gives a subgraph having the same set of vertices which
18 a tree denoted by T, and whose root is £y. In particular, if w"” appears in the
sequence Ly, then Ly is a prefiz of Ly .

Let us recap what we have done so far in the following statement.

Proposition 3.7. Let w be a finite word. The ~o-equivalence class of w is composed
of all the nodes of T, that are at level ), o, <y (;4;) and such that the path from
the root £y to such a node is composed of (;‘(’1) edges labeled by ab — ba, for all
letters a < b.

Recall that our aim is to conveniently find all the words belonging to the ~o-
class of w. Instead of building the full tree 7, starting from the root we will only
build a relevant subtree. Moreover, we conveniently add two pieces of information
to help us in the construction. First, if there is an edge from uabv to ubav labeled
by ab +— ba, then we underline the letter b in the destination node ubav.

Secondly, a sequence of nodes wg = £y, w1, ..., w, defining a path in 7, corre-
sponds to the sequence L,,,. Thus, we highlight as in Remark the prefix that
will not be modified anymore if we extend the path further. This prefix is separated
from the remaining part of the word by a vertical line. Two cases can occur, whether
or not we continue to swap the same letter:

(1) either w; = u|vabv’ and w;+1 = ulvbav’;
(2) or, w; = ulxcyabv’ and w; 11 = uxc|lybav’.

Starting from the root |11*1121®2l...mlwml with no underlined letter, we build
the tree level by level, by trying all the possible swaps that may occur on the right
hand side of the vertical line. Moreover, if a path from the root to a node has a
number of edges labeled by ab — ba greater than (gz ), it is useless to add the
children of this node, since they will not lead to any element of [w].,. They are

therefore parts of T, that will not be explored.

Example 3.8. Let us consider the word w = 1223312 on the alphabet {1,2,3}. Its
~g-equivalence class is {1223312,2311223}. It can be read from the tree in Figure
which is a subtree of T,,. The edges labeled by 12 +— 21 (resp., 13 — 31, 23 — 32)
are represented in black (resp., dotted red, dashed gray).

Let us illustrate the differences between G,, and the tree in Figurem For instance,
the edges from 1212323 to 2|112323 and from 11223|32 to 12123|32 are in the
graph G,, but have been suppressed in the tree 7,,. These nodes do not appear as
consecutive words in any sequence L, for w’ € [w].,.
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Moreover, a dashed gray edge from [1123223 to 1123|232 is in 7,, but has not
been computed in our figure since the path leading to this node would have three

dashed gray edges but we know that we may only have (;‘é) = 2 dashed gray edges

on any path from the root.

’
.
v
.
.

1212233

12]21233

~ ’ AY

S » vy
12[12323] |[1123223| |11223(32]

AN
N
.
.
N
AN

] 12|15223\ ] 15123@2\

A}
\
AY

]2|11§223\ ]21153@2\ ]1223\;.23\ ]12;13@2\ ]12@223\

b

Fig. 1: Generating the ~s-class of 1223312.

Note that a polynomial time algorithm checking whether or not two words are
k-binomially equivalent has been obtained in [3] and is of independent interest.
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3.2. Isomorphism with a nil-2 submonoid

Since we are dealing with the extended alphabet ¥ U X!, let us first introduce a
convenient variation of binomial coefficients of words taking into account inverse
letters.

Definition 3.9. Lett > 0 be an integer. For all words u over the alphabet XU Y ~1
and v € X!, let us define

t

u u

D SE 012 I S
(e1,me)e{~1,1}t  \i=1 ! t

where (vfl.q-l-yff) is the usual binomial coefficient over the alphabet ¥ U X!, Let
w E (Z U E_l)* and denote

or= (i B i) e

where the last m? —m components are obtained from all the words consisting of two
different letters in X, ordered by lexicographical order.

Notice that, if v and v are words over %, then
ul  (u
v]  \w
and so, v and v are 2-binomially equivalent if and ounly if ®(u) = ®(v).

Example 3.10. Let ¥ = {1,2,3} and w = 1237123171, Applying the previous
definition, for all a € ¥, we have

2-()-(5)

Similarly, for all a,b € X, we have

-)-()-(2)- (5w

Therefore, computing classical binomial coefficients, we obtain
(I)(w) = (Oa 25 07 27 Oa 727 17 07 71)1- .
We are now ready to prove the main result of this section.

Theorem 3.11. Let ¥ = {1,...,m}. The monoid ¥*/ ~q is isomorphic to the
submonoid, generated by X, of the nil-2 group No(X).

Proof. Let us recall that 7 is the natural projection defined in (3.2]). We will first
show that for any two words w and w’ over ¥ U X~ such that m(w) = m(w’), the



April 14,2020 10:36 WSPC/INSTRUCTION FILE LejeuneRigoRosenfeld-
ijacVersion2

10 M. Lejeune, M. Rigo, M. Rosenfeld

relation ®(w) = ®(w’) holds. Indeed, using (3.4) one can easily check that, for all
a,be Y and s,t € (S UX™H* we have

st| _|s n t n s| |t
ab| ~ |ab ab a| |b|’
Now, one can show that, for all u,v € (BUX™1)* and z,y,2 € TUX™L,

d(uv) = ®(uzz~'v) and  D(ulr,y|zv) = ®(uz[z, y]v).

For instance, let a,b € X2 with a # b,

A RS S R

~ Juw
~lab]”
This implies that a map ® can be defined on the free nil-2 group (otherwise stated,
the diagram depicted in Figure [2| is commutative) by

Vr € No(X), Pn(r) = ®(w) for any w such that w(w) = r.

e (SUS ) — T Ny(%)

Pz~ d N

2

Zm

Fig. 2: A commutative diagram (proof of Theorem .

In particular, if w and w’ are words over X such that 7(w) = m(w’), then we
may conclude that ®(w) = ®(w’) meaning that they are 2-binomially equivalent.
Otherwise stated, for every r € Na(X), 7~1(r) N X* is a subset of an equivalence
class for ~q.

To conclude the proof, we have to show that all the elements of an equivalence
class for ~5 are mapped by 7 on the same element of No(X). Let u,v € 3* be such
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that u ~y v. Using the algorithm described in Section [3.1] there exists a path in the
associated tree from the root 1/*12/u2 ... qlulm o ¢ and another one to v. By the
definition of the commutator, if u is written pbas with a < b, then u = pab[b, als.
Moreover, 7(u) = w(pabs[b, a]) since the commutators are central in Ny ().
Therefore, following backwards the path from u to the root of the tree and
recalling that each edge corresponds to an exchange of 2 letters, we obtain

mw) = (1\u|12|u\2 bl 2,176 - 106 -y m— 1](m<£71)))
and, similarly, following backwards the path from v to the root,
() =7 <1|v\12\u|2 el (2,116 i, 1) G0 - fmym— 1](m<£,1))> )

But since u ~y v, we get w(u) = 7(v). |

4. Order of growth

We first show that the growth of #(X"/ ~j) is bounded by a polynomial in n.
This generalizes a result from [I3] for a binary alphabet where it is shown that
#({1,2}"/ ~p) € O(n2(m=12"+1) for k > 2. Note that a similar result to Propo-
sition [4.1| was obtained in [IT]. That result states that for ¥ = {1,...,m}, m > 2
and k > 2, we have

(5" ~p) € O (o7 T (Embm))
Finally, we obtain better estimates for ~s.
Proposition 4.1. Let ¥ ={1,...,m} and k > 1. We have
#(3" /) € O (")
when n tends to infinity.

Proof. For every u,v € ¥* such that 1 < |v| < k and |u| = n, we have

RONE
v |v]

Therefore, for every v such that 1 < |v| < k, we have

#{(Z) : |u|=n}<nk+1.

By definition, the ~j-equivalence class of u is uniquely determined by the values of
() for all v € £* such that 1 < |v| < k. There are

k
Z m? < km"
i=1
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such coefficients and thus,

)kmk

H(E" o) < (b +1 o

We have obtained an upper bound which is far from being optimal but it ensures
that the growth is polynomial. However, for £k = 2, it is possible to obtain the
polynomial degree of the growth. We make use of Landau notation: f € ©(g) if there
exist constants A, B > 0 such that, for all n large enough, Ag(n) < f(n) < Bg(n).

Proposition 4.2. Let ¥ = {1,...,m} be an alphabet of size m > 2. We have
#(En/Ng) c0O (nm2,1>

when n tends to infinity.

Proof. We are first going to show that #(X"/~2) € O (nmkl) when n tends to
infinity. Let f be the function such that for any = € N™,

f@) =#({u e X" ¥(u) = 2}/ ~).
In other words, f(x) counts the number of 2-binomial equivalence classes whose

Parikh vector is z. Let ||-||; : R? — R be the ¢;-norm (i.e., for all vectors v,
o]l = 5%, Jvi]). Clearly for all n,

#E )= Y ). (4.1)

z€N™ ||z||1=n

For any a,b € X, a < b, and u € X*, (gfl) = |u|q|ulp — (;b) and (;a) = (|“2‘“).
Any word u has its equivalence class uniquely determined by the values of |ul|, for
all a € ¥ and (;‘b) for all a < b € X. Moreover, for all u € ¥* and a < b € X,
(%) < |ulalulo. We deduce that for all z = (z1,...,zm) € N,

-1
f@< JI weme< T el < flafl "
1<a<b<m 1<a<b<m
From Equation (4.1]), we get that
#E )< D [l
zeN™ ||z||1=n
<n™m=D Lz e N™ ¢ ||z||ly = n}.
Every vector of the set {z € N™ : ||z||; = n} has its components in {0,...,n}.
Moreover, if the first (m — 1) components are fixed, the last one is uniquely deter-

mined since their sum must equal n. Therefore, there are at most (n + 1)™~! such
vectors and we get

#(Zn/Ng) < nm(m—l)(n+ 1)m—1 < (’I’L—|— 1)m2—1-

We conclude that #(X"/ ~2) € O (nmz_l) when n — 4o0. It remains to get a

convenient lower bound. We are going to give, for each € N™ such that ||z||; = n,
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a language L(z) of words taking, for every a,b € ¥? such that a < b, a quadratic
number of values for the binomial coefficient (;‘b). Then, using Equation , we
will obtain a lower bound.

For any a,b € 3, a # b, and i,j € N, let

Lap,ij = {u € {a;b}" : |ula =14 |ulp = j}.

Considering all possible letter exchanges as in (3.3]) from a’d’ to ba’, the binomial
coeflicient (a"b) decreases by 1 at every step from ij to 0, we thus have

{(fb) e La,b,z‘,j} ={0,1,...,1j} (4.2)

which is a set of cardinality ij + 1. For any x € N, let us consider the following
language

Mo = (H IT Lonszo) (i J) [T o,

a=1b=a+1

where the products must be understood as language concatenations, the indices of
the last product are taken in decreasing order, and z%y is the remainder of the
Euclidean division of = by y.

For instance for m = 3,

L(l’) = {u172u173u2,3r3r2r1 : ch, be Z,uayb S La’b7|_ITaJ7|_ITbJ7Ta = aﬂla%Q} )

Roughly speaking, for every a < b and u € L(x), we will show with Equa-
tion that (a“b) mostly depends on u,, and with Equation that this bino-
mial coefficient takes a quadratic number of values (when choosing u, ; accordingly).
Furthermore, the role of r, words is limited to padding. Indeed, observe that for all
u € L(z), ¥(u) ==x.

Let # € N™ and w € L(z). Then, by definition, there exist words
Up 2, U1,3, -y Um—1,m With, for all a < b, ugp € La,b,\_wi“J I such that

m—11"[ m—1

U= 181 N 1 q®a%(m=1)
II IT v I1

a=1b=a+1

Let ¢ and 5 be two integers such that 1 < ¢ < j < m and let us compute the
binomial coefficient associated with 7j. A subword ij either occurs in a single factor
of the above product (the first two terms below), or ¢ and j appear in two different
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factors:

(-E5 )5

K a=1b=a+1 a=m
+ Y ol | X sl ]
a<bex o/ <b'EX e j
(a’,b')>(a,b)
m a—1
+ Z q%e%(m—1) A bwb%(m—l)‘ .
’ J

a=1 b=

—

Observe that by definition of L(z), the second and last terms vanish. Hence,

= 1 j o 1
(ij) (ij>+ > {m—lJ > {m—lJ +z;%(m —1)
_ ] a’' <b'ex
a=i or b=1 (a’,b")>(a,b)
a/:j or b/:j

::hi,j(x)
(4.3)

The second term of the latter expression is uniquely a function of = (there is no
dependency on u) while, from (4.2)),

U, 5 o . N _ xX; T
(05) e senngnan - o ][] 1

u

Thus for a fixed z, considering all u € L(z), (%) can take

1]

{mx_i 1J VZJ +1 (4.4)

different values. Moreover, for all (au7 1,3, -, a(m_l)m) such that

a;j € {hiyj(x),...,hi,j(x)+ { e J { %3 J} Vi < j,

m—1 m—1

there exists u € L(x) such that (%) = a; ; for all i < j. We deduce that, for all z,

u
ij

OERI| (MLJ {mx—le “)'

a<bex
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By Equation (4.1]), we finally get the lower bound:

B ) > Y HQ mele“)

z€N™ a<beX

llzll1=n

X Ty
>
= X I [t
||:;ﬁ§:n a<bex

Vi, 2 2 e

P> H( >>2

reEN a<bex
lle]l1=n
Vi,z; > 5%=+m

Z'm
m(m—1)
> #{xeNm:Hle:n/\Vi,a:i>i—|—m},
— \2m(m—-1) ~ 2m
The latter set contains the set
n
{:Z:GNm;Hle:n A Vi > dm A Vi<ma < E}_
2m m

For n large enough (i.e., 5=~ +m < *), the cardinal of this set is

(i —m+ 1)m71 € O(n™1).

2m
Moreover,
n m(m—1) (1)
(spa=s) =0 ()
and we conclude that #(X"/~3) € © (an—l) ) -

Remark 4.3. Note that even though the growth of #({1,2,3}"/~2) is polynomial,
this quantity is not a polynomial. It is easy to verify by interpolating the 9 first
values. A similar result can be obtained for #({1,2}"/ ~3) whose first values can
be found as entry A258585 in Sloane’s encyclopedia.

5. Non context-freeness

In this section, we show that for any alphabet X of size at least 3 and for any k& > 2,
the languages LL(~, ) and Sing(~, X) are not context-free.

Let L C ¥* be a language. The growth function of L maps the integer n to
#(LNX™). A language has a polynomial growth if there exists a polynomial p such
that #(L NX™) < p(n) for all n > 0. Recall that a language L is bounded if there
exist words wy, ..., w; € X* such that L C wjws ---w;. Ginsburg and Spanier have
obtained many results about bounded context-free languages, see [5]. We will make
use of the following result. For relevant bibliographic pointers see, for instance, [4].



April 14,2020 10:36 WSPC/INSTRUCTION FILE LejeuneRigoRosenfeld-
ijacVersion2

16 M. Lejeune, M. Rigo, M. Rosenfeld
Proposition 5.1. A context-free language is bounded if and only if it has a poly-
nomial growth.

We easily deduc from the previous section that both languages LL(~, ) and
Sing(~g,Y) have polynomial growth; it is thus enough to show that they are not
bounded to infer that they are not context-free. Observe that, in our forthcoming
reasonings, we will define particular words p, , over a ternary alphabet (they can
trivially be seen as words over a larger alphabet).

Definition 5.2. Fiz a sequence (sy)n>1 of positive integers such that, for alln € N,

— €N, (D1)
n—1 2

Sp > ( S;-FZ&) s (D2)
n—1 n—3

=1 =1

For instance, to get a sequence with those prescribed properties, one can choose
sp =2 x8%".
For any integers n and p, let us define the word
pPpm = 1P2Pn=135n-21%n-3 . g1
over {1,2,3}, where a =n (mod 3).

In Section we prove that the ~o-class of any p, . is a singleton. Then, it
is proven in Section [5.2] that {p,. | p,n € N} is not a bounded language. Putting
together these results, we get the following.

Theorem 5.3. For any alphabet X2 of size at least 3 and for any k > 2, the lan-
guages LL(~g, X) and Sing(~g,X) are not context-free.
Proof. First note that
{ppm | Pm €N} C {1,2,3}" € 5.
Taking into account Corollary [5.6] observe that
{ppn | P € N} C Sing(, T) € LL(~p, 3).

From Proposition the languages LL(~,X), and thus Sing(~, X), have a
polynomial growth. From Lemma the language {p,.n | p,n € N} is not bounded.
Therefore, Sing(~y, 2) and LL(~, ) are not bounded and we conclude from Propo-

sition [5.11 O

aSing(~k,X) C LL(~g, ¥) and LL(~, X) is in one-to-one correspondence with X%/ ~.
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Remark 5.4. This result is in fact true for all languages having exactly one rep-
resentant of each ~-class.

5.1. A family of singletons

Proposition 5.5. For any two positive integers n and p and word u, at least one
of the following is false:

u 7é Pp,n;

V(u) = ql(ﬂp,n);
(12) = (1")
(2“33 > (55"),

(")

As an immediate corollary, we get the following result.

V1

Corollary 5.6. For any two positive integers n and p and word u such that u #

Pp.n, we have u oo ppp.

Proof of Proposition Let us show the proposition by induction on n. The
result clearly holds for n < 3. Let n > 4 be an integer such that the result holds for
any ¢ < n. Now let us proceed by contradiction to show that the result also holds
for n.

For the sake of contradiction, let p and u be such that

U # Py (5.1)
\IJ(U) = \P(pp,n)7
U

(5.
)= ()

Sn—1

Let u = vw where v is the prefix of length p + s,,_1 — /=5 of u. Similarly, let

Ppn = v'w’ where |v| = |v'|. In the first part of the proof, we show that ¥(v) = ¥U(v')
and more precisely |v|; =p = |[V']1, |v]s = 0 = |v/|3. We proceed into three steps.

e Proof of |v|; > p:
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For the sake of contradiction, suppose |v|; < p — 1. Then

(1) = (1) * (1) *letivl

< fvfa|vlz + [wli|wl]z + [v]1|w]
< |vlifulz + |wli|w]2

< (p = Dlulz + w]*.

Replacing |w| by its value, we get

n—2 2
U Sp—1
(12> < plulz + (\/ 5+ ; Sz‘) = |ul2. (5.6)

By (5.2), |u|2 = |pp,n|2 and condition (D2]) implies

n—2 2 n—2 2
0> ( Sn271 + lez> — Sp—1 2> ( Sn271 + lez> — |ula.

Together with (5.6), it gives (}%) < plppnl2 < (7). This is a contradiction with
hypothesis (5.3) and we conclude that |v|; > p.

e Proof of |v|3 = 0:
For the sake of contradiction, suppose |v|3 > 1.

(7 u
(55) = lulls = 55
v w
—lululs = 5,) = (3) = 1vhlu:

< Julz|ulz — [v]z|wlz
< ulzlulz — |w]2. (5.7)
Observe that
|wla = |ula — [v]2
= |ulz — [v] + |v]1 + [v]3
> [ulz — v + vy

and

Sp—1

2

lulz — [v| + |v]1 = [ulz —p — sp-1 + + [vfx

Sn—1

2

> (Julz = sp—1) + (Jvl1 = p) +

Sp—1

2

Y
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Moreover, by (5.2), |ulz|uls = |ppnl2lppnls- We can use these two remarks in in-

equality (5.7).

1) < 1opl2lppmls — | 22
23 Pp,n|2|Pp,n|3 B

n—2 n—4
< |ppnl2lppnls — (Z Sl> <Z sl> (from (D3))
=1 i=1

125 =52
<lppnl2lppnls — Z Sp—2-3i Z Sp—4-3;
j=i

=0

The latter quantity is equal to |pp,,|2|ppnls — (°25) and thus

u Pp,n
() < (%)
This contradicts hypothesis (5.4) and we conclude that |v|3 = 0.

e Proof of |v]; < p:
For the sake of contradiction, suppose |v]; > p + 1. Then

u
(B)zwlmbzpwh+mu

Since |v|s = 0, |w|z = |ulz = |ppnl3 > sn—2 > 1/ 52, From condition (D3)), taking
into account the structure of p, ,, we deduce

n—3 n—>5
u Pp,n
; | > .

This yields a contradiction with hypothesis (5.5). We conclude that |v|; = p. We
thus have

U(v') = ¥(v) and ¥(w') = ¥(w). (5.8)

We will now use Equation (5.8]) to find the contradiction; we are going to show
that v" and w’ are shorter words for which the result doesn’t hold. From hypothesis

[£3), we get
w u v
12) = \i2) = Lig) ~ Iohlwl

Pp.n v
> — - .
- < 12 > <12) ‘v|1|w|2

Since pp,, = v'w’, this latter quantity is equal to

(12) (i) = () == () + (52) - (i)
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where the last equality is due to (5.8)). We thus obtain that

(1) = (1) + () - () (5:9)

Since v’ is of the form 1228,

() mef(2) o= w0} 2

and we get (lué) > (11”2’) With similar arguments and the fact that |v|3 = 0 = |v/|s,
we obtain (£) 2 (£1) and (%) 2 (%)

Observe that w # w’. Indeed, it is obvious if v = v’ (since vw # v'w’) and
otherwise, (f;) > (1”2) and from , we get (1“5) > (7;’2/)

Let o be the morphism such that (1) = 3;0(2) = 1;0(3) = 2. Then o(w') =
N e and since o is a permutation of the alphabet, we get

This is a contradiction with our induction hypothesis. We deduce that there is no
such pair of integers and this concludes the proof of the proposition. O

5.2. Unboundedness

It remains us to prove that the language {p,. : p,n € N} is not bounded. We will
make use of the following notation. For all non-empty words w € YT, its letter-

factorization is (¢1,q1),- - -, (¢r, ), where
— 91 .92 q
w=c{'cy? --cl,
r > 1, c,...,c. are letters such that for all i, ¢; # ¢;11, and where ¢y, ..., q, are

positive integers. The number of blocks in the word w, denoted by nb(w), is r. It
corresponds to the length of the decomposition.

Example 5.7. Let w = 112333122132. We have ¢c; = 1, co = 2, ¢c3 = 3, ¢4 = 1,
cs =2,¢c6 =1, cr =3, cg =2,andqu =2,q=1,q3 =3, q4« = 1, ¢5 = 2,
¢6 = g7 = gz = 1. Moreover, nb(w) = 8.

The letter-factorization of a word of the form p,, ,, has particular properties that
we record in the following remark.

Remark 5.8. For all p,n € N, if (¢1,¢1),..., (¢, ¢) is the letter-factorization of
Pp,n, We know that

e for alli > 1, ¢; =4 (mod 3), with ¢; € {1,2,3};
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e gy =pandforalli>1, ¢ =sp_it1;
o nb(ppn) = n.

Lemma 5.9. For all ¢ € N and words w1, ..., w, € 3%, we have

{ppn i pom € N} ¢ W} -+ u.

Proof. For the sake of contradiction, let us assume that there exist £ € N and
words wy, ..., wp € X* such that

R = {1p25n7135n72 .ipé€ N,TL c N} C wi‘ .. wz‘

We will first show that, under this assumption, there exist N € N and words
21, ..., % such that, for all ¢, nb(z;) < 2, and the subset

Ry :={ppn:p€EN,n> N}

of R is included in 27 ... 2;.

Let us take the least ¢ € {1,...,¢} such that nb(w;) > 3. If such an ¢ does
not exist, we can take N = 0, £ = ¢ and z; = w; for all i. Otherwise, the letter-
factorization of w; begins with (a1, 1), (a2, a2), (as, as). Assume that there exist
p, n such that the factorization of p,,, in terms of wy,..., wy

fr— nl .. /’Li DRI ne
Ppn = Wy - Wy Wy

contains an occurrence of w;, i.e., n; > 0, (if this is not the case, R is thus included in
wi -+ w;_jw - -w; and we can proceed to the next index such that nb(w;) > 3).
Because of Remark if nb(w;) = 2 then wjw; is never a factor of a word in R
(this would mean that two letters out of three are alternating). In that case, we
must have n; = 1 in the above factorization. Also, if nb(w;) = 1, then nb(w;”) =1.
By definition of 4, nb(w;) < 2 for all j < 4. Therefore there exists v < 2¢ such that,
if (e1,q1), .., (¢r,qr) is the letter-factorization of pp »,

o It -~~c§1’f € wj - wi_jaft,

e ¢, =ay and ¢, = apy,

® Cyi1 = Qas.

See Figure [3] for an illustration.

pp,n: | w1 “ w1 ‘ ...... ‘wi,1 w; ‘ w; ‘ ‘
apf a2l ag a1l az| a3z
(ll (12 a3 CLl (12 (13
a1 ., 9v—1 q~
Cl 6771 C'Y

Fig. 3: Decomposition of py, ,, into blocks
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With Remark we know that if v = 2 then ¢,—; = p and in all cases,
@y = Sp—y+1. Therefore, if we take N such that sy_s;41 > o, the set Ry, which
is included in w7y ...wy is also included in wy ... w;_;wj, ... w;. We can proceed
the same way to eliminate other factors w; with nb(w;) > 3 to finally obtain an
integer N such that

Ry ={ppn:pENn>N}

is included in a set of the form 27 ... z; where, for all i, nb(z;) < 2.

It remains to show that this observation leads to a contradiction. Let p, , € Ry.
It can be factorized as 2] - - - z;?. We have already observed that if nb(z;) = 2, then
n; = 1. Otherwise, nb(z;) = 1 and thus nb(z]"*) = 1. For this reason, we obtain that
foralln > N,

nb(pp,n) < 2gq,

which is a contradiction because nb(pp.,,) = n and this concludes the proof. O

6. Conclusions

As we have seen, there is a simple switch operation given by = that permits us to
easily describe the 2-binomial equivalence class of a word over a binary alphabet.
One could try to generalize this operation over larger alphabets or for k£ > 3, but
the question has no clear answer yet.

However, over a larger alphabet, we gave algorithmic and algebraic descriptions
of the 2-binomial classes. A natural question is to extend these results for & > 3.

We proved that LL(~,X) is not context-free if £k > 2 and #X > 3. We
know that LL(~2, {1,2}) is context-free. However, the question is still open about
LL(~g,{1,2}) with & > 3. Tt seems that a method similar to the one carried in
Section [5] could work, but it remains to find an unbounded set of singletons.

When LL(~g,X) is not context-free, a measure of descriptional complexity is
the so-called automaticity [I5]. Let L be a language and C,t be integers. The idea
is that we only know the words of L of length at most C. Consider the following
approximation of Nerode congruence: for any two words u, v such that |u|, |v| < ¢,

urperv & (uT (LNDSC))NDSCT = (v (LN EET)) nE=TT

The quantity # (th /=~ L,C)t) gives a lower approximation of the automaticity of
L.For L =LL(~3,{1,2}),C=15and t =1,2,...,9, the first few values are

1,3,5,9,16, 27,49, 88, 154.
For L = LL(~9,{1,2,3}),C =9 and t =1,2,...,6, they are
1,4,8,19,42, 62.

Can the automaticity of such languages be characterized or estimated?
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