# SHARP THRESHOLDS FOR MONOTONE PROPERTIES IN RANDOM GEOMETRIC GRAPHS 

ASHISH GOEL, SANATAN RAI, AND BHASKAR KRISHNAMACHARI


#### Abstract

Random geometric graphs result from taking $n$ uniformly distributed points in the unit cube, $[0,1]^{d}$, and connecting two points if their Euclidean distance is at most $r$, for some prescribed $r$. We show that monotone properties for this class of graphs have sharp thresholds by reducing the problem to bounding the bottleneck matching on two sets of $n$ points distributed uniformly in $[0,1]^{d}$. We present upper bounds on the threshold width, and show that our bound is sharp for $d=1$ and at most a sublogarithmic factor away for $d \geq 2$. Interestingly, the threshold width is much sharper for random geometric graphs than for Bernoulli random graphs. Further, a random geometric graph is shown to be a subgraph, with high probability, of another independently drawn random geometric graph with a slightly larger radius; this property is shown to have no analogue for Bernoulli random graphs.


## 1. Introduction

Consider $n$ points distributed uniformly and independently in the unit cube $[0,1]^{d}$. Given a fixed distance $r>0$, connect two points if their Euclidean distance is at most $r$. Such graphs are called random geometric graphs, and are denoted by $G^{(d)}\left(\mathcal{X}_{n} ; r\right)($ Pen03 $)$. Classically, these graphs have been the subject of much study because of connections to percolation, statistical physics, hypothesis testing, and cluster analysis Pen03. Further, random geometric graphs are better suited than more combinatorial classes (such as Bernoulli random graphs) to model problems where the existence of an edge between two different nodes depends on their spatial distance. As a result, random geometric graphs have received increased attention in recent years in the context of wireless sensor networks GK01, GK00, GK98 and layout problems iS01, DPPS98, Pen03.

In applications such as wireless sensor networks, the connectivity of random geometric graphs is of interest. Gupta and Kumar show that for $d=2$, if $\pi r(n)^{2}=\left(\log n+c_{n}\right) / n$, then as $n \uparrow \infty$ the graph is connected almost surely as $n \uparrow \infty$ if $c_{n} \uparrow \infty$ and is disconnected almost surely if $c_{n} \downarrow-\infty$ GK98. This result is remarkably similar to the corresponding result for Bernoulli random graphs (also known as Erdős-Renyi graphs). An instance of a Bernoulli random graph is obtained by taking $n$ points and connecting any two with probability $p$, independently of all other pairs. This class of graphs is denoted by $\mathcal{G}_{n, p}$. Erdős and Renyi ER60, ER59] showed that if $p(n)=\left(\log n+c_{n}\right) / n$, then the graph is a.s. connected or disconnected as $c_{n} \uparrow \infty$ or $c_{n} \downarrow-\infty$.

In both random geometric graphs and Bernoulli random graphs, property thresholds are of great interest. To quote Bollobás Bol01:

[^0]One of the main aims of the theory of random graphs is to determine when a given property is likely to appear.
Particularly interesting are thresholds for monotone properties, of which connectivity is a classic example. A seminal result of Freidgut and Kalai [FK96] states that all monotone graph properties have a sharp threshold in Bernoulli random graphs, and the threshold width is $\delta(\varepsilon)=\mathcal{O}\left(\log \varepsilon^{-1} / \log n\right)$. This result was improved to $\mathcal{O}\left(1 / \log ^{2-\gamma} n\right)$ for all $\gamma>0$ by Bourgain and Kalai in [BK97]. They also demonstrated a monotone property with a threshold width of $\Omega\left(1 / \log ^{2} n\right)$ and conjectured that this is tight (i.e. the best upper bound on threshold width is $\mathcal{O}\left(1 / \log ^{2} n\right)$ ).

The similarity of the connectivity threshold for random geometric graphs and Bernoulli random graphs led to the conjecture that all monotone properties also have a sharp threshold in random geometric graphs (see KWBP02 for a more detailed discussion). The analysis of random geometric graphs is technically challenging because of dependence of the edges. The triangle inequality implies that the event that points $x$ and $z$ are connected is not independent of the event $\{(x, y)$ and $(y, z)$ are edges $\}$. This is in stark contrast to the case of Bernoulli random graphs. Hence proof techniques that have been successful for $\mathcal{G}_{n, p}$ cannot be exploited in the case of random geometric graphs.

Our results: We show that all monotone graph properties have a sharp threshold for random geometric graphs, thus resolving the above conjecture. In fact, the threshold width for random geometric graphs is much sharper than for Bernoulli random graphs. In order to state our results formally, we need to establish some notation and some definitions.

We use the symbol $\sim$ to mean 'distributed as', so that $G \sim G^{(d)}\left(\mathcal{X}_{n} ; r\right)$ means that $G$ is picked from $G^{(d)}\left(\mathcal{X}_{n} ; r\right)$ uniformly. For ease of notation, we omit the superscript $d$ in $G^{(d)}\left(\mathcal{X}_{n} ; r\right)$ as the dimension will be clear from the context. The critical radius for connectivity is defined as $r_{c}:=\left(\log n / \pi_{d} n\right)^{1 / d}$, where $\pi_{d}$ is the volume of the unit sphere in $\mathbb{R}^{d}$.

A graph property $A$ is a set of undirected and unlabelled graphs. A property $A$ is increasing if and only if

$$
G \in A \Longrightarrow\left(\forall G^{\prime}\right)\left[\left(V\left(G^{\prime}\right)=V(G) \text { and } E(G) \subseteq E\left(G^{\prime}\right)\right) \Rightarrow G^{\prime} \in A\right] .
$$

Intuitively speaking, an increasing property is one that is preserved when edges are added to the graph. A graph property $A$ is monotone if either $A$ or $A^{\mathrm{c}}$ is increasing. Without loss of generality, for the rest of the paper, we shall implicitly mean increasing properties when referring to monotone properties.

If $A$ is an increasing property, then for $0<\varepsilon<1 / 2$, let $r(n, \varepsilon)=\inf \left\{r>0: \mathbb{P}\left\{G\left(\mathcal{X}_{n} ; r(n)\right) \in\right.\right.$ $A\} \geq \varepsilon\}$. Define further $\delta(n, \varepsilon):=r(n, 1-\varepsilon)-r(n, \varepsilon)$. A property is said to have a sharp threshold if $\delta(n, \varepsilon)=o(1)$ for all $0<\varepsilon<1 / 2$.

Our main results are:
Theorem 1.1. For $d=1$, the width $\delta(n, \varepsilon)$ is

$$
\mathcal{O}\left(\sqrt{\frac{\log \varepsilon^{-1}}{n}}\right),
$$

for $d=2, \delta(n, \varepsilon)=\mathcal{O}\left(r_{c} \log ^{1 / 4} n\right) \equiv \mathcal{O}\left(\log ^{3 / 4} n / \sqrt{n}\right)$, and for $d \geq 3$, the width $\delta(n, \varepsilon)=\mathcal{O}\left(r_{c}\right) \equiv$ $\mathcal{O}\left(\log ^{1 / d} n / n^{1 / d}\right)$.

Thus, all monotone properties have sharp thresholds. Observe that the width is much sharper than the threshold width for $\mathcal{G}_{n, p}$. Moreover, we prove a stronger result: the graphs $G\left(\mathcal{X}_{n} ; r\right)$ become subgraphs of $G\left(\mathcal{X}_{n} ; \rho\right)$ for $\rho>r$, whp as $n \uparrow \infty$. Note only that this is not the case for Bernoulli random graphs-we shall make this precise in section 2

For the lower bounds we have:

Theorem 1.2. For $d \geq 2$, there exists a monotone property with width $\delta(n, \varepsilon)=\Omega\left((\log \varepsilon)^{1 / d} n^{-1 / d}\right)$. For $d=1$, there exists a monotone property with width $\delta(n, \varepsilon)=\Omega\left(\sqrt{\log \varepsilon^{-1}} / \sqrt{n}\right)$.

Hence, we have a tight characterisation of the threshold width for $d=1$, and our upper bounds are only a sublogarithmic factor away for $d \geq 2$.

The key idea is to relate the behaviour of monotone properties to the weight of the bottleneck matching of the bipartite graph whose vertex sets are obtained by distributing $n$ points uniformly and independently in $[0,1]^{d}$. Sharp results on the bottleneck matching weight are implicit in the work of Leighton and Shor in LS89 for $d=2$ and of Shor and Yukich in SY91 for $d \geq 3$. We repeat them here for convenience.

Theorem 1.3 (Leighton and Shor '89, Shor and Yukich '91). Consider the bipartite graph on $2 n$ points, where each set of points is distributed uniformly and independently in the unit cube $[0,1]^{d}$, and independently of each other. If $M$ is the length of the bottleneck matching, then whp as $n \uparrow \infty$ :

$$
M= \begin{cases}\Theta\left(r_{c} \log ^{1 / 4} n\right), & \text { if } d=2, \\ \Theta\left(r_{c}\right), & \text { if } d \geq 3 .\end{cases}
$$

In section 4 we present our own proof of the bound for $d \geq 3$. The proof for the $d \geq 3$ case in SY91 invokes results from polyhedral geometry. We have a simpler proof that relies only on the properties of order statistics and Chernoff bounds. We prove that for $d=1$, the bottleneck matching is $\mathcal{O}\left(\sqrt{\log \varepsilon^{-1}} / \sqrt{n}\right)$ with probability $1-\varepsilon$. Moreover, our results also hold for any $\ell_{p}$ norm when $p>1$, and not just under the Euclidean norm as in the setting of this paper. We omit the details.

It might seem curious that we do not report the dependence on $\varepsilon$ in some of our bounds on the threshold width. This is because the results of Shor and Yukich as well as those of Leighton and Shor are high probability results: the bottleneck matching length is $\Theta\left(r_{c} \log ^{1 / 4} n\right)$ in two dimensions and $\Theta\left(r_{c}\right)$ in higher dimensions not just in expectation but with probability $1-o\left(n^{-\beta}\right)$ for some $\beta>0$. Hence, in asymptotic notation, our upper bound on $\delta(n, \varepsilon)$ in two and higher dimensions does not depend on $\varepsilon$ as long as $\varepsilon=\Omega\left(n^{-\beta}\right)$.

Related work: There is a vast body of literature that is directly related to this paper. It would require a survey paper to even mention the salient results with any degree of honesty. We can only point the reader to the book by Penrose Pen03, the papers by Gupta and Kumar, [GK98, GK00, GK01 and the paper by Shakkottai, Srikant and Shroff [SS]. We note here that our techniques imply a sharp threshold for the coverage problem as dicussed in [SSS], which is not a graph problem. We omit the details. The theory of Bernoulli random graphs is covered in the books by Bollobás Bol01 and Janson, Łuzak and Rucinski JLR00. For some results on matchings in a similar context, see the paper by Holroyd and Peres HP03 and for some results on covering algorithms see [BBFM03]. Sharp thresholds for random geometric graphs were conjectured in KWBP02.

Plan of this paper: We first establish the relationship between monotone properties to bottleneck matchings and prove the upper bound in section 2 In section 3 we furnish the lower bounds. In section 4 we discuss the upper bound for $d \geq 3$, and in section 5 for $d=1$. We conclude in section [6 with some open problems.

## 2. Bottleneck matchings and monotone properties

Recall that in a bipartite graph with vertex sets $V_{1}$ and $V_{2}$, a perfect matching is a bijection $\phi: V_{1} \rightarrow V_{2}$, such that each $v$ is adjacent to $\phi(v)$. Thus a perfect matching is a disjoint collection of edges that covers every vertex. If the graph is weighted, then we define the weight of the matching
as the maximum weight of any edge in the matching. A bottleneck matching is the perfect matching with the minimum weight.

Let $S_{1}$ and $S_{2}$ denote two sets of $n$ points each, where the points are iid, chosen uniformly at random from the set $[0,1]^{d}$. Form the complete bipartite graph on $\left(S_{1}, S_{2}\right)$ and let the weight of an edge be the Euclidean distance between its endpoints. Let $M_{n}^{(d)}$ denote the bottleneck matching weight of this graph. We omit the dimension $d$ where it is clear from the context.

We first link the weight of the bottleneck matching with a containment property on random geometric graphs.
Lemma 2.1. Suppose $\mathbb{P}\left\{M_{n}>\gamma(n)\right\} \leq p$ for some function $\gamma(n)$ and some constant $p$. For any radius $r$, consider independent random samples $G \sim G\left(\mathcal{X}_{n} ; r\right)$ and $G^{\prime} \sim G\left(\mathcal{X}_{n} ; r+2 \gamma(n)\right)$ in $d$ dimensions. Then, $\mathbb{P}\left\{G \subset G^{\prime}\right\} \geq 1-p$.
Proof. Let $V$ represent the set of points in graph $G$ and $V^{\prime}$ the set of points in graph $G^{\prime}$. Let $\phi$ denote the bottleneck matching between $V$ and $V^{\prime}$, then $M_{n}$ is the weight of this matching. Suppose $(u, v) \in E(G)$, i.e., $\|u-v\|_{2} \leq r$. Then, using triangle inequality,

$$
\|\phi(u)-\phi(v)\|_{2} \leq\|\phi(u)-u\|_{2}+\|u-v\|_{2}+\|v-\phi(v)\|_{2} .
$$

But $\|\phi(u)-u\|_{2}$ and $\|\phi(v)-v\|_{2}$ are both at most $M_{n}$, and hence $\|\phi(u)-\phi(v)\|_{2} \leq 2 M_{n}+r$. If $M_{n} \leq \gamma(n)$, then the mapping $\phi$ establishes that $G \subset G^{\prime}$, and hence $\mathbb{P}\left\{G \subset G^{\prime}\right\} \geq 1-p$.

The main result linking monotone properties to bottleneck matchings is:
Theorem 2.2. If $\mathbb{P}\left\{M_{n}>\gamma(n)\right\} \leq p$, then the $\sqrt{p}$-width of any monotone property in $d$-dimensions is at most $2 \gamma(n)$.
Proof. Let $p=\varepsilon^{2}$, so that $\mathbb{P}\left\{M_{n}>\gamma(n)\right\} \leq \varepsilon^{2}$. Let $\Pi$ be an arbitrary increasing monotone property. Let $r_{L}=r(n, \varepsilon), r_{U}=r_{L}+2 \gamma(n)$. Let $G \sim G\left(\mathcal{X}_{n} ; r_{L}\right)$, and $G^{\prime} \sim G\left(\mathcal{X}_{n} ; r_{U}\right)$, and define $q:=\mathbb{P}\left\{G^{\prime} \notin \Pi\right\}$. Since $G$ is independent of $G^{\prime}, \mathbb{P}\left\{G \in \Pi, G^{\prime} \notin \Pi\right\}=\varepsilon \cdot q$. The monotonicity of $\Pi$ implies that if $G \in \Pi$ and $G^{\prime} \notin \Pi$ then $G \not \subset G^{\prime}$. This means that $\mathbb{P}\left\{G \not \subset G^{\prime}\right\} \geq \varepsilon \cdot q$. By lemma 2.1] above, $\mathbb{P}\left\{G \not \subset G^{\prime}\right\} \leq p$, so that we must have $q \leq \varepsilon$. But then $r(n, 1-\varepsilon) \leq r(n, 1-q)=r_{U}$, so that $\delta(n, \varepsilon) \leq r_{U}-r_{L}=2 \gamma(n)$.

With theorem [2.2, the upper bound theorem follows with very little more work:
Proof of theorem 1.1, Leighton and Shor [S889 show that:

$$
M_{n}^{(2)}=\Theta\left(r_{c} \log ^{1 / 4} n\right)
$$

with probability at least $1-n^{-\kappa}$, for some $\kappa>0$, and Shor and Yukich SY91 show that

$$
M_{n}^{(d)}=\Theta\left(r_{c}\right), \text { for } d \geq 3,
$$

with probability at least $1-n^{-\kappa^{\prime}}$, for some $\kappa^{\prime}>0$. Hence theorem 2.2 implies that $\delta(n, \varepsilon)=$ $\mathcal{O}\left(r_{c} \log ^{1 / 4} n\right)$ for $d=2$ and $\delta(n, \varepsilon)=\mathcal{O}\left(r_{c}\right)$ for $d \geq 3$, for any constant $\varepsilon>0$. In fact, the bound on $\delta(n, \varepsilon)$ holds for any $\varepsilon=\Omega\left(n^{-c}\right)$, where $c>0$ is a constant.

In proposition 5.1 (see section [5), we show that for $d=1$,

$$
\mathbb{P}\left\{M_{n}^{(1)} \leq \frac{\beta}{\sqrt{n}}\right\} \geq 1-\exp \left(-c \beta^{2}\right)
$$

for some $c>0$. By applying theorem 2.2 with $\varepsilon=\exp \left(-c \beta^{2}\right)$ we obtain

$$
\delta(n, \varepsilon)=\mathcal{O}\left(\sqrt{\frac{\log \varepsilon^{-1}}{n}}\right)
$$

Remark. We have in fact shown that $G\left(\mathcal{X}_{n} ; r\right) \subset G\left(\mathcal{X}_{n} ; r^{\prime}\right) \mathbf{w h p}$, when $r^{\prime}=r+o(1)$. The corresponding result does not hold for Bernoulli random graphs. To see this suppose that $G \sim \mathcal{G}_{n, p}$ and $G^{\prime} \sim \mathcal{G}_{n, p^{\prime}}$. For $G \subset G^{\prime}$, every edge in $G$ must exist in $G^{\prime}$. Hence, for $m=\binom{n}{2}, q=1-p$ and $q^{\prime}=1-p^{\prime}$, and a given matching $\phi$ :

$$
\begin{aligned}
\mathbb{P}\left\{G \subset G^{\prime} \text { under } \phi\right\} & =\sum_{k=0}^{m}\binom{m}{k} p^{k} q^{m-k} \sum_{l=0}^{m-k}\binom{m-k}{l} p^{\prime k+l} q^{\prime m-k-l} \\
& =\left(1-p q^{\prime}\right)^{m} .
\end{aligned}
$$

Choose $p=1 / 4$, and $p^{\prime}=3 / 4$. As there are $n!$ matchings:

$$
\mathbb{P}\left\{G \subset G^{\prime}\right\} \approx n!\exp \left(-\frac{n^{2}}{16}\right)
$$

Since $\log n!\approx n \log n$, the last expression goes to zero as $n \uparrow \infty$. Hence, even in this extreme case when $p^{\prime}-p=1 / 2$, we do not have $\mathcal{G}_{n, p} \subset \mathcal{G}_{n, p^{\prime}}$ with constant probability.

## 3. The lower bounds

We now present examples of monotone properties to show that our bounds are tight in the $d=1$ case and within a sublogarithmic factor for $d \geq 2$.

For the $d=1$ case, we consider the property $\Pi$, defined by:

$$
G \in \Pi \Leftrightarrow \min _{u \in V} \operatorname{deg}(u) \geq \frac{|V|}{4},
$$

where $V$ is the vertex set of $G$. Let $x_{1}, \ldots, x_{n}$, be the $n$ uniformly distributed points in $[0,1]$, these are the vertices of the graph $G$. Let $x_{(i)}$ denote the $i$ th order statistic. We have the following two estimates:

Lemma 3.1. If $0<\varepsilon \leq 0.5 e^{-44 / 6}$, then for property $\Pi$ :

$$
r(n, 1-\varepsilon) \geq \frac{1}{4}+\sqrt{\frac{\log 1 / 2 \varepsilon}{2 n}} .
$$

Proof. Let $u=1 / 4+\Delta$, where $\Delta>0$ is to be determined later. Pick $G \sim G\left(\mathcal{X}_{n} ; u\right)$, and let the vertices be $x_{1}, \ldots, x_{n}$. Then $x_{1}, \ldots, x_{n}$ are distributed uniformly in $[0,1]$. Observe that

$$
\begin{aligned}
\mathbb{P}\left\{x_{(n / 4)}>u\right\} & \geq \varepsilon \\
\Rightarrow \mathbb{P}\left\{\operatorname{deg}\left(x_{(1)}\right)<\frac{n}{4}\right\} & \geq \varepsilon \\
\Rightarrow \mathbb{P}\{G \notin \Pi) & \geq \varepsilon,
\end{aligned}
$$

where in the first implication we have used the fact that $\operatorname{deg}\left(x_{(1)}\right)<n / 4 \Leftrightarrow x_{(n / 4+1)}-x_{(1)}>u$, and that $x_{(n / 4+1)}-x_{(1)} \stackrel{d}{=} x_{(n / 4)}$.

Now, $\mathbb{P}\left\{x_{(n / 4)}>u\right\}=\mathbb{P}\{\operatorname{Bin}(n, u)<n / 4\}$, and for some suitably large $n_{0}$,

$$
\mathbb{P}\{\operatorname{Norm}(0,1)<-\sqrt{n} \Delta\} \geq 2 \varepsilon \Rightarrow \mathbb{P}\{\operatorname{Bin}(n, u)<n / 4\} \geq \varepsilon
$$

whenever $n>n_{0}$, by the Normal approximation.
Put $\Delta=\beta / \sqrt{n}$ for $\beta=\sqrt{6 \log (1 / 2 \varepsilon) / 11}$. Then for $0<\varepsilon \leq 0.5 e^{-44 / 6}$, we have $\beta \geq 2$. Thus, $\beta^{2} / 2 \leq-4 \beta / 3-\log 2 \varepsilon$. Since $x \geq \log x$ for $x \geq 1$, the last inequality implies that $\beta^{2} / 2 \leq$ $\log \left(3 \beta^{-1} / 4\right)-\log (2 \varepsilon)$. Combining this with the fact that for $\beta \geq 2,3 \beta^{-1} / 4 \leq \beta^{-1}+\beta^{-3}$, we obtain

$$
\frac{\beta^{2}}{2} \leq \log \left(\frac{1}{\beta}-\frac{1}{\beta^{3}}\right)+\log \frac{1}{2 \varepsilon}
$$

or

$$
\left(\beta^{-1}-\beta^{-3}\right) \exp \left(-\frac{\beta^{2}}{2}\right) \geq 2 \varepsilon
$$

But then by theorem 1.4 of Durrett Dur96, we have $\mathbb{P}\{\operatorname{Norm}(0,1)>\beta) \geq 2 \varepsilon$. This shows that

$$
\mathbb{P}\left\{G\left(\mathcal{X}_{n} ; \frac{1}{4}+\sqrt{\frac{\log (2 \varepsilon)^{-1}}{2 n}}\right) \notin \Pi\right\} \geq \varepsilon .
$$

and since $\Pi$ is increasing, this means that

$$
r(n, 1-\varepsilon) \geq 1 / 4+\sqrt{\frac{\log (2 \varepsilon)^{-1}}{2 n}}
$$

Lemma 3.2. For property $\Pi$ :

$$
r\left(n, \frac{1}{2}\right) \leq \frac{1}{4}+\frac{c}{\sqrt{n}},
$$

for some fixed constant $c>0$.
Proof. Suppose $G \sim G\left(\mathcal{X}_{n}, l\right)$. For any $u \in V(G)$, write $\operatorname{deg}_{\mathrm{L}}(u)$ for the number of points to the left of $u$ and adjacent to it, and similarly let $\operatorname{deg}_{R}(u)$ stand for the number of right neighbours. Note that if $\operatorname{deg}\left(x_{(1)}\right) \geq n / 4$, then necessarily $\operatorname{deg}\left(x_{(i)}\right) \geq n / 4$ for all $1 \leq i \leq n / 4$. With this observation we have:

$$
\begin{align*}
\mathbb{P}\{G \notin \Pi\} & =\mathbb{P}\left\{\bigcup_{1 \leq i \leq n}\left\{\operatorname{deg}\left(x_{(i)}\right)<\frac{n}{4}\right\}\right\} \\
& \leq \mathbb{P}\left\{\left\{\operatorname{deg}\left(x_{(1)}\right)<\frac{n}{4} \text { or } \operatorname{deg}\left(x_{(n)}\right)<\frac{n}{4}\right\}\right. \\
& +\mathbb{P}\left\{\bigcup_{\frac{n}{4}<i<\frac{3 n}{4}}\left\{\operatorname{deg}_{\mathrm{L}}\left(x_{(1)}\right)<\frac{n}{8}\right\}+\mathbb{P}\left\{\bigcup_{\frac{n}{4}<i<\frac{3 n}{4}}\left\{\operatorname{deg}_{\mathrm{R}}\left(x_{(1)}\right)<\frac{n}{8}\right\}\right.\right. \\
& \leq 2 \mathbb{P}\left\{\left\{\operatorname{deg}\left(x_{(1)}\right)<\frac{n}{4}\right\}+n \mathbb{P}\left\{\operatorname{deg}\left(x_{(1)}\right)<\frac{n}{8}\right\} .\right. \tag{1}
\end{align*}
$$

To bound the first term in (11), first observe that by arguing as in the last lemma $\mathbb{P}\left\{\operatorname{deg}\left(x_{(1)}\right)<\right.$ $n / 4\}=\mathbb{P}\{\operatorname{Bin}(n, l)<n / 4\}$. By applying Chernoff bounds, we can find a $c^{\prime}>0$ so that $\mathbb{P}\{\operatorname{Bin}(n, l)<$ $n / 4\}<e^{-c^{\prime 2} / 2}$, when $l=1 / 4+c^{\prime} / \sqrt{n}$.

To bound the second term in (11), again apply Chernoff's bounds to find $c^{\prime \prime}>0$, so that for $l=1 / 4+c^{\prime \prime} / \sqrt{n}$,

$$
n \mathbb{P}\left\{\operatorname{deg}\left(x_{(1)}\right)<\frac{n}{8}\right\}=n \mathbb{P}\left\{\operatorname{Bin}(n, l)<\frac{n}{8}\right\} \leq n \exp \left(-\frac{n}{32}\right),
$$

so that for $n$ large enough this term is overwhelmingly small. Therefore, for $c \geq \max \left(c^{\prime}, c^{\prime \prime}\right)$, and $l=1 / 4+c / \sqrt{n}$, we have

$$
\mathbb{P}\{G \notin \Pi\} \leq e^{-c^{2} / 2}+n \exp \left(-\frac{n}{32}\right),
$$

so that $r(n, 1 / 2) \leq 1 / 4+c / \sqrt{n}$, for a suitably chosen $c$.
Lower bound for $d=1$. Immediate from the last two lemmata.
Theorem 3.3. For $d \geq 2$, there exists an increasing property $\Pi$ such that for $0<\varepsilon<1 / 2$, the threshold width satisfies:

$$
\delta(n, \varepsilon)=\Omega\left(n^{-1 / d}\right) .
$$

Proof. Let $\Pi$ be the property that the graph is complete. This is trivially a monotone property.
Let $u:=\sqrt{d}\left(1-2 \Delta_{+}\right)$, for some $0<\Delta_{+}<(2 n)^{-1 / d}$, and pick $G \sim G\left(\mathcal{X}_{n} ; u\right)$. Fix a pair of diagonally opposite corner cubes with side $\Delta_{+}$, and consider the event that there is exactly one point in each. If this happens then the graph is not complete, since the points are more than $u$ apart. Hence:

$$
\mathbb{P}\{G \notin \Pi\} \geq\binom{ n}{2}\left(\Delta_{+}^{d}\right)^{2} \cdot 2 \cdot\left(1-2 \Delta_{+}^{d}\right)^{n-2}
$$

Since $\Delta_{+}<(2 n)^{-1 / d}$, for large enough $n$, we have

$$
\left(1-2 \Delta_{+}^{d}\right)^{n-2} \geq\left(1-\frac{2}{2 n}\right)^{n-2} \geq \frac{1}{2}
$$

Now,

$$
\mathbb{P}\{G \notin \Pi\} \geq\binom{ n}{2}\left(\Delta_{+}^{d}\right)^{2} .
$$

For $0<\varepsilon<1 / 2$, set

$$
\binom{n}{2}\left(\Delta_{+}^{d}\right)^{2}=\varepsilon,
$$

to obtain $\Delta_{+}=\varepsilon^{1 / 2 d}\binom{n}{2}^{-1 / 2 d}$. Hence there exists a $c>0$ such that for $\Delta_{+} \leq \varepsilon^{1 / 2 d} / n^{1 / d}$ :

$$
\begin{equation*}
r_{n}(1-\varepsilon) \geq u \geq \sqrt{d}\left(1-\frac{c \varepsilon^{1 / m d}}{n^{1 / d}}\right) \tag{2}
\end{equation*}
$$

Now set $l=\sqrt{d-1+\left(1-4 \Delta_{-}\right)^{2}}$, and pick $G \sim G\left(\mathcal{X}_{n} ; l\right)$. Using elementary geometry it is easy to see that, if none of the $n$ points lies in any of the $2^{d}$ cubes of side $2 \Delta_{-}$at the corners of $[0,1]^{d}$, then the graph is complete. Hence, for $n$ large:

$$
\mathbb{P}\{G \in \Pi\} \geq\left(1-2^{d}\left(2 \Delta_{-}\right)^{d}\right)^{n} \geq \exp \left(-n\left(4 \Delta_{-}\right)^{d}\right)
$$

where we have used the fact that $1-x \geq e^{-x}$, when $x \geq 0$, so that $(1-x)^{n} \geq e^{-n x}$, if $x<1$. Setting $\exp \left(-n\left(4 \Delta_{-}\right)^{d}\right)=\varepsilon$, we get $\Delta_{-}=\left(\log \varepsilon^{-1}\right)^{1 / d} / 4 n^{1 / d}$, so that

$$
\begin{equation*}
r_{n}(\varepsilon) \leq l=\sqrt{d-1+\left(1-\frac{\left(\log \varepsilon^{-1}\right)^{1 / d}}{n^{1 / d}}\right)^{2}} . \tag{3}
\end{equation*}
$$

Putting equations (2) and (3) together:

$$
\begin{aligned}
\delta(n, \varepsilon) & =r_{n}(1-\varepsilon)-r_{n}(\varepsilon) \geq u-l \\
& =\sqrt{d}\left[1-\frac{c \varepsilon^{1 / m d}}{n^{1 / d}}-\sqrt{1-2 \frac{\left(\log \varepsilon^{-1}\right)^{1 / d}}{n^{1 / d}}+o\left(\frac{1}{n^{1 / d}}\right)}\right] \\
& =\sqrt{d}\left[\frac{\log ^{1 / d} \varepsilon^{-1}-c \varepsilon^{1 / m d}}{n^{1 / d}}+o\left(\frac{1}{n^{1 / d}}\right)\right] \\
& =\Omega\left(\frac{\log ^{1 / d} \varepsilon^{-1}}{n^{1 / d}}\right) .
\end{aligned}
$$

Observe that for any $\kappa>0$ constant, if $\varepsilon=n^{-\kappa}$, our lower bound for $d \geq 3$, matches our upper bound on the threshold width, and is only a factor of $\Theta\left(\log ^{1 / 4} n\right)$ away for $d=2$. For any constant $\varepsilon$, the difference between the bounds is $\mathcal{O}\left(\log ^{1 / d} n\right)$ and $\mathcal{O}\left(\log ^{3 / 4} n\right)$ respectively.

## 4. Bounding the bottleneck matching for $d \geq 3$

We now present a simpler proof of the bound for the $d \geq 3$ than the one in SY91. We emphasise that even though we also recursively sub-divide the cube, our principle is different. In our proof at all times we maintain a uniform density in each of the subcuboids. This requires careful choice of the cutting plane and a linear transformation based on order statistics. This however, permits us to bound the matching length via Chernoff bounds, as opposed to estimating the aspect ratios of rectangular solids as in SY91.

The basic idea is to divide the unit square into $n$ equal boxes. Given $n$ points distributed uniformly on the square, move the points so that there is roughly a single point in each box. Now consider the two samples of red and blue points. Apply this process to both samples. Let $\Delta$ be the maximum shift seen by a red point, and $\Delta^{\prime}$ the maximum shift for the blue points. Then the triangle inequality tells us that the bottleneck matching is less than $\Delta+\Delta^{\prime}+\sqrt{d}$.

We shall now use this idea to bound the bottleneck matching in $[0,1]^{d}$.
To move each point into its unique box we follow a recursive process. We shall provide only an informal description here, relegating the details to appendix Moreover, for simplicity, we shall suppose $n$ to be a power of 2 . First divide the square by drawing a vertical line so that there are exactly $n / 2$ points in each half. Transform the $x$-coördinates of the points in each half so that they are uniformly distributed in $[0,1 / 2]$ and $[1 / 2,1]$. Now repeat the process along the $y$-axis for each rectangle, and then along the $z$-axis and so on. Repeat when all coördinate axes have been done once, and so on. One can carry this process for $\log n$ steps so that there is exactly one point in each box. However, for $d \geq 3$ it is better to stop at the $j$ th step, where $j<\log n$. Choose $j=\left\lceil d^{-1} \log _{2}(n / \log n)\right\rceil$. Then the side of the box and hence the shift thereafter is $\leq 2^{-j}$. With this observation we can now show

Proposition 4.1. If $M_{n}$ is the weight of the bottleneck matching on a geometric random bipartite graph on $2 n$ points in the $[0,1]^{d}$, for $d \geq 3$, then for any $\beta>1$, we can find a constant $c_{d}>0$ such that:

$$
\mathbb{P}\left\{M_{n}>c_{d} \beta r_{c}\right\} \leq \frac{1}{n^{\beta^{2}-1}},
$$

so that $M_{n}=\mathcal{O}\left(r_{c}\right)$ whp.
Proof. To estimate $M_{n}$, we compute the total shift experienced by an arbitrary point. To this end, we shall find the shift along each axis, and shall concentrate on one coördinate at a time. Consider the $x$-axis. We regard a step as one cycle in which divisions along all axes have been completed, according to the scheme described above. Therefore, if a step begins with a $d$-dimensional cube of side $l$ containing $n$ points, by the end of the step, the cube has been divided into $2^{d}$ cubes of side $l / 2$, with $n / 2^{d}$ points each.

Let $n_{i}=n / 2^{d(i-1)}$ denote the number of points in a subcube at the beginning of the $i$-th step, and $l_{i}=2^{-i+1}$ denote the length of the side of the cube. Lemma A.2 implies that for any point in the left half of such a subcube, the shift $\delta_{i}$ in the $x$-direction experienced during the $i$ th step satisfies:

$$
\mathbb{P}\left\{\left|\delta_{i}\right|>\gamma_{i}\right\} \leq 2 \exp \left(-\frac{\gamma_{i}^{2}}{l_{i}^{2}} n_{i}\right) .
$$

Therefore,

$$
\mathbb{P}\left\{\left|\delta_{i}\right|>\gamma_{i}\right\} \leq 2 \exp \left(-\gamma_{i}^{2} \frac{n}{2^{(i-1)(d-2)}}\right) .
$$

Now choose $\gamma_{i}$ such that $\gamma_{i}^{2} \cdot n / 2^{(i-1)(d-2)}=\beta^{2} \log n$, where $\beta>1$ is fixed but arbitrary. Observe that with this choice, $\gamma_{i}$ is decreasing with $i$ only when $d>2$. Let $\Delta$ be the maximum total shift experienced by any point. Taking the union bound over all $n$ points, and all $d$ coördinates, and at
most $j$ divisions along a coördinate, we obtain;

$$
\mathbb{P}\left\{|\Delta|>\sqrt{d} \sum_{i=1}^{j} \gamma_{i}\right\} \leq 2 n \log n \exp \left(-\beta^{2} \log n\right)
$$

However,

$$
\begin{aligned}
\sum_{i=1}^{j} \gamma_{i} & =\beta \sqrt{\frac{\log n}{n}} \sum_{i=1}^{j} 2^{\frac{(i-1)(d-2)}{2}} \\
& \leq 2 \cdot \beta \sqrt{\frac{\log n}{n}} 2^{\frac{d-2}{2} \cdot \frac{1}{d}\left(\log _{2} n-\log _{2} \log n\right)} \\
& =2 \beta\left(\frac{\log n}{n}\right)^{\frac{1}{d}}
\end{aligned}
$$

Therefore, we have:

$$
\mathbb{P}\left\{|\Delta|>2 \sqrt{d} \pi_{d}^{-1 / d} r_{c}\right\} \leq \mathbb{P}\left\{|\Delta|>\sqrt{d} \sum_{i=1}^{j} \gamma_{i}\right\} \leq \frac{2 \log n}{n^{\beta^{2}-1}} .
$$

After $j$ steps the side of the cube is $2^{-j}$ and hence if we arbitrarily move points within the cube, the extra shift is at most $\sqrt{d} 2^{-j}$. Therefore, if we choose $c_{d}$ to be any constant larger than $\sqrt{d}+2 \sqrt{d} \pi_{d}^{-1 / d}$, we get $|\Delta| \leq c_{d} r_{c}$ with probability at least $1-n^{1-\beta^{2}}$.

We note en passant that for the above method to provide a bound in the $d=2$ case, one must proceed for $\log n$ steps, so that there is only a single point in each box. However, in this case, one only gets an $\mathcal{O}\left(r_{c} \log n\right)$ bound, which is off by $\log ^{1 / 4} n$ from the sharp bound in Leighton and Shor LS89.

## 5. The bound for $d=1$

Given $n$ points uniformly distributed in $[0,1]$, follow the recursive division procedure described in the last section. However, in this case, at each step, the number of points decreases by half. This gives us the following stronger result:

Proposition 5.1. For any $\beta>0$

$$
\mathbb{P}\left\{M_{n}^{(1)} \geq \beta / \sqrt{n}\right\}=\mathcal{O}\left(\exp \left(-c \beta^{2}\right)\right)
$$

for some positive constant c.
Proof. For the sake of simplicity we assume that $n=2^{k}$ for some $k \in \mathbb{N}$, this makes no difference to the proof except for simplifying some expressions. In the $i$ th step there are $2^{i}$ sets of $n / 2^{i}$ points each. Therefore, if $\delta_{i}$ is the shift of an arbitrary set, then for $\beta_{i}>0$, by lemma A.2,

$$
\mathbb{P}\left\{\left|\delta_{i}\right| \geq \frac{\beta_{i}}{\sqrt{n}}\right\} \leq 2 \exp \left(-2^{i} \beta_{i}^{2}\right)
$$

so that the maximum shift $\Delta$ of any point satisfies:

$$
\mathbb{P}\left\{\max |\Delta| \geq \frac{\sum_{i} \beta_{i}}{\sqrt{n}}\right\} \leq 2 \sum \frac{n}{2^{i}} \exp \left(-2^{i} \beta_{i}^{2}\right) .
$$

Choose the $\beta_{i} \mathrm{~s}$ such that $2^{i} \beta_{i}^{2}=\beta_{0}^{2}+i$, for some $\beta_{0}$. Then $\sum_{i} \beta_{i} \leq K \beta_{0}$ for some suitable constant $K>0$. Taking $\beta=K \beta_{0}$, we get:

$$
\mathbb{P}\left\{M_{n}^{(1)} \geq \frac{\beta}{\sqrt{n}}\right\} \leq c^{\prime} \exp \left(-c \beta^{2}\right)
$$

for some constants $c, c^{\prime}>0$.

## 6. CONCLUSION

We have shown that all monotone graph properties have a sharp threshold for random geometric graphs. Moreover, this threshold is sharper than the one for Bernoulli random graphs.

We have a sharp result for $d=1$. For $d \geq 3$ we believe the upper bound of $\mathcal{O}\left(r_{c}\right)$ to be actually tight. For $d=2$ case we believe the upper bound to be $\mathcal{O}\left(r_{c}\right)$ as well, though this cannot be obtained via bottleneck matchings.
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## Appendix A. Estimating the shift in each Recursive step

To establish a bound on the amount by which each point is moved, we must examine the 'shrinking' and 'stretching' process formally. For simplicity we concentrate on the $d=2$ case. Ignore the $y$-coördinates. Then we have $n$ iid Unif $[0,1]$ points $x_{1}, \ldots, x_{n}$. It is well known (Nev01) that the $k$ smallest points are iid uniform in $\left[0, x^{(k+1)}\right.$ ), and that the $n-k$ largest points are iid uniform in $\left(x^{(k)}, 1\right]$, where $x^{(i)}$ is the $i$ th order statistic. Suppose that $n$ is even-the analysis below applies mutatis mutandis when $n$ is odd. Set $\delta_{l}=x^{\left(\frac{n}{2}+1\right)}-1 / 2$ and $\delta_{r}=1 / 2-x^{\left(\frac{n}{2}\right)}$. Then transform the points as follows:

$$
x^{(i)} \mapsto \begin{cases}x^{(i)} \frac{1 / 2}{1 / 2+\delta_{l}}, & \text { for } i=1, \ldots, \frac{n}{2}, \\ 1-\left(1-x^{(i)}\right) \frac{1 / 2}{1 / 2+\delta_{r}}, & \text { for } i=\frac{n}{2}+1, \ldots, n .\end{cases}
$$

This transform leaves the smallest $n / 2$ points uniformly distributed in $[0,1 / 2]$ and the largest $n / 2$ points uniformly distributed in $[1 / 2,1]$. This process is now repeated $\lceil\log n\rceil$ times alternating the $x$ - and $y$-coördinates. The maximum shift at any step is not more than $\left|\delta_{l}\right|$ for the points on the left and not more than $\left|\delta_{r}\right|$ for points on the right. We use shall $\delta$ to mean either of $\delta_{l}$ or $\delta_{r}$.

Let $X_{t}$ be the number of points in $[0, t]$ prior to the transformation. The following result is immediate:

Lemma A.1. For $0<\gamma<1 / 2$,

$$
\mathbb{P}\{|\delta|>\gamma\} \leq 2 \mathbb{P}\left\{X_{1 / 2+\gamma}<\frac{n}{2}\right\} .
$$

To bound the last probability, observe that $X_{t}$ is just the sum of $n$ iid Bernoullis that are 1 with probability $t$. Hereafter $\beta>0$ is some constant.
Lemma A.2. The shift $\delta$ of any point in the recursion step satisfies:

$$
\mathbb{P}\{|\delta|>\gamma\}=\mathcal{O}\left(\exp \left(-n^{\prime}(\gamma / l)^{2}\right)\right),
$$

where $n^{\prime}$ is the number of points in the subcuboid being divided, and $l$ is length of the side that is being divided.

Proof. The proof is a straightforward application of Chernoff's bound. Assume wlog that $l=1$.

$$
\begin{aligned}
\mathbb{P}\{|\delta|>\gamma\} & \leq 2 \mathbb{P}\left\{X_{1 / 2+\gamma}<\frac{n^{\prime}}{2}\right\}=2 \mathbb{P}\left\{X_{1 / 2+\gamma}<n^{\prime}\left(\frac{1}{2}+\gamma\right)-n^{\prime} \gamma\right\} \\
& \leq 2 \exp \left(-\frac{n^{\prime 2} \gamma^{2}}{2 n^{\prime}(\gamma+1 / 2)}\right) \leq 2 \exp \left(-n^{\prime} \gamma^{2}\right), \text { since } \gamma \leq 1 / 2
\end{aligned}
$$

Generalisation to the $d \geq 3$ case is straightforward.
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