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ABSTRACT
Given time and location information about digital photo-
graphs we can automatically generate an abundance of re-
lated contextual metadata, using off-the-shelf and Web-based
data sources. Among these are the local daylight status and
weather conditions at the time and place a photo was taken.
This metadata has the potential of serving as memory cues
and filters when browsing photo collections, especially as
these collections grow into the tens of thousands and span
dozens of years.

We describe the contextual metadata that we automati-
cally assemble for a photograph, given time and location, as
well as a browser interface that utilizes that metadata. We
then present the results of a user study and a survey that
together expose which categories of contextual metadata are
most useful for recalling and finding photographs. We iden-
tify among still unavailable metadata categories those that
are most promising to develop next.

Categories and Subject Descriptors
H.5.1 [Information Systems Applications]: Information
Interfaces and Presentation—Multimedia Information Sys-
tems

General Terms
Human Factors

Keywords
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1. INTRODUCTION
Managing personal collections of digital photos is an in-

creasingly difficult task. As the rate of digital acquisition
rises, storage becomes cheaper, and “snapping” new pic-
tures gets easier, we are inching closer to Vannevar Bush’s
1945 Memex vision [3] of storing a lifetime’s worth of doc-
uments and photographs. At the same time, the usefulness
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of the collected photos is in doubt, as the methods of access
and retrieval are still limited.

The existing approaches towards the photo collection man-
agement problem can be categorized into three main thrusts.
First, there are tools to enable and ease annotation [16].
However, annotation is still cumbersome and time-consuming
for consumers and professionals alike. Second, methods have
been developed for fast visual scanning of the images like
zoom and pan operations [2]. These tools may not scale
to manage tens of thousands of images. Finally, image-
content based tools [18] are not yet, and will not be in the
near future, practical for meaningful organization of photo
collections. While low-level features can be extracted, the
semantic gap between those and recognizing objects (and
furthermore, topics) in photographs is still wide.

The good news is that automatically collected metadata
has been shown to be helpful in the organization of photo
collections. In [6, 7] we demonstrate how the timestamp
that digital cameras embed in every photo is effective in the
construction of browsers over photo collections that have not
been annotated manually.

Beyond time-based automatic organization, technology ad-
vances have made it feasible to add location information
to digital photographs, namely the exact coordinates where
each photo was taken.1 As location is one of the stronger
memory cues when people recall past events [19], location
information can be extremely helpful in organizing and pre-
senting personal photo collections.

We have implemented PhotoCompas [13], a photo browser
that exploits such geo-referenced photographs. PhotoCom-
pas uses the time and location information to automatically
group photos into hierarchies of location and time-based
events. The system was proven effective [11, 13] for users
browsing their personal collections.

We have now extended PhotoCompas; in addition to em-
ploying the time and location metadata to automatically
organizing photo collections, the system deploys time and
location also as generators of context. We extract additional
metadata about each photo from various sources. We then
integrate the metadata into the browser’s interface. The
metadata provides context information about each photo.

For example, we obtain weather information about each
photo. The time and place where the photo was taken allows
us to retrieve archival data from weather stations that are
local to the photo’s exposure location. Similarly, given time

1There are a number of ways to produce “geo-referenced
photos” using today’s off-the-shelf products. For a sum-
mary, see [17].
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Figure 1: The metadata categories generated by our
system, as shown in the interface opening screen.

Figure 2: A subset of the ”Sri Lanka dusk pho-
tos” from the first author’s collection, detected us-
ing contextual metadata.

and location we automatically obtain the time of sunrise
and sunset when the photo was taken. PhotoCompas inte-
grates this contextual information in its user interface (see
Figure 1). In Section 2 we briefly describe the metadata we
thus assemble for each photograph.

While the contextual metadata can serve well as memory
cues, it can also imply the content of the image. For exam-
ple, by clicking on the Dusk entry in the Light Status section
of Figure 1, a photographer requests to see only photos that
were taken when dusk had fallen at the exposure location.
Figure 2 shows the result of this action, further restricted to
show only photos from Sri Lanka.

Our focus here is on (i) measuring how effective users
believe our particular set of contextual metadata to be for
photo retrieval, (ii) observing which of this metadata they
actually take advantage of when searching through our in-
terface, and (iii) exploring what other contextual metadata
would be profitable to capture in the future.

To this end we gathered and analyzed several data sets
by means of a user study and a separate survey. In the
user study we had subjects find photographs from their own
collection by interacting with our metadata enriched Pho-
toCompas browser. We recorded their paths through the
interface. Also in the user study we asked each participant
to grade 24 potential categories of contextual information by

how useful they believed the additional information would
be for helping with retrieval. In the survey, which involved a
larger number of participants, we had participants describe
some of their own photos from memory. We also asked them
to grade the same 24 metadata categories in terms of how
well they were remembered. We then compared the col-
lected data and conclude which of the 24 categories seems
to be effective for photo collections.

The practical results of this work are recommendations on
which metadata sources would be particularly profitable to
create or tap into in order to make photo collections more
easily accessible.

The methods we describe in this paper may extend beyond
photo collections to assist in the management and retrieval
from, for example, an all-encompassing personal data store
[5]. Alternatively, some of the metadata may be useful for
annotation and retrieval from global repositories, such as a
set of geo- and time-referenced news reports.

The rest of this paper is organized as follows. In Section 2,
we describe the contextual metadata that we currently ex-
tract from various available sources, given time and loca-
tion information for each photo in the collection. Section 3
discusses the use of these metadata in the user interface.
Section 4 describes the user study we devised to asses the
usefulness of our added metadata and presents the results
of the study. In Section 5 we describe the methods and re-
sults of the survey, and how they relate to the user study’s
results. We conclude in Section 6.

2. METADATA CATEGORIES
The metadata categories our system generates and utilizes

in the interface are listed below.

2.1 Location
The location recorded for each photo refers to the location

of the camera at the moment of capture. Another interesting
location is the location of the subject of the photo, which we
assume is approximately similar to the camera location.

The location is represented by latitude and longitude, and
must be translated to a useful location representation. A
map is one option [17], though we have shown that browsing
a textual location hierarchy can augment map-based loca-
tion browsing, or even replace the map [11] (for example,
when screen real-estate is limited).

The text-based location is based on an off-the-shelf ge-
ographical dataset that enables querying with a (latitude,
longitude) pair to get the containing country, province/state,
county, city (if any) and park (if any). Additional location
context can be supplied by gazetteers such as Alexandria [8],
which can be queried for nearby landmarks to each photo.

In our PhotoCompas implementation, we group the pho-
tos into geographic clusters that are expected to make sense
to the user, but do not necessarily correspond to the admin-
istrative division of provinces, counties, cities, parks etc. For
example, a user that lives in San Francisco may have clus-
ters for the San Francisco area, Yosemite area and the East
Coast; the details of how we generate the clusters and as-
sign them with meaningful geographic names (based on the
geographical dataset) appear in [13].

2.2 Time of Day
Knowledge about the time of day a photo was shot can

be used when searching for an image in a collection (e.g.,
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one remembers a certain photo was taken late at night). In
most cases, however, users set their camera clock once, usu-
ally when they operate the camera for the first time. The
clock is used to timestamp all the photos taken with the
camera. Indeed, this one-time setting is sufficient to sort
all the pictures by time, or to associate pictures with the
(approximate) month and date in which they were taken.
The pitfall appears when the user travels to a different time
zone. Most of the users do not bother re-setting their cam-
era’s clock, resulting in timestamps that inaccurately por-
tray the time the picture was taken. For example, a photo
taken in Israel in the morning, using a camera set to Pacific
Standard Time, would appear to have been taken at night
because of the 10-hour difference.

This problem can be solved given the location informa-
tion where each photo was taken, and the original time zone
according to which the camera clock was set. This informa-
tion is sufficient to compute the local time for each photo.
In the future, location-aware cameras could automatically
detect the local time, as do cellular phones today.

In the meantime, we compute the local time using a ge-
ographical dataset containing the world’s time zones. The
dataset can be queried by the photo coordinates, returning
the correct time zone for the photo. The next step is simply
calculating the offset between the original and actual time
zones and applying it to the photo time to get a local time.

2.3 Light Status
People’s perception of the time is sometimes not derived

from the clock time, but rather from the daylight status.
For example, people may recall a certain picture was taken
when it was dark outside; around sunset; before sunrise; etc.

Given the local time and location for each photo, one can
find how many minutes away from the sunset and sunrise
each picture was taken. One way to do it is implement an
algorithm, and compute the sunset and sunrise time for each
photo location and time.

Instead, we use the US Naval Observatory Web service2.
The service returns a complete set of daily sunset and sunrise
times for a (year, latitude, longitude) query. To give an
idea about the number of necessary queries, only 42 network
requests were required (accurate to integer lat/long values)
for a personal collection of 3706 photos spanning 13 months
and 8 countries, as the results can be cached in reused for
the each (year, latitude, longitude) value in the collection.

As people are not expected to remember exactly how
much time before or after sunset or sunrise their pictures
were taken, we group photos into day, dusk, night and dawn.
In our current implementation, the dusk grouping includes
all photos taken within one hour before or after sunset; the
night photos include all photos taken one hour after sunset
to one hour before sunrise, and so on. This arbitrary group-
ing may be a somewhat limiting. For example, northern
locations have longer sunsets. We are considering ways to
overcome this problem.

2.4 Weather Status and Temperature
Often, people can filter photos using weather information:

they recall a certain event occurred on a stormy night (even
if the event took place indoors), another event on a clear day,
etc. In addition, people may remember the outside temper-
ature at the time the picture was taken (“it was freezing!”).

2http://aa.usno.navy.mil/

We use the Weather Underground3 Web service to get
weather information. Historic data can be queried by a (zip-
code, date) pair or a (weather station, date) pair for weather
outside the United States; geographic datasets that allow us
to translate any (latitude, longitude) pair into a zip code or
weather station are commonly available. The results of a
query to the server can be cached and used for all photos
taken on the same day and in the same area, reducing the
required number of queries. Again, the number of required
queries is small in comparison to the number of photos. For
1823 US photos, for example, spanning 13 months and 70
different zip codes, only 139 queries to the Web service were
required when caching the results.

The weather data we get for each day is an hourly (ap-
proximately) report of the weather conditions (e.g., “rainy”,
“clear”) and temperature. We annotate each photo with all
weather conditions that appear between two hours before
and after the photo (a single photo can be associated both
with “rainy” and “cloudy”, for example) . The temperature
is computed as the average of temperatures measured in the
hours around the photo time. We used actual measured tem-
peratures; another option is using perceived temperatures,
e.g., factoring in the windchill.

2.5 Events
In personal photo collections there is a strong notion of

events [4, 14]. People often think of their photos in terms
of events, and usually associate each photo with a certain
event: a wedding; a vacation; a birthday party etc. The
“event” can therefore be considered useful context.

Computer systems today cannot detect the essence of an
event (e.g., “birthday”). However, the technology is mature
enough to be able to automatically group photos that were
taken during the same event [4, 6], especially when location
data as available, as we show in [13]. The get the essence
of the event, one might consider correlating events our al-
gorithms identify with the photographer’s calendar. If the
event is public (e.g., a wedding, a baseball game, or a mu-
sic concert), then sharing data between users may help in
automatically or semi-automatically assigning a meaningful
name to the event (based on systems such as [12, 15]).

In [13] we describe how PhotoCompas automatically de-
tects events using the time and location information in each
photo. The events are annotated with a place name (based
on the location of the photos in the event) and time to supply
the full automatically-derived context, e.g. “San Francisco,
7th July 2004”.

2.6 Additional Categories
Other metadata categories that we derive from the location-

and time-stamps of the photographs are: elevation — avail-
able either from the GPS data or from a digital elevation
model; season (autumn, winter, spring, summer) — by the
date in which the photo was taken (of course, this will differ
between hemispheres). We also show the time zone (offset
from GMT) as a separate category in addition to using it to
compute local time.

Many other categories could be produced for browsing
photos using current image processing technology, although
we have not, so far, integrated such methods into our work.
For example, starting with the number of people that appear
in the photo (detection technology is quite mature [9] while

3http://www.wunderground.com/
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recognition is not), whether it was taken indoor or outdoor
[10], prominent colors or other content data [18], etc. In
this paper we emphasize contextual metadata that pertains
to location and time only, but we included many additional
categories in our survey as described in Section 5.

3. INTERFACE
While our work is deploying the contextual information

explicitly in a user interface, it must be noted that the con-
text can also be used implicitly, e.g. for determining similar-
ity between photos, ranking search results and so forth. Fo-
cusing on the interface, we describe the prototype interface
we used to initially test the contextual metadata we pro-
duced. Before we get to that, we describe the requirements
from an “ideal” interface, given this contextual information.

An interface that will enable effective usage of context
must be:

• Non-intrusive. The context selection/filtering mecha-
nism should not take too much screen space, nor create
clutter that requires additional mental effort.

• Simple and clear. For example, weather conditions should
be represented by very few general groups (sun, clouds,
rain, snow, wind) and not by dozens of possible weather
conditions (showers, thunderstorms and so forth).

• Able to accept range specifications. For example, being
able to specify “it was cold — between 0 and 25 degrees”
for temperature; specify a calendaric range; a time-of-
day range (“sometime between 6am and 8am”).

• Allow exclusion of groups of photos easily. E.g., “any
time but night”; “it wasn’t raining”.

• Be flexible enough to simultaneously apply multiple fil-
ters (“it was a cold, rainy morning”).

We used the Flamenco HTML-based toolkit [20] to create
the interface for our PhotoCompas, and in particular, to
enable browsing of the contextual metadata. The authors
of Flamenco kindly made their implementation of a general
metadata browser available to us. That system does not
meet all the requirement laid out above. However, Flamenco
allowed us to prototype a browsing interface quickly so that
we can proceed to build a complete user interface once we
have the certainty that the contextual information is indeed
useful, and have more information pertaining to how people
use, or would like to use, this context.

In every step of the interaction with the Flamenco inter-
face, the user can select from a number of values under each
category. For example, “United States” and “Sri Lanka”
appear under the Location category in Figure 1. After a
user clicks on a value, the interface shows only the photos
that match that value, as well as other category values that
were chosen earlier (e.g., “dawn”). Further refinement is
then possible using both other categories and more detailed
groupings of the chosen category (e.g., locations within the
given country) .

4. USER STUDY
We set out to test the use of the contextual metadata on

real-life, large personal collections of geo-referenced digital
photos. Our goals were to discover:

• Whether participants are able to use the contextual in-
formation to browse for photos.

• Which of the context metadata that can be derived using
location and time are useful.

• Whether the results correspond to the outcome of the
survey. This is discussed in Section 5.

We first describe the user study setup, and then the meth-
ods and results.

4.1 Statistics and Setup
It is practically impossible to find subjects with personal

geo-referenced photo collections, as the geocoded photo tech-
nology is not widely available to consumers yet. Instead, we
used a “location stamping” tool. The Location Stamper4

allows users to retrospectively mark their photos with a lo-
cation, by dragging and dropping their photos onto a map.
Still, recruiting enough suitable users was a difficult task, as
we had also experienced in previous photo-related studies [7,
11]. Some of the challenges included the requirement of a
large enough collection and a considerable time investment.
At the end of the subject search process, we were able to
recruit nine subjects for our user study.

The participants’ ages ranged from 18 to 32, with the
highest representation in the 20s. Six subjects were male,
and three were female. Seven of the photo collections ex-
ceeded 1,000 photographs, and the average collection size
was 1,876 images. The average time span of the collections
was 22 months. On average, each collection had photos
from four countries, and 82% of the photos were taken in
the United States.

4.2 Method and Results
The study was executed using the subjects’ own personal

collection of photographs. Each participant completed one
task. In this task, we asked the participants at the begin-
ning of the session to mentally recall three of their pho-
tographs. Then, we asked them to navigate to each of these
photos in turn, applying constraints by manipulating the
Flamenco user interface, as described in Section 3. For the
user study, we removed the location context (country, place
names as describe in Section 2.1) from the interface. We also
removed the event breakdown (Section 2.5). The reason for
the removal is that we felt the direct location/time context
information would dominate over the others, especially as
the collections span only a few years (i.e., not many photos
from each location). Participants were thus faced with six
available contextual categories: temperature, weather sta-
tus, elevation, time of day, light status and season.

We logged the order in which subjects clicked on the dif-
ferent metadata categories in every trial. We focused on the
first few clicks in each trial. Beyond that, the data was too
spotty (often, the choice of category to click on was very
limited after the first 2–3 clicks).

In addition, we used a questionnaire, parts of which were
handed to the participants after they completed each search
task, and another part upon completion of their session.

We first report on the actual category ‘clicks’ the partici-
pants applied in the different trials, looking for the different
photos. Then we discuss the questionnaire.

The click count is summarized in Figure 3, showing how
many times each category was clicked in the first or second
click of each trial. By far, most user trials (12 out of a total
of 27 trials) started by clicking on the season corresponding

4Available from http://wwmx.org

199



0

2

4

6

8

10

12

14

16

Sea
so

n

Lig
ht s

ta
tu

s

Tim
e 

of 
da

y

W
eath

er

Elev
atio

n

Tem
pe

ra
tu

re

N
u

m
b

er
 o

f 
cl

ic
ks

Second Click

First Click

Figure 3: Usage of the different metadata categories
within the first two clicks in each trial.

to the photograph they were looking for during that trial.
The next most useful categories were light status and time
of day, which we suspect were used interchangeably by the
participants. Each of these categories was used within the
first two clicks in 10 out of 27 trials. The weather conditions
category proved useful as well, as it was clicked within the
first two clicks 9 out of 27 times. More notably, participants
preferred the weather conditions category to the tempera-
ture category; the latter was only used twice within the first
two clicks.

In the first part of the questionnaire, we asked the par-
ticipants after each trial to rank the categories that were
most used by them during that specific trial. The results
are consistent with the order of the clicks. Indeed, partici-
pants attested that time of day, season and light status (in
this order) were effectively used much more frequently than
weather, temperature and elevation.

In the second part of the questionnaire, the participants
were asked to freely specify other contextual metadata cat-
egories that would have helped them look for that trial’s
photo. Prominent answers to this open-ended question were
number (or presence) of people in the photo (five partici-
pants listed this category, for 13 different photos); indoor/
outdoor classification (5, 7); type of activity (2, 2); and
prominent colors (2, 2). This part, and its results, cor-
respond to the independent recall part of the survey (see
Section 5.2).

At the end of all trials, each participant ranked a group of
24 contextual metadata categories on how useful they would
have been in retrieving each photo in the trials. We used
a 10 point Leikert scale. For example, subjects were asked
to rank how useful the data regarding number of people in
the image would have been when looking for the specific
image. This part of the questionnaire corresponds to the
assisted recall rating part of the survey, were we asked the
participants how well they remember the specific properties
of the photo, instead of rating the usefulness of the data as
we do here (see Section 5). We leave the detailed discus-
sion to Section 5. It is worth mentioning that within this
part of the questionnaire, users ranked the metadata that
were available in the interface in a consistent manner to the
measured click order and the first part of the questionnaire.

5. SURVEY
Independent of the formal user study that we described in

the previous section, we administered a survey to 35 partic-
ipants. This survey allowed us to gather information about
the usefulness of various contextual metadata from a broader
number of people than was practical in the context of the
user study. None of the experiment’s subjects were also in
the set of participants we surveyed. In particular, we sought
in the survey to understand which metadata categories are
useful for mentally recalling photographs, rather than for
finding a photo in a collection, as had been the focus in the
user study’s questionnaire.

The survey consisted of two parts that respondents worked
on in order. In the first part of the survey, the independent
recall, we asked the participants to mentally recall any one to
three of their personal photographs. Once they had a photo
in mind, the survey had them describe the photo in prose in
as much detail as possible, and with as much context about
the surrounding environment and conditions as they could
remember. These expositions usually amounted to about
half a page of handwritten text. Through this method we
harvested a total of 83 descriptions from the 35 participants.

The open-ended nature of the survey’s photo descriptions
provided an opportunity to discover the range of metadata
that is at work in mental recall, independent of the facilities
we provided in our computer implementation.

To this end we coded all the prose descriptions, extract-
ing which kind of metadata about the respective photo was
being used in each sentence of the descriptions. We then
ranked these metadata categories by the number of times
that respondents made use of them in their descriptions.

In the second half of the survey, the assisted recall, we
asked participants to rate how well they remembered differ-
ent categories of contextual metadata. These were the same
categories that we had asked about in the user study ques-
tionnaire and included categories like “time of day”, “in-
door/outdoor” and “Other people at the same event (but
not in the photo)”.

5.1 Method and Results
We administered the survey in informal settings; partic-

ipants’ collections were not nearby. Nor had we prompted
participants to interact with their collections ahead of time.
No computer interaction was involved. The responses were
put down on paper. The survey also did not limit partici-
pants to digital photographs. Of the 8 photos, 39 were de-
scribed by female respondents, 42 by men. One respondent
was below 18 years of age. Fifteen were in the age range of
18-25, eight were 26-35, two were 36-46, and nine were 46-55
years of age.

We begin with the results of the assisted recall section
of the survey, where we asked participants to rate how well
they remembered different cues for each photo.

Figure 4 shows a radar graph that summarizes how sub-
jects rated the 24 metadata categories. The radial axis cor-
responds to the Likert scale ratings. The categories are ar-
ranged around the circle. The further out a point is situated
from the center of the circle the more highly our respondents
rated the corresponding contextual metadata category.

Most of these categories are clearly identified by their la-
bels. Some are more difficult to decipher. These are:

• Outindr refers to whether the photo was taken outdoor
or indoor.
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• Identpeopl and Numpeopl evaluate the importance of
memories about who and how many persons are captured
in a photograph.

• Daylight is the day/night/sunrise/sunset categorization
as described in Section 2.

• Wherestor is short for ‘where the photo is stored.’ Ex-
ample values are “a shoebox”; “my laptop’s drive.”

• Camera which camera the photographer had used.

• Otherpeo refers to other people who were present at
the time, but were not captured in the photo.

• Yourmood, of course, refers to the photographer’s mood
at the time he snapped the picture.

• Textinph refers to text that is visible in the photo, such
as a road sign, or the entrance sign to a park.

• Othercset is ‘other camera settings,’ or camera settings
that are not accounted for separately in the survey.

We had collected the categories from prior pilot inter-
views. Indeed, the categories in Figure 4 cover all but one
of the metadata categories we observed in the independent
recall part; see Section 5.2.

For an overview, we show in Figure 4 results for four sub-
groupings of respondents. Two graphs shows memory cue
ratings by respondents in different age groups; the other two
demonstrate differences between genders.

We compared the differences among cue ratings for the
consolidated means over all groups in the graph. The results
roughly partition the cues into four groups: outdoor/indoor
stands in a group of its own. It is statistically higher ranked
than any of the other cues. A second tier is formed by
the cues number of people, identity of people, and location.
Moving further counter-clockwise around the graph, event
through mood form a roughly equivalent group. Importance
of cues beyond mood drops off quickly.

The low values for date for all groups confirms the findings
of [19]. That study of recalling events also explored the
relative importance of different memory cues and concluded
that the most important cues are ‘who,’ ‘where,’ and ‘when,’
in that order. However, notice that finer-grained distinctions
need to be made than a simple ‘when.’ The time of day
ranks higher in our data than the more general date, and is
also a stronger cue than the month. In these results at least,
the time of day draws even with the memory of which year
a photo was taken. This finding points to the necessity of
ensuring accurate capture of the local time when a photo is
shot, as described in Section 2.

After indoor/outdoor, The four cues that involve people
and location are on average rated highest by the respon-
dents. This result again confirms [19]. The result also
reenforces the opportunity that the georeferencing of pho-
tographs presents for the automation of organizing photo
collections. Also, determining the number of people in a
photo is within reach of today’s image analysis technology.
Our results clearly call for the integration of this cue into
photo browsers. Similarly, the data ranks the indoor/outdoor
distinction as important enough to warrant research invest-
ment and/or implementation in photo browser applications.

Looking at the graph as a whole we see that most find-
ings are consistent across age groups and gender. However,
notice that in most cases the oldest group of respondents
ranked all memory cues lower than their cohorts, even if rel-
ative tendencies match. This observation is quite noticeable
for the year and clothes cues. We can only speculate about
the reasons for this finding. The difference in the year rank-
ing might be explained by the fact that older respondents
have lived through more years, thereby losing this cue as a
greatly distinguishing feature.

A last observation on Figure 4 is that the data does not
confirm an easily assumed stereotype. One might be tempted
to predict that mood during the time of the photo session
would be more important a cue for women than for men.
The data of this study, at least, suggests that this distinc-
tion is not prevalent.

5.2 Independent Recall Descriptions
We analyzed the textual descriptions of photographs, given

by participants in the independent recall part of the survey,
as described above. Our goals were to see which are the
prominent categories when participants freely recall pho-
tographs; and whether the findings match the assisted recall
findings. The latter question is discussed in Section 5.3.

The dashed (mostly innermost) line in Figure 5 corre-
sponds to the number of times each category was mentioned
in the text description of a photo (scaled to fit the 1–10
range). For example, the figure shows that the most popu-
lar categories that were mentioned in the descriptions were
indoor/outdoor (69 out of 83 photo descriptions touched on
this category), the number and identity of people (64 and
56 descriptions) and the location (54). We also checked the
order in which the categories were mentioned. These top
categories were also, by far, the most frequently mentioned
within the first three categories for each photo. Overwhelm-
ingly, the identity of people in the photo was the first cat-
egory to be mentioned (40 out of 83 photos). We do not
discuss the order in detail here for lack of space.

The daylight, time of day, and weather, some of the cat-
egories we automatically include in our browser prototype,
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played an important role in the descriptions (25, 22 and
17 mentions, respectively). The weather descriptions were
sometimes quite specific: “really nice, sunny, blue sky, not
much of a wind, and it was warm, but I wouldn’t say it was
hot.” Another category we used, season, was mentioned 16
times — almost as much as the year (22) and a lot more
than the month (9) when the photo was taken. Descriptions
that fall into the event category appeared 11 times.

Similarly, emotions that are associated with photos popu-
lated the photo descriptions (14 appearances). For example,
one respondent described the image of cows tightly packed
and readied for slaughter as “unbelievably terrible.” On
the other end of the spectrum an excited respondent de-
scribed the photo of her very young son with “he was stand-
ing!”Clearly, the emotional state of a photographer is inac-
cessible to the camera. Nevertheless, this evidence of strong
emotional associations with photographs does suggest fea-
tures for photo browsers such as easy methods of associating
emotions with photos in browsers.

The detailed analysis of descriptions did, however, sug-
gest one metadata facet that is accessible to image analytic
methods today: color. The descriptions contained numer-
ous mentions of this facet: “bluish-green ocean,” “mostly
black. . . also subtle shade of golden yellow,” “a nice green
spot [of grass where a photo’s subject was standing].”Integration
of color-based querying systems [1] in photo browsers may be
useful. Of course, reliable sematic annotation based on im-
age analysis is not trivial. For a summary of content-based
retrieval technology, see [18].

Finally, we looked at whether the independent recall re-
sulted in cue categories that did not appear in the set of
categories we assembeled for the assisted recall part.The
only category that we had not included in our set, and that
was often evoked in the photo descriptions were objects (27
appearances). Examples were “a camping van,” “stuffed
animals,” “a mansion,” and “the world’s largest lobster.”
Clearly, this category is very difficult to detect automati-
cally with today’s technology.

5.3 Recalled Cues vs. Useful Cues
Remember, we presented the subjects of our user study

with the same categories of metadata as the assisted recall
part of the survey. In the study’s context, however, sub-
jects rated the cues by how useful they had been for finding
the photo they had chosen to search for on the computer.
In the context of the survey, participants had evaluated the
cues for how well they remembered them for a photo. Is
there a difference between how the cues rank for (i) remem-
bering and mentally visualizing a photo, (ii) usefulness for
computer-assisted search, and (iii) describing photos in the
open ended independent recall part of the survey? Figure 5
provides answers to these questions.

The solid line shows how survey participants ranked the
24 cues for how well they are remembered for each photo-
graph. This line is the aggregate of Figure 4. The dotted line
plots the rankings that user study participants assigned to
the cues (how useful each cue was in searching). The dashed
line, finally, traces the number of times that survey subjects
mentioned the respective cue in the photo descriptions of
their survey form. These numbers are scaled to match the
0–10 dimension of the graph. The quickly diminishing ap-
pearance of this line arises since some cues were never used
by survey participants when describing their photographs.
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Figure 5: Comparing Perceived Importance of
Search Cues, Recall Cues, and Cues Used in Photo
Descriptions.

For example, look at the camera category. The ‘camera
used’ was well remembered (solid line), but not perceived as
useful (dotted line), and was mentioned very rarely in the
textual descriptions (dashed line).

As Figure 4 shows, outdoor/indoor, location, and the
identity and number of subjects in a photo are clearly top
choices both for usefulness in searching and remembering;
accordingly, they are the top categories that were mentioned
in the descriptions. The day/night status when the photo
was taken is close behind.

A few noteworthy differences between subjects’ evaluation
of cue importance for searching vs. remembering are where
stored, camera and colors. According to the figure, these
cues are much better remembered than they are useful for
search (also, they were mentioned very few times in the open
photo descriptions). A simple explanation for the difference
in the former two cues is that they do not filter much. For
example, most photos were taken by one camera, so it is
well remembered but not very useful. On the other hand,
colors may be perceived as un-useful for search since the
users could not imagine the right user interface or language
to do so.

Conversely, there is only one category that participants
in the study significantly rated higher (as useful for search)
than the survey’s participants (as well-remembered). That
category is date. As discussed above, indeed, people do not
remember dates or exact time periods well. However, given
that they remember the date, it is useful: it is very easy to
find the photo as all photos are timestamped.

6. CONCLUSIONS
The user study and survey we conducted suggest that con-

textual cues are useful for browsing and managing personal
collections of photos.
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In particular, location cues prove to be as important as
cues involving people in the images. Context involving lo-
cation and people was rated high in both usefulness for re-
trieval and being remembered well. In addition, these cat-
egories were often listed independently by participants de-
scribing their photographs.

Location- and time-derived context such as weather, local
time, daylight status and season, proved to be useful as well.
Participants interacted with these categories comfortably in
a user interface, used them in photo descriptions, and found
them useful for retrieval and well-remembered. In particu-
lar, local time and daylight status seem to be stronger cues
than the date/time of the photo; as collections span many
years, they may even be more important for retrieval than
the actual year when the photo was taken.

Finally, the outdoor/indoor classification seems not only
well remembered and useful, but also on people’s minds (as
participants mentioned it most in the photo descriptions).
In addition, people also seem to remember photo colors, but
are not clear if it is useful. Possibly, a simple interface for
querying by colors will be beneficial.

This study will serve as a guide towards our, and hopefully
others’, future effort in automatically integrating contextual
metadata into photo browsers. Our ranking of memory and
recall values of cues can help decide where research efforts
should most profitably be invested: we need to move along
the graph of Figure 4 in order to make photo collections
increasingly accessible.
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