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## Abstract

Heuristic algorithms manipulating finite groups often work under the assumption that certain operations lead to "random" elements of the group. While polynomial time methods to construct uniform random elements of permutation groups have been known for over two decades, no such methods have been known for more general cases such as matrix groups over finite fields.

We present a Monte Carlo algorithm which constructs an efficient nearly uniform random generator for finite groups $G$ in a very general setting. The algorithm presumes a priori knowledge of an upper bound $n$ on $\log |G|$.

The random generator is constructed and works in time, polynomial in this upper bound $n$. The process admits high degree of parallelization: after a preprocessing of length $O(n \log n)$ with $O\left(n^{4}\right)$ processors, the construction of each random element costs $O(\log n)$ time with $O(n)$ processors.
We use the computational model of "black box groups" : group elements are encoded as $(0,1)$-strings of uniform length; and an oracle performs group operations at unit cost. The group $G$ is given by a list of generators. The random generator will produce each group element with probability $(1 /|G|)(1 \pm \epsilon)$ where $\epsilon$ can be prescribed to be an arbitrary exponentially small function of $n$.

The result is surprising because there does not seem to be any hope to estimate the order of a matrix group in polynomial time. A number of previous results have indicated close connection between nearly uniform random generation and approximate counting.

The proof involves elementary combinatorial considerations for finite groups as well as linear algebra and probabilistic techniques to analyse random walks over vertex-transitive graphs, i.e. graphs with all vertices "alike" (equivalent under the action of the automorphism group). The key tool is a local expansion lemma
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for groups, which generalizes to vertex-transitive graphs.
As a by-product, we obtain fairly general results on random walks on vertex-transitive graphs which may be of interest in their own right.

## 1 Introduction

### 1.1 Random generation in finite groups

In manipulating finite groups, it is often desirable to have access to uniformly distributed random elements.

In [Ba1], "strong generators" for a chain of subgroups is constructed in polynomial time under the assumption of access to to random elements; an assumption justified by an application to a subcase of graph isomorphism. A particularly efficient version of this algorithm, exploiting random elements with great ingenuity, was found in [CFS]. Neumann and Praeger [NP] have recently constructed efficient algorithms for certain matrix group problems assuming access to random elements.

For permutation groups (given by a list of generators), standard basic algorithms due to Sims [Sim] suffice in order to construct uniformly distributed random elements in polynomial time (cf. [FHL], [Je], [Kn], and the recent considerable speedup [BCFLS].) It is crucial for those methods that a permutation group $G$ of degree $n$ (= the number of elements permuted) possesses a subgroup chain $G=G_{0} \geq G_{1} \geq \ldots \geq G_{n}=1$ with small jumps: $\left|G_{i-1}: G_{i}\right| \leq n$. This fact $c$ an be interpreted as a kind of self-reducibility of permutation groups and is largely responsible for the sizable polynomial time library available for permutation groups (cf. [KL]).
The situation is drastically different for another, potentially more important, class of representations of finite groups: matrix groups over finite fields. Such groups in general do not have subgroups of small index. While most finite simple groups are defined as matrix groups (cf. [Ca]), current algorithmic techniques to handle them first convert them into permutation groups, thus incurring a tremendous blowup of the size of the representation. For a group $G$ of $d \times d$ matrices over the field of $q$ elements, typically $|G|=q^{\Theta\left(d^{2}\right)}$, and the elements of $G$ are represented as strings of length $\Theta\left(d^{2} \log q\right)$. So this
encoding of the group elements is optimal. On the other hand, these groups typically act on permutation domains of size at least $n=q^{\Theta(d)}$, exponentially large compared to the matrix representation. This effectively rules out handling matrix groups even of modest dimension.

It should therefore be of particular interest to perform efficient group computations in the matrix representation itself. Generating random elements in a group of which we have no hope of determinig the approximate order (cf. Section 9) might seem an exaggerated goal. Yet, we solve this problem in polynomial time in an even more general setting. While the random elements we construct will be slightly non-uniformly distributed, such a small (and prescribable) deviation from uniformity could hardly affect the potential applications.

### 1.2 Black box groups: the cost of random generation

Our model of computation is that of "black box groups". Group elements are encoded somehow (preferably by strings of uniform length, but the nature of the encoding is irrelevant for our discussion). Group operations (multiplication, inverse) are performed by an oracle (the black box). A "black box group" $G$ is given by a list of generators. Our cost measure comprises three elements: the number of oracle calls (group operations), the cost of ordinary computation that controls the oracle calls, and the number of random bits used.

The algorithm presumes a priori knowledge of an upper bound $N$ on the order of $G$. (In the matrix group case, $N=q^{d^{2}}$ is a convenient upper bound; typically $\log |G|=\Theta(\log N)$ in this case. More generally, for a black box group with elements encoded as binary strings of length $n$, we may set $N=2^{n}$.) All the three cost measures will be bounded by a polynomial of $\log N$, clearly the best we can hope for, up to the implied constant in the exponent. In fact, while this statement describes the cost of the preprocessing phase (setting up the random generator), the cost per random element will be $O(\log N)$.

The group elements we generate will not be truly uniformly distributed. But their deviation from uniformity can be made arbitrarily small: if each group element is to have probability $(1 /|G|)(1 \pm \varepsilon)$ to be selected, the costs will be polynomial in $\log N$ and $\log (1 / \varepsilon)$.

To be more precise, our algorithm is Monte Carlo. If we wish that the algorithm succeed with probability $\geq$ $1-\delta$ in constructing a random generator, uniform within ( $1 \pm \varepsilon$ ) in the above sense, then the cost is polynomial in $\log N, \log (1 / \varepsilon)$, and $\log (1 / \delta)$.

The cost per random group element requested will be $O(\log N+\log (1 / \varepsilon)+\log (1 / \delta))$ (after preprocessing).

In Section 9 we show that it is impossible to determine
the approximate order of black box groups. Indeed one cannot even tell elementary abelian groups of such wildly differing orders as nearly $2^{n}$ and about $2^{\sqrt{n}}$ apart with a polynomial number of oracle queries.

This makes our main result more surprising; for selfreducible languages, approximate counting and nearuniform random generation are equivalent [JVV].

### 1.3 Erdös - Rényi generators and straight line programs

Let $G$ be a finite group and $S$ a set of generators of $G$. A straight line program in $G$ with respect to $S$ is a sequence of group elements $g_{1}, \ldots, g_{m}$ such that each $g_{i}$ is either a member of $S$, or the inverse of $g_{j}$ for some $j<i$, or a product $g_{j} g_{k}$ for some $j, k<i$.

The Reachability Lemma [BSz] (cf. Section 6.2 below) asserts that every element of a group $G$ can be reached by a straight line program of length $m \leq(1+\log |G|)^{2}$. (Throughout this paper, log stands for base 2 logarithms.) The lemma states the existence of such a straight line program but does not say how to construct one. (If we knew how to, we would in particular solve the discrete logarithm problem.)

Our main result can be viewed as an efficient version of the Reachability Lemma. We show how to construct a straight line program that, starting from an arbitrary set of generators of $G$, leads to a set of $O(\log N)$ elements, from which nearly uniformly distributed random elements of $G$ can be obtained at the cost of only $O(\log N)$ multiplications per random element. ( $N$ is an a priori upper bound on $|G|$.)

Let $g_{1}, \ldots, g_{k}$ be a sequence of group elements. By a subproduct of this sequence we mean an element of the form $g_{1}^{e_{1}} \cdots g_{k}^{e_{k}}$, where $e_{i} \in\{0,1\}$. The set of subproducts is the cube $C\left(g_{1}, \ldots, g_{k}\right) \subseteq G$ based on this sequence. A random subproduct is a subproduct obtained by choosing the exponents $e_{i}$ by independent flips of a fair coin. Note that these products are not necessarily uniformly distributed over the cube.

A probability distribution over a set $S$ is called $\varepsilon$ uniform if each element is selected with probability $(1 \pm \varepsilon) /|S|$, i.e. between $(1-\varepsilon) /|S|$ and $(1+\varepsilon) /|S|$.

We call a sequence $h_{1}, \ldots, h_{k} \in G$ a sequence of $\varepsilon$ uniform Erdős - Rényi $(E-R)$ generators if every element of $G$ is represented in $\left(2^{k} /|G|\right)(1 \pm \varepsilon)$ ways as a subproduct of the $h_{i}$. In other words, we require random subproducts to be $\varepsilon$-uniformly distributed over $G$.

Erdős and Rényi [ER, Theorem 1] proved that for

$$
\begin{equation*}
k \geq 2 \log |G|+2 \log (1 / \varepsilon)+\log (1 / \delta) \tag{1}
\end{equation*}
$$

a sequence of $k$ random elements of $G$ is a sequence of $\varepsilon$-uniform $\mathbf{E}-\mathbf{R}$ generators with probability $\geq 1-\delta$.

The target of the straight line programs to be constructed is a short sequence of $\varepsilon$-uniform E-R generators for $G$ for any $\varepsilon>0$, where "short" means length

$$
\begin{equation*}
k=2 \log N+2 \log (1 / \varepsilon)+\log (1 / \delta) \tag{2}
\end{equation*}
$$

(Here, $\delta$ is the reliability parameter just mentioned.)

### 1.4 The ingredients

The basic idea is to emulate the "cube doubling" technique of the proof of the Reachability Lemma $[\mathrm{BSz}]$ which we review in Section 6.2.

The method requires reaching, in each phase, elements that cannot be represented as too short words in the current generators. This will be achieved through the analysis of random walks in groups. The key ingredient is a local expansion property of groups (Section 3). This property has independent interest in its own right and has already been applied in the context of interactive proofs [ Ba 2 ], [ Ba 3 ]. More recently it has played a key role in a very fast (nearly linear time) Monte Carlo algorithm to handle permutation groups with a small base (a case of particular importance in computational group theory) [BCFS]. Curiously, while in the present paper we have to assume an a priori bound on the order of $G$ in order to know when to terminate the algorithm, under the circumstances of [BCFS] the local expansion property is utilized to make such an a priori bound unnecessary.

The local expansion property generalizes (easily) to all vertex-transitive graphs (even to infinite ones with some restrictions), with implications of quite general nature on random walks. (In a vertex-transitive graph, all vertices are equivalent under automorphisms; cf. Section 2).

The local expansion property is employed to show that random walks over a vertex-transitive graph have a fair chance of being reasonably far from their origin at a random time within a short period. The proof of this fact involves elementary probabilistic arguments exploiting the symmetry of the graph (Section 5); and a linear algebra argument exploiting local expansion (Section 4), foolowing Alon's work [Alo].

In Section 6.3 we indicate, reviewing ideas from [BCFLS], how to reduce, if necessary, the number of input generators to $O(\log N)$.
Having completed the description of the ingredients of Phase One of the algorithm, we describe this phase in Section 7. The result there is a set of $O(\log N)$ generators such that every element of $G$ is representable as a product of length $O(\log N)$ of these ("small diameter").

In Section 6.1 we show that such a set suffices to reach nearly uniform random group elements by random walks of length, polynomial in $\log N$. This follows by expansion through Alon's eigenvalue bound [Alo].

In Section 8.1 we review the required modification of the Erdős - Rényi result. Section 8.2 completes the description of the algorithm and its analysis. We close this section with stating the main result of the paper.
Theorem 1.1 Let $c, C>0$ be given constants, and let $\varepsilon=N^{-c}$ where $N$ is a given upper bound on the order of the group $G$. There is a Monte Carlo algorithm which, given any set of generators of $G$, constructs a sequence of $O(\log N) \varepsilon$-uniform Erdös-Rényi generators at a cost of $O\left((\log N)^{5}\right)$ group operations. The probability that the algorithm fails is $\leq N^{-C}$.

If the algorithm succeeds, it permits the construction of $\varepsilon$-uniformly distributed random elements of $G$ at a cost of $O(\log N)$ group operations per random element.

The number of random bits required is $O(\log \log N)$ bits per group operation. The local computation consists merely of storing the labels of group elements considered and is therefore bounded by $O(n)$ time per group operation, where $n$ is the length of the codewords representing each group element.

The proof of Theorem 1.1 will be completed in Section 8. For a contrast, we prove in Section 9 that in the "black box group" model, it is impossible to obtain even a rough estimate of the order of the group within polynomial time.

## 2 Definitions, notation

All graphs in this paper are undirected. We consider finite graphs and groups only, unless otherwise stated. Some of the results remain valid for the infinite case with some restrictions (see the remarks in each section).

Throughout the paper, $X$ will denote a graph with vertex set $V$. For $v \in V$, the ball of radius $t$ about $v$ is the set $\Gamma_{X}^{t}(v)=\left\{u \in V: \operatorname{dist}_{X}(v, u) \leq t\right\}$, where dist $X_{X}(v, u)$ denotes the length of the shortest path in $X$ between $v$ and $u$. We omit the subscript $X$ if the graph of reference is clear from the context. The diameter $\operatorname{diam}(X)$ is the greatest distance between pairs of vertices of $X$.

The degree $\operatorname{deg}(v)$ of vertex $v$ is the number of its neighbors; so $\left|\Gamma^{1}(v)\right|=\operatorname{deg}(v)+1$. A graph is regular if each vertex has the same degree.

A random walk over $X$ is a Markov chain with $V$ as the set of states; from vertex $v$, a transition to each neighbor is allowed with probability $1 / \operatorname{deg}(v)$. Random walks over undirected graphs are reversible Markov chains.

The boundary of a subset $D \subseteq V$ is the set $\partial D=\{w \in$ $V \backslash D: w$ is adjacent to some $v \in D\}$.

Let $U \subset V$ be such that for every subset $W \subseteq U$ we have $|\partial W| \geq \varepsilon|W|$. Such a subset is called $\varepsilon$-expanding. Let $Y$ denote the subgraph induced by $U$. We call $Y$ an $\varepsilon$-expanding subgraph.

The graph $X$ is an $\varepsilon$-expander if every subset $U \subset V$ with $|U| \leq|V| / 2$ is $\varepsilon$-expanding. (Alon [Alo] calls these graphs $\varepsilon$-magnifiers.)
The Cayley graph $C(G, S)$ of the group $G$ with respect to the set $S$ of generators has $G$ for its vertex set; two vertices $g, h \in G$ are adjacent iff $s g=h$ for some $s \in$ $S \cup S^{-1}$. The assumption that $S$ generates $G$ ensures that $C(G, S)$ is connected.
The automorphisms of the graph $X$ are its selfisomorphisms, i.e. those permutations $V \rightarrow V$ which preserve both adjacency and nonadjacency of pairs of vertices. The automorphisms form a group $\operatorname{Aut}(X)$ under composition; this is a subgroup of $\operatorname{Sym}(V)$, the symmetric group acting on $V$.
A permutation group $G \leq \operatorname{Sym}(V)$ is transitive if for every pair $v, w$ of elements of the permutation domain $V$ there exists $g \in G$ such that $v^{g}=w$. A graph $X$ is vertex-transitive if $\operatorname{Aut}(X)$ is transitive. Informally this means that all vertices are alike, a condition we shall frequently use. It implies for instance that the expected time a random walk starting at $v \in V$ takes to exit $\Gamma^{t}(v)$ does not depend on $v$.
The group $G$ acts on the Cayley graph $C(G, S)$ by right translations $\rho_{g}: x \mapsto x g(g, x \in G)$. Hence all Cayley graphs are vertex-transitive. (The converse is false; the smallest counterexample is Petersen's graph.)
For additional definitions, see esp. Section 1.3 ( $\varepsilon$ uniform probability distribution, Erdős - Rényi generators, straight line program, random subproducts, the cube over a sequence of group elements etc.).

## 3 Local expansion of vertextransitive graphs

The following lemma is stated as Lemma 10.2 in [Ba3]. A weaker version was announced in [Ba2, p.428]. This lemma is true for finite as well as infinite groups.
Lemma 3.1 (Local Expansion of Groups). Let $S$ denote a set of generators of the group $G$, and set $T=$ $S \cup S^{-1} \cup\{1\}$. Let $D$ be any finite subset of $T^{t}$, the set of t-term products of members of $T$ (in any order). Let, finally, $0<\alpha \leq 1 /(2 t+1)$ be such that

$$
\begin{equation*}
|D| \leq(1-2 \alpha t)|G| . \tag{3}
\end{equation*}
$$

Then for at least one generator $g \in S$,

$$
\begin{equation*}
|D \backslash D g| \geq \alpha|D| . \tag{4}
\end{equation*}
$$

For completeness, we include the short proof.
Proof. For a contradiction, suppose (4) fails for every $g \in S$.

The fact that $S$ generates $G$ means that $G=\bigcup_{k>0} T^{k}$. Let us observe that for each $g \in S,\left|D \backslash D g^{-1}\right|=$ $|D g \backslash D|=|D \backslash D g|<\alpha|D|$. Observing in addition that

$$
\begin{equation*}
D \backslash D x y \subseteq(D \backslash D y) \cup(D \backslash D x) y, \tag{5}
\end{equation*}
$$

it follows by induction on $k$ that for any $u \in T^{k}$, we have

$$
\begin{equation*}
|D \backslash D u|<k \alpha|D| . \tag{6}
\end{equation*}
$$

As long as $k \alpha \leq 1$, this implies that $u \in D^{-1} D$. Since $\alpha \leq 1 /(2 t+1)$, we can choose $\mathbf{k}$ equal to $2 t+1$ and so it follows that $T^{2 t+1} \subseteq D^{-1} D \subseteq T^{2 t}$ and therefore $T^{2 t}=T^{2 t+1}=\ldots=G$.
Next we observe that for any $u \in G$, the number of $x \in D$ such that $x u \in D$ is greater than $(1-2 \alpha t)|D|$. This is the case because $u \in T^{2 t}$ and thus $|D \backslash D u|<2 \alpha t|D|$. Consequently, the number of pairs $(x, u)$ such that $x \in$ $D$ and $x u \in D$ is greater than $(1-2 \alpha t)|G \| D|$. On the other hand, the number of such pairs is precisely $|D|^{2}$. Hence

$$
\begin{equation*}
(1-2 \alpha t)|G||D|<|D|^{2}, \tag{7}
\end{equation*}
$$

contradicting assumption (3).
This lemma states that Cayley graphs have a certain local expansion property which we make explicit below. The result extends in a very simple way to all vertextransitive graphs. Recall that $\Gamma^{t}(v)$ denotes the set of vertices at distance $\leq t$ from $v \in V$.
Theorem 3.2 (Local Expansion of VertexTransitive Graphs). Let $X$ be a connected vertextransitive graph with vertex set $V$. If $D \subseteq \Gamma^{t}(v)$ and $|D| \leq|V| / 2$ then $|\partial D| \geq|D| /(4 t)$.
In other words, under these conditions, the set $D$ is $1 /(4 t)$-expanding.
Proof. Let us first consider the case when $X$ is a Cayley graph of a group $G$ with respect to the set $S$ of generators. Then, setting $\alpha=1 /(4 t)$ in the previous lemma we obtain that $|g D \backslash D| \geq|D| /(4 t)$ for at least one of the generators $g \in G$. (We use the lemma with multiplication in the reverse order, clearly an equivalent statement.) But then $g D \backslash D \subseteq \partial D$ completing the proof in this case.
For the general case, let $G$ be the automorphism group of $X$. Let us fix the vertex $v$ in $X$. Take the following $|G| /|V|$-fold cover $Y$ of $X$ : set $V(Y)=G$; and join $g, h \in G$ if $v^{g}$ and $v^{h}$ are either adjacent in $X$ or they coincide. ( $Y$ is the lexicographic product of $X$ and the complete graph on $|G| /|V|$ vertices.) Clearly, $Y$ is connected, and $G$ acts on $Y$ by right translations. Therefore $Y$ is a Cayley graph of $G$. Let $\pi: G \rightarrow V$ be the projection defined by $\pi(g):=v^{g}(g \in G)$. We observe that $\pi$ preserves distances, with the exception of the cases when $\operatorname{dist}_{Y}(g, h)=1$ and $\operatorname{dist}_{X}(\pi(g), \pi(h))=0$. In particular,
$D \subseteq \Gamma_{X}^{t}(v)$ implies $\pi^{-1}(D) \subseteq \Gamma_{Y}^{t}(1)$. We can thus apply the result to the set $\pi^{-1}(D)$ in the Cayley graph $Y$. Noting that $\partial\left(\pi^{-1}(D)\right)=\pi^{-1}(\partial(D))$ we conclude that $|\partial D| /|D|=\left|\pi^{-1}(\partial D)\right| /\left|\pi^{-1}(D)\right| \geq 1 /(4 t)$.
Remark 3.3. Lemma 3.1 remains valid for infinite groups provided the set $S$ of generators is finite. Our proof of Theorem 3.2 remains valid if $X$ is locally finite (the vertices have finite degree) and Aut $X$ has a transitive subgroup $G$ such that the stabilizer $G_{v}$ of a vertex is finite. Szegedy recently gave an elegant direct proof of Theorem 3.2 which eliminates this restriction [Sze].

We note that some of the most studied random walks are over Cayley graphs of infinite groups (cf.[MW], [Va]).
Remark 3.4. Theorem 3.2 implies that every vertextransitive graph of diameter $\Delta$ is a $1 /(4 \Delta)$-expander. This result can be improved by a factor of 2 , using a result of D. Aldous [Ald].

Proposition 3.5. Let $X$ be a vertex-transitive graph of diameter $\Delta$. Then $X$ is a $1 /(2 \Delta)$-expander.

Proof. For Cayley graphs, this is stated as Lemma 3.1 in [Ald]. The reduction of the general case to Cayley graphs is identical with the corresponding argument in the proof of Theorem 3.2.

## 4 Rapid exit from expanding subgraphs: the eigenvalue bound

In this section we show that random walks tend to exit rapidly from expanding subsets.

Lemma 4.1. Let $\lambda$ denote the largest eigenvalue of the adjacency matrix of an $\varepsilon$-expanding subgraph $Y$ of a regular graph $X$ of degree $d$. Then $\lambda \leq d-\varepsilon^{2} /\left(4+2 \varepsilon^{2}\right)$.
This is a local variant of Alon's Cheeger-type inequality [Alo, Lemma 2.4]. The difference is that Alon requires the graph itself to be expanding in the sense that every subset $U$ of $V$ with $|U| \leq|V| / 2$ has boundary $|\partial U| \geq$ $\varepsilon|U|$. His conclusion is that the second largest eigenvalue of $X$ is $\geq d-\varepsilon^{2} /\left(4+2 \varepsilon^{2}\right)$. (The largest eigenvalue of $X$ is $d$.)

The proof of this lemma follows, mutatis mutandis, the steps of Alon's proof. We leave the details to a journal version of this paper.

Next we estimate the probability of a random walk exiting $U$ in terms of the largest eigenvalue.
Proposition 4.2. Let $v_{0}$ be a vertex in $U$. Let us consider a random walk over $X$, starting from $v_{0}$. The probability that the first $\ell$ steps will all be within $U$ is $\leq(|U|)^{1 / 2}(\lambda / d)^{\ell}$.

Proof. Let $A$ denote the adjacency matrix of $U$. Then $(1 / d) A$ describes the transition probabilities between pairs of vertices of $U$. (Note: this is not a stochastic matrix since it is possible to exit from the set $U$.) Let $e_{0}$ denote the column vector of length $|U|$ with 1 in position $v_{0}$ and 0 elsewhere. Let $j$ be the all-ones vector. Then the probability that the random walk makes no exit from $U$ during the first $\ell$ steps is $e_{0}^{T}(A / d)^{\ell} j$ where the superscript $T$ refers to transpose. Now $A$ is a symmetric matrix hence $A=C^{T} D C$ for some orthogonal matrix $C$ and diagonal matrix $D$. All diagonal entries of $D$ are at most $\lambda$ in absolute value. Therefore

$$
\begin{equation*}
e_{0}^{T} A^{\ell} j=\left(C e_{0}\right)^{T} D^{\ell}(C j) \leq\left\|C e_{0}\right\| \cdot\|D\|^{\ell} \cdot\|C j\| . \tag{8}
\end{equation*}
$$

Corollary 4.3. Let $U$ be an s-expanding subset of the vertices of a regular graph $X$ of degree $d$. Then the probability that during its first $\ell$ steps, a random walk over $X$ starting in $U$ does not exit $U$ is less than

$$
\begin{equation*}
|U|^{1 / 2} \exp \left(-\varepsilon^{2} \ell /\left(d\left(4+2 \varepsilon^{2}\right)\right)\right) \tag{9}
\end{equation*}
$$

## 5 Random walks over vertextransitive graphs

The results of the previous section guarantee that over a locally expanding graph, a random walk has a good chance of going reasonably far within a short time. The difficulty in using this fact is that we cannot point to a particular point in time at which the random walk is likely to be at a reasonably great distance.

In this section, we exploit the symmetry of our graphs to show that a random walk stopping at a random time has a fair chance of ending up reasonably far.

Let $X$ be a vertex-transitive graph. Let $x_{0}$ be the start vertex (origin) and $x_{t}$ the position at time $t$ of a random walk over $X$. Let $\xi_{t}=\operatorname{dist}\left(x_{0}, x_{t}\right)$. Let $\eta_{\ell}=$ $\max \left\{\xi_{0}, \xi_{1}, \ldots, \xi_{\ell}\right\}$. Fix positive integers $k$ and $\ell$ such that

$$
\begin{equation*}
\operatorname{Prob}\left(\eta_{\ell} \geq 4 k+1\right) \geq 1 / 2 \tag{10}
\end{equation*}
$$

i.e. with probability $\geq 1 / 2$, by time $\ell$ the random walk will have reached distance $\geq 4 k+1$ from the origin at least once.
Lemma 5.1. Let $k$ and $\ell$ satisfy (10). Let $\tau$ be a random number selected uniformly from $\{k+1, k+2, \ldots, \ell\}$. Then

$$
\begin{equation*}
\operatorname{Prob}\left(\xi_{\tau} \geq k+1\right) \geq 1 / 16 \tag{11}
\end{equation*}
$$

Proof. Let $B_{j}$ denote the event $\left(\xi_{j} \leq 2 k\right)$.

Claim 1. $\exists m \leq \ell$ such that $\operatorname{Prob}\left(B_{m}\right) \leq 2 / 3$.
We prove the Claim. Let $A_{j}$ denote the event that $j$ is the first time that $\xi_{j} \geq 4 k+1$ happens. Then the $A_{j}$ are mutually disjoint events, and $\sum_{j=1}^{\ell} \operatorname{Prob}\left(A_{j}\right) \geq 1 / 2$. By vertex-transitivity, the distribution of $\operatorname{dist}\left(x_{j}, x_{j+m}\right)$ is the same as the distribution of $\xi_{m}$. By the triangle inequality we observe that if $\xi_{j} \geq 4 k+1$ and $\operatorname{dist}\left(x_{j}, x_{j+m}\right) \leq 2 k$ then $\xi_{j+m} \geq 2 k+1$. Hence

$$
\begin{equation*}
\operatorname{Prob}\left(B_{j+m} \mid A_{j}\right) \leq 1-\operatorname{Prob}\left(B_{m}\right) \tag{12}
\end{equation*}
$$

For a contradiction assume now that $\operatorname{Prob}\left(B_{m}\right)>2 / 3$ for all $m \leq \ell$. Then

$$
\begin{gather*}
1 / 3>\operatorname{Prob}\left(\bar{B}_{\ell}\right) \geq \sum_{j=1}^{\ell} \operatorname{Prob}\left(\bar{B}_{\ell} \mid A_{j}\right) \operatorname{Prob}\left(A_{j}\right)> \\
(2 / 3) \sum_{j=1}^{\ell} \operatorname{Prob}\left(A_{j}\right) \geq 1 / 3 \tag{13}
\end{gather*}
$$

a contradiction, proving Claim 1.
Let now $C_{j}$ denote the event that $\left(\xi_{j} \leq k\right)$. Let further $T=\left\{t: 0 \leq t \leq \ell ; \operatorname{Prob}\left(C_{t}\right)>3 / 4\right.$.

Claim 2. $|T| / \ell \leq 3 / 4$.
Let $m$ be the integer guaranteed to exist by Claim 1 ; so $\operatorname{Prob}\left(B_{m}\right) \leq 2 / 3$. Using, as before, vertex-transitivity and the triangle inequality, we observe that for $t \in T$, we have $\operatorname{Prob}\left(C_{m \pm t} \mid \bar{B}_{m}\right) \leq 1-\operatorname{Prob}\left(C_{t}\right)<1 / 4$; and therefore

$$
\begin{align*}
\operatorname{Prob}\left(C_{m \pm t}\right) \leq & \operatorname{Prob}\left(C_{m \pm t} \mid \bar{B}_{m}\right) \cdot \operatorname{Prob}\left(\bar{B}_{m}\right)+\operatorname{Prob}\left(B_{m}\right) \\
& <1-(3 / 4) \operatorname{Prob}\left(\bar{B}_{m}\right) \leq 3 / 4 \tag{14}
\end{align*}
$$

Hence if $t \in T$ then $m \pm t \notin T$. It follows that $|T| \leq 3 \ell / 4$. We also note that $T \supseteq\{0,1,2, \ldots, k\}$.

To conclude the proof of the Lemma we infer that $\operatorname{Prob}(\tau \in T)<|T| / \ell \leq 3 / 4$. Therefore $\operatorname{Prob}\left(\bar{C}_{\tau}\right) \geq$ $\operatorname{Prob}\left(\bar{C}_{\tau} \mid \tau \notin T\right) \operatorname{Prob}(\tau \notin T) \geq(1 / 4)(1 / 4)=1 / 16$.
The results of the previous two sections guarantee that inequality (10) automatically holds in vertex-transitive graphs for some reasonable value of $\ell$. The results thus add up to the following.

Theorem 5.2. Let $X$ be a connected vertex-transitive graph of degree $d$ on the vertex set $V$. Assume, for some $k \geq 0$, that $\left|\Gamma^{4 k}(v)\right| \leq|V| / 2$ for some (any) $v \in$ $V$. Let $\tau$ be a random number selected uniformly from $\{k+1, k+2, \ldots, \ell\}$, where

$$
\begin{equation*}
\ell \geq 513 k^{2} d \cdot\left(2 \ln 2+\ln \left|\Gamma^{4 k}(v)\right|\right) \tag{15}
\end{equation*}
$$

Then inequality (11) holds, i.e. with probability $\geq 1 / 16$, a random walk of length $\tau$, starting at $v$, will end outside $\Gamma^{k}(v)$.
Remark 5.3. A sufficient condition to ensure $\left|\Gamma^{4 k}(v)\right| \leq$ $|V| / 2$ is that $k<\operatorname{diam}(X) / 8$.

Remark 5.4. The following trivial estimate is useful in applications of Theorem 5.2.

$$
\begin{equation*}
\ln \left|\Gamma^{4 k}(v)\right|<\min \{4 k \ln d, \ln |V|-\ln 2\} \tag{16}
\end{equation*}
$$

Proof. Let $U=\Gamma^{4 k}(v)$. By Theorem 3.2, this set is $\varepsilon$-expanding in the sense defined in Section 4 for $\varepsilon=1 /(16 k)$. Substituting a value $\ell$ satisfying (15) we obtain $|U|^{1 / 2} \exp \left(-\varepsilon^{2} \ell /\left(d\left(4+2 \varepsilon^{2}\right)\right)\right)<1 / 2$. Hence, by Corollary 4.3, inequality (10) holds. An application of Lemma 5.1 concludes the proof.

## 6 Rapid mixing, reachability, and reduction of the number of generators

In the next section we describe Phase One of the algorithm. The output will be a logarithmic number of generators such that each element of $G$ can be represented as a product of logarithmic length of these generators. First we show how such an output can be used to obtain $\varepsilon$-uniform random elements for any $\varepsilon>0$.

### 6.1 Rapidly mixing random walks

We prove that random walks over vertex-transitive graphs of small degree and diameter rapidly approach the uniform distribution.

Lemma 6.1. Let $X$ be a vertex-transitive graph of degree $d$ and diameter $\Delta$. Then the second eigenvalue of the adjacency matrix of $X$ is $\lambda_{2} \leq d-1 /\left(16.5 \Delta^{2}\right)$.
Proof. By Proposition 3.5 we know that $X$ is a $1 /(2 \Delta)$ expander. By Alon's eigenvalue bound [Alo, Lemma 2.4], we obtain

$$
\begin{equation*}
d-\lambda_{2} \geq \gamma^{2} /\left(4+2 \gamma^{2}\right) \geq 1 /\left(16 \Delta^{2}+2\right) \tag{17}
\end{equation*}
$$

where $\gamma \geq 1 /(2 \Delta)$ is the expansion rate.
The following well known estimate shows how to use the eigenvalue gap to find nearly uniformly distributed vertices.

Consider the following lazy random walk on the graph $X$ : we begin each step by flipping a fair coin. If it comes out heads, we don't move in this step; else we move to a neighbor, each neighbor having equal probability to be visited. If $A$ denotes the adjacency matrix of $X$, then the transition matrix of the lazy random walk is $(A+d I) /(2 d)$. This matrix is positive semidefinite so we won't have to worry about negative eigenvalues.
Proposition 6.2. Let $X$ be a regular graph of degree $d$ and let $v_{0}, v_{i} \in V$. Let $\lambda_{2}$ be the second largest eigenvalue of the adjacency matrix $A$ of $X$. Let $p(\ell)$ denote
the probability that after $\ell$ steps, the lazy random walk starting at $v_{0}$, arrives at $v_{1}$. Then

$$
\begin{equation*}
|p(\ell)-(1 /|V|)| \leq\left(\left(d+\lambda_{2}\right) / 2 d\right)^{\ell} \tag{18}
\end{equation*}
$$

Proof. Standard exercise, omitted. (Cf. Prop. 4.2.)
Theorem 6.3. Let $X$ be a vertex-transitive graph of degree $d$ and diameter $\Delta$. After $\ell$ steps, the lazy random walk, starting at a given vertex, ends at an $\varepsilon$-uniformly distributed random vertex, where

$$
\begin{equation*}
\varepsilon<|V| \exp \left(-\ell /\left(33 \Delta^{2} d\right)\right) \tag{19}
\end{equation*}
$$

Proof. We have $\left(d+\lambda_{2}\right) /(2 d)<1-1 /\left(33 \Delta^{2} d\right)<$ $\exp \left(-1 /\left(33 \Delta^{2} d\right)\right)$ by Lemma 6.1. Now apply Prop. 6.2.

### 6.2 The Reachability Lemma

The following result appears in [ BSz$]$ as Theorem 3.1.
Lemma 6.4 (Reachability Lemma, [BSz]). Given a set $S$ of generators of the finite group $G$, every element of $G$ can be reached from $S$ by some straight line program of length $<(1+\log |G|)^{2}$.

We briefly review the proof since it provides the basic motivation of Phase one of our algorithm.

What one proves in effect is the following.
Lemma 6.5. Given a set $S$ of generators of the finite group $G$, there exists a straight line program of length $<$ $(\log |G|)^{2}$ which reaches a sequence of elements $h_{1}, \ldots, h_{t}$ such that
(i) $t \leq \log |G|$;
(ii) every element of $G$ can be represented as a product $x^{-1} y$, where $x, y$ belong to the cube $C\left(h_{1}, \ldots, h_{t}\right)$.

Recall (Section 1.3) that $C\left(h_{1}, \ldots, h_{t}\right)$ is defined as the set of subproducts $h_{1}^{e_{1}} \ldots h_{t}^{e_{t}}$ where $e_{i} \in\{0,1\}$. Hence every element of $G$ can be represented as a product of length $\leq 2 t-1$ of the $h_{i}$ and their inverses.

This clearly implies the Reachability lemma. We prove Lemma 6.5.
Proof. For $i \geq 0$, suppose $h_{j}$ has already been defined for all $j, 1 \leq j \leq i$. (This is certainly true in the initial case $i=0$.) Let $C_{i}=C\left(h_{1}, \ldots, h_{i}\right)$ denote the cube based on the sequence $h_{1}, \ldots, h_{i}$. (For $i=0$ we set $C_{0}=\{1\}$.) Let $h_{i+1} \in C_{i}^{-1} C_{i} S$ be such that

$$
\begin{equation*}
C_{i} \cap C_{i} h_{i+1}=\emptyset \tag{20}
\end{equation*}
$$

If no such $h_{i+1}$ exists, declare $t=i$ and halt.

Our Monte Carlo algorithm is not Las Vegas; we have no way of checking whether or not Phase One was successful, i.e. whether or not objective (ii) was met. However, the probability that Phase One fails is exponentially small as a function of $\log N$.

The algorithm will construct an increasing sequence $S=S_{1} \subset S_{2} \subset \ldots \subset S_{m}=S^{\prime}$ of subsets of $G$, where $m=c_{3} \log N$. The sets will have cardinality

$$
\begin{equation*}
\left|S_{i}\right|=|S|+c_{4}(i-1) \tag{21}
\end{equation*}
$$

where $c_{4}=c_{1} / c_{3}$ (cf. (i)). In each round, we have to augment $S_{i}$ by a set $R_{i+1}$ of $c_{4}$ elements, to obtain $S_{i+1}$ ( $1 \leq i \leq m-1$ ). We set $R_{1}=S$.

To obtain the elements of $R_{i+1}$ for $i \geq 1$, we consider random walks on the Cayley graph $X_{i}=C\left(G, S_{i}\right)$. Each of the $c_{4}$ elements of $R_{i+1}$ is obtained as the result of a random walk of random length, starting at the identity. The length of the random walk is a random integer between $2 i+1$ and $\ell_{i}$ where

$$
\begin{equation*}
\ell_{i}=\left\lceil 2052 i^{2}\left|S_{i}\right| \ln (2 N)\right\rceil \tag{22}
\end{equation*}
$$

(Distinct random choices should be made for each new element.) Here is a pseudo-code of the algorithm.

```
procedure PHASE_ONE ( \(N, S\) )
Initialize: \(S^{\prime}:=S\)
for \(i=1\) to \(c_{3} \log N\) do
    initialize: \(R=\emptyset\)
    for \(j=1\) to \(c_{4}\) do
        select random integer \(\tau \in\left\{2 i+1, \ldots, \ell_{i}\right\}\)
        make random walk of length \(\tau\), starting from 1 ,
            in the Cayley graph \(C\left(G, S^{\prime}\right)\)
        add the element reached to \(R\)
    end
    set \(S^{\prime}:=S^{\prime} \cup R\)
end
```

In this procedure, $\ell_{i}$ is defined by equation (22), where $\left|S_{i}\right|=|S|+c_{4}(i-1)$ (eqn. (21)).
Theorem 7.1 For any constant $c_{5}>0$ and appropriate positive constants $c_{3}, c_{4}$, procedure PHASE_ONE constructs, with probability $>1-\exp \left(-c_{5} \log N\right)$, a set $S^{\prime}$ such that the Cayley graph $C\left(G, S^{\prime}\right)$ has diameter $\leq 16 c_{3} \log N$. The cost of the algorithm is $O\left((\log N)^{5}\right)$ group operations and $O\left((\log N)^{5} \log \log N\right)$ random bits.

The cost estimate presumes that $|S|=O(\log N)$, an assumption justified in Section 6.3.
Proof. Let $R_{i}^{\prime}=R_{i} \cup\{1\} ; C_{i}=R_{1}^{\prime} \cdots R_{i}^{\prime}, C_{0}=\{1\}$. As in the proof of the Reachability Lemma, if

$$
\begin{equation*}
R_{i+1} \nsubseteq C_{i}^{-1} C_{i} \tag{23}
\end{equation*}
$$

then $\left|C_{i+1}\right| \geq 2\left|C_{i}\right|$. Our objective was to select a small number of elements to guarantee that (23) has a good chance to hold.

Let $X_{i}=C\left(G, S_{i}\right)$. Observe that $C_{i}^{-1} C_{i} \subseteq \Gamma_{i}^{2 i}$ where $\Gamma_{i}^{t}$ is the ball of radius $t$ about the identity in $X_{i}$. It follows by Theorem 5.2 and Remark 5.4 that each element added to $R_{i+1}$ has probability $\geq 1 / 16$ to be outside $\Gamma_{i}^{2 i}$, unless $2 i \geq \operatorname{diam} C\left(G, S_{i}\right) / 8$ (see Remark 5.3). Consequently, as long as $16 i<\operatorname{diam} C\left(G, S_{i}\right)$, the probability that (23) fails is $\leq(15 / 16)^{c_{4}}$. E.g. for $c_{4}=11$, this probability is $<0.4917<1 / 2$.

Let now $c_{3}^{\prime}=(16 / 15)^{c_{4}}$ and $c_{3}>c_{3}^{\prime}$. Then by a Chernoff estimate, a Bernoulli trial with probability of success $1 / c_{3}^{\prime}$, if repeated $c_{3} \log N$ times, has more than $\log N$ successes with probability $>1-\exp \left(-c_{5} \log N\right)$. Since the cardinality of $C_{i}$ cannot double more than $\log N$ times, an easy argument shows that with probability $>1-\exp \left(-c_{5} \log N\right)$ we must reach $\operatorname{diam} X_{i} \leq 16 i$.
We call PHASE_ONE successful if its output meets the diameter bound stated in Theorem 7.1. The probability that PHASE_ONE is unsuccessful is exponentially small in $\log N$.
Proposition 7.2 After a successful completion of PHASE_ONE (at a cost of $O\left((\log N)^{5}\right)$ group operations), we are able to generate, for any $\varepsilon>0, \varepsilon$ uniformly distributed random elements of $G$ at a cost of $O\left((\log N)^{4}+(\log N)^{3} \log (1 / \varepsilon)\right)$ group operations per random element.

Proof. By Theorem 6.3, lazy randem walks of length $\ell \geq 33 \Delta^{2} d(\ln N+\ln (1 / \varepsilon))$ will produce $\varepsilon$-uniformly distributed random elements of $G$, where $\Delta$ is the diameter and $d$ the degree of the Cayley graph $C\left(G, S^{\prime}\right)$ from Phase One. Both quantities are $O(\log N)$.

## 8 The Erdős - Rényi generators

The aim of Phase Two is to set up, at a cost not greater than that of Phase One, a generator producing $\varepsilon$-uniform random elements of $G$ at greatly reduced cost per random element.

### 8.1 The Erdös - Rényi theorem

Erdős and Rényi [ER, Theorem 1] proved that for

$$
\begin{equation*}
k \geq 2 \log |G|+2 \log (1 / \varepsilon)+\log (1 / \delta) \tag{24}
\end{equation*}
$$

a sequence of $k$ random elements of $G$ will be a sequence of $\varepsilon$-uniform $\mathrm{E}-\mathrm{R}$ generators with probability $\geq 1-\delta$. The slight problem is that the random elements obtained after Phase One (Prop. 7.2) are not truly uniform. However, an easy modification of the [ER] argument yields the following.

Theorem 8.1 Let $\gamma>1$,

$$
\begin{equation*}
k \geq 2 \log |G|+2 \log (1 / \varepsilon)+\log (1 / \delta)+\log (\gamma) \tag{25}
\end{equation*}
$$

and $0<\omega \leq(\gamma-1)|G| / 2^{k}$.
Then a sequence of $k$ random elements of $G$ from an $\omega$-uniform distribution will form a sequence of $\varepsilon$-uniform Erdős - Rényi generators with probability $\geq 1-\delta$.

### 8.2 The algorithm: Phase Two

Phase Two of the algorithm assumes successful completion of Phase One.

The input of Phase Two is a pair of positive parameters $\varepsilon, \delta$, together with the output of a (successful) Phase One, i.e. a set $S^{\prime}$ of $\leq c_{6} \log N$ generators of $G$ such that every element of $G$ can be represented as a product of length $\leq c_{2} \log N$ of elements of $S^{\prime}$ and their inverses. (We assume Phase Zero (Section 6.3) was successful.)

The output of Phase Two is a sequence of $k$ elements of $G$ which, with probability $\geq 1-\delta$, form a sequence of $\varepsilon$-uniform Erdős-Rényi generators. Here

$$
\begin{equation*}
k=\lceil 2 \log N+2 \log (1 / \varepsilon)+\log (1 / \delta)+1\rceil \tag{26}
\end{equation*}
$$

procedure PHASE_TWO $\left(\varepsilon, \delta, S^{\prime}\right)$.
Set $\omega=\varepsilon^{2} \delta / N^{2}$. Generate $k$ random elements of $G$ which are $\omega$-uniformly distributed, according to Proposition 7.2 , where $k$ is defined by eqn. (26). End.

Theorem 8.2. With probability $\geq 1-\delta$, procedure PHASE_TWO produces a sequence of $\varepsilon$-uniform Erdös-Rényi generators. The cost of the procedure is $O\left((\log N)^{5}+(\log N)^{3}\left(\log (1 / \varepsilon)+(\log (1 / \delta))^{2}\right)\right)$ group operations.

Proof. We set $\gamma=2$ and apply Theorem 8.1. Our choice of $k$ satisfies the condition in Theorem 8.1 since $|G| \leq N$. Our choice of $\omega$ satisfies the second condition in Theorem 8.1, namely $\omega \leq(\gamma-1)|G| / 2^{k}$ since now

$$
\omega=\varepsilon^{2} \delta / N^{2} \leq\left(\varepsilon^{2} \delta / N^{2}\right)(|G| / 2)=(\gamma-1)|G| / 2^{k}
$$

By Theorem 8.1, all that remains to be justified is the claimed cost.

By Proposition 7.2, the cost is $O\left(k\left((\log N)^{4}+\right.\right.$ $\left.(\log N)^{3} \log (1 / \omega)\right)$ ). Since $\log (1 / \omega)=O(\log N+$ $\log (1 / \varepsilon)+\log (1 / \delta))$, the stated bound is immediate.

## Remark 8.3.

The repeated doubling process seems inherently sequential.
Open problem 8.4. Is there an $R N C$ algorithm to construct nearly uniform random elements of matrix groups over finite fields?
We remark that for permutation groups such an $N C$ alorithm exists [BLS].

## 9 Impossibility of approximating the order

Below, we consider an infinite sequence of black box groups, one for every $n$. The elements of the $n^{\text {th }}$ black box group are encoded as binary strings of length $n$; so $N=2^{n}$ is an upper bound on the order of the group.

Let $p$ be a fairly large prime, not bounded by any polynomial of $n$, and let $m \geq 2$ be such that $p^{m}<2^{n}$. (So $m$ can still be quite large.) Let $G$ be a cyclic group of order $p$ and $H$ an elementary abelian group of order $p^{m}$, i.e. the direct sum of $m$ copies of $G$. Assume $H$ is given by a basis $T$, i.e. a set of $m$ generators. On the other hand, assume $G$ is given by a list $S$ of $m$ randomly selected elements (which of course form a redundant set of generators of $G$ ). The encoding of each group is done by random injections $G, H \rightarrow\{0,1\}^{n}$.

We claim that no polynomial time Monte Carlo algorithm has a chance of distinguishing the two groups.

Indeed, let $\varphi: H \rightarrow G$ be the homomorphism obtained by extending the bijection $T \rightarrow S$ of the (ordered) lists of generators.

Let us follow the course of a Monte Carlo algorithm, applied to $(H, T)$. The algorithm computes a sequence of group elements $h_{1}, \ldots, h_{t}$. Let $g_{i}=\varphi\left(h_{i}\right)$.
Claim. The probability that there exist $i, j \leq t$ such that $h_{i} \neq h_{j}$ but $g_{i}=g_{j}$ is less than $t^{2} /(2 p)$.
Proof. The probability here is understood to refer to a fixed set $T$ and a random choice of $S$. The probability that any particular element $h_{i}^{-1} h_{j} \neq 1$ belongs to the kernel of $\varphi$ is $\left(p^{m-1}-1\right) /\left(p^{m}-1\right)<1 / p$; thus the probability that this happens to at least one element of this type is less than $\binom{t}{2} / p$.

In the cases when this does not happen, there is a measure-preserving transformation between the runs of the algorithm on ( $H, T$ ) (with random labeling of the elements of $H$ ) and the runs of the algorithm on $G$ (with random list of $m$ generators and random labeling of the elements) which preserves all the codewords ( $\operatorname{code}\left(h_{i}\right)=\operatorname{code}\left(g_{i}\right)$ for every $\left.i \leq t\right)$.

Let us now consider a black box group defined as follows: we flip a coin to decide whether the group will be $(G, S)$ or ( $H, T$ ); and perform the randomization in encoding as well as the randomization of $S$ in case of $(G, S)$.

It follows that a (fixed) Monte Carlo algorithm running in time $t$ is expected to have no more than $t^{2} / p$ advantage at guessing the order of the group. (The actual advantage is a random variable, depending on the random choices made in the previous paragraph. We consider the advantage to be a nonnegative value; i.e. being able to guess wrong $60 \%$ of the time also counts as $10 \%$ advantage. Clearly, this is as unlikely as being
able to guess right $60 \%$ of the time.)
Let us now consider the following group oracle. The oracle consists of a black box group for every $n$; the elements of the $n^{t h}$ group are encoded by strings of length $n$. Each of the groups is selected at random as just described, with $p=p_{n}$ between $2^{\sqrt{n}}$ and $2^{1+\sqrt{n}}$ and $m$ approximately $\sqrt{n}$.

Then, for any randomized oracle Turing machine $M$ running in time $t(n)$ on inputs of length $n$, the following event is true with probability 1: For all but finitely many values of $n$, the machine $M$ has no more than $2 n^{2} t(n)^{2} 2^{-\sqrt{n}}$ advantage at guessing whether the order of the $n^{\text {th }}$ group is less than $2^{1+\sqrt{n}}$ or more than $2^{n / 2}$.
(The role of the $n^{2}$ factor inserted is to make the probability for the $n^{\text {th }}$ group less than $1 / n^{2}$; then by the Borel-Cantelli lemma, almost surely this happens a finite number of times only.)

Hence this is true for all Turing machines simultaneously with probability 1 . It follows that there exists a group oracle for which the above statement is still true for every Turing machine $M$.

We summarize the result.
Proposition 9.1. There exists a group oracle, i.e. a sequence of black box groups $B_{n}$ with the following properties:
(i) for every $n$, the elements of $B_{n}$ are encoded as binary strings of length $n$;
(ii) $B_{n}$ is an elementary abelian group of order either $<2^{1+\sqrt{n}}$ or more than $2^{n / 2}$;
(iii) for every $t(n)$-time-bounded randomized oracle Turing machine $M$ and for every $n>n_{0}(M)$, the machnie $M$ has no more than $2 n^{2} t(n)^{2} 2^{-\sqrt{n}}$ advantage at guessing whether $\left|B_{n}\right|<2^{1+\sqrt{n}}$ or $\left|B_{n}\right|>2^{n / 2}$.

In particular, no polynomial time Monte Carlo algorithm can guess the logarithm of the order of a black box group within a factor of $\sqrt{n}$.

## 10 Some applications

### 10.1 Permutation groups with a small base

A base of a permutation group $G \leq \operatorname{Sym}(\Omega)$ is a set $\Delta \subseteq \Omega$ such that no element of $G \backslash\{1\}$ fixes $\Delta$ pointwise. $\Delta$ is a small base if $|\Delta|$ is bounded by polylog $(n)$, where $n=|\Omega|$. Such groups are particularly significant in computational group theory. Clearly, $2^{|\Delta|} \leq|G|<n^{|\Delta|}$ (the first inequality assumes sequential irredundance of $\Delta$ in some ordering), so $G$ has a small base precisely if $\log |G|$ is bounded by polylog(n).

A combination of the nearly uniform generator of this paper and the efficient data structure of [CFS] yield
a nearly linear time algorithm for basic manipulation (membership, order, etc.) for groups with a small base. More specifically we obtain:
If $N$ is an a priori bound on the order of $G \leq S_{n}$ then basic group manipulation can be solved in Monte Carlo time $O\left(n(\log N)^{c}\right)$ for an absolute constant $c$.
The constant $c$ does not seem small enough to make this algorithm competitive in practice. A substantially better constant has been obtained in [BCFS]; work on that paper has been a source of motivation for this work. In addition, an application of the Local Expansion Lemma to the product of partial transversals in [BCFS] allows to avoid the need for an a priori bound on $|G|$.

### 10.2 Sylow subgroups of small index

Let $G$ be a black box group, $N$ a known upper bound on $|G|$, and $r$ a known upper bound on the index of a Sylow $p$-subgroup. Then, a Sylow p-subgroup can be constructed in Monte Carlo time $r(\log N)^{c}$.
The algorithm uses the Monte Carlo polynomial time recognition algorithm of nilpotence [BCFLS]. A group is a $p$-group if and only if it is nilpotent and all generators have order a power of $p$. We build a $p$-subgroup $P$, starting from $P=\{1\}$, by adding a random element $g \in$ $G$ whenever $\langle P, g\rangle$ is a $p$-group. We stop after $O(\log N)$ rounds.

### 10.3 Interactive proofs

This author introduced his version of interactive proofs [ Ba 2 ] in order to put the problems of matrix group order and nonmembership into suitably low complexity classes [Ba3]. The Local Expansion Lemma was a key tool. The result of the present paper allows a very simple "nonmembership" protocol for black box groups, along the lines of the quadratic nonresiduosity protocol of [GMR]: to verify that $g \notin G$, the verifier privately generates random elements $h_{i} \in G$, and for each $i$ flips a coin to decide whether to show $h_{i}$ or $h_{i} g$ to the prover. Subsequently, the prover has to guess for each $i$ the outcome of the coin flip. If indeed $g \notin G$, he can answer correctly all the time; otherwise he is unlikely to answer correctly more than $51 \%$ of the time. - I do not know such a simple protocol to verify the order of $G[\mathrm{Ba} 3]$.
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