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#### Abstract

It is proved that no finte computation tree with operations $\{+,-, *, /, \bmod ,<\}$ can decide whether the greatest common divisor (gcd) of $a$ and $b$ is one, for all pairs of integers $a$ and $b$. This settles a problem posed by Grötschel et al. [6]. Moreover. if the constants explicitly involved in any operation performed in the tree are restricted to be " 0 " and " 1 " (and any other constant must be computed), then we prove an $\Omega(\log \log n)$ lower bound on the depth of any computation tree with operations $\{+,-, *, /, \bmod ,<\}$ that decides whether the gcd of $a$ and $b$ is one, for all pairs of $n$-bit integers $a$ and $b$.

A novel technique for handling the truncation operation is implicit in the proof of this lower bound. In a companion paper [11], other lower bounds for a large class of problems are proved using a similar technique.


Categones and Subject Descriptors: F.2.1 [Analysis of Algorithms and Problem Complexityl: Numerical Algorthms and Problems - number-theoretic computations;
General Terms: Algorithms
Additional Key Words and Phrases: Floor operation, greatest common divisor, lower bound, mod operation, truncation.

## 1. Introduction

The problem of computing the greatest common divisor (gcd) of two integers is one of the oldest computational problems. The first known algorithm to solve this problem was the Euclidean algorithm, which was discovered more than two
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thousand years ago. Interestingly, this algorithm has survived to the present day. Knuth [9] calls it "the granddaddy of all algorithms."

The question whether this algorithm and its variants are the best possible is an important open problem. Much effort has been devoted to analyzing the Euclidean algorithm and to binding its behavior. For an excellent summary, we refer the reader to [9]. We mention only two results: the first due to G. Lamé (1845), who proved that the worst-case running time of the Euclidean algorithm with division steps is linear in the length of the input, and the second due to Collins [4], who analyzed the average behavior of the same algorithm.
Instead of studying the behavior of an algorithm, we provide a nontrivial lower bound on the complexity of the gcd problem on a model of computation. Our lower bound applies to the problem of deciding if a pair of integers $a$ and $b$, is relatively prime, that is, is $\operatorname{gcd}(a, b)=1$ ? Note that the problem of computing the ged is at least as hard as this relative primality testing problem.

The model of computation considered in this paper is the computation tree [2, 14, 20]. We prove that no finite computation tree with operations $\{+,-, *, /, \bmod \}$ can decide whether $a$ and $b$ are relatively prime. for all pairs of integers $a$ and $b$. Moreover, if the constants explicitly involved in any operation performed in the tree are restricted to be " 0 " and " 1 " (and any other constant must be computed), then we prove an $\Omega\left(\log \log n^{1}\right)$ lower bound on the depth of any computation tree with operations $\{+,-, *, /, \bmod \}$, that decides whether $a$ and $b$ are relatively prime, for all pairs of $n$-bit integers $a>b>0$. A novel technique for handling the truncation operation is implicit in the proof of the lower bound mentioned above.

Remark. Throughout the paper "/" stands for exact division, for example, $8 / 5=1.6$. Observe that division with truncation ("integer division") can be implemented using " /" and "mod" in a constant number of steps. In addition, all sets of operations in this paper are assumed to include the " $<$ " comparison operation, which is never explicitly specified.

Grötschel et al. [6], while working on their book Geometric Algorithms and Combinatorial Optimization, asked if there exists a strongly polynomial algorithm for the gcd problem. (See [6, pp. 32-33, p. 225].) Notice that since there are only two integer inputs to the gcd problem, any strongly polynomial algorithm for this problem must have a constant number of arithmetic operations. A result of Stockmeyer [18] implies that there is no strongly polynomial algorithm for the ged problem when the set of operations is restricted to $\{+,-, *, /\}$. The results of this paper imply that there is no strongly polynomial algorithm for the gcd problem even when the set of operations is extended to $\{+,-, *, /, \bmod \}$.

In the rest of the introduction, we briefly review some of the previous work relevant to this paper. The computation tree is a nonuniform model of computation, while the Random Access Machine (RAM) is the corresponding uniform model of computation, and hence, weaker in this sense. On the other hand, a RAM is capable of indirect addressing while a computation tree is not. However, the power of indirect addressing has not been characterized, and it is not known whether it is a substantial advantage. The power of RAM has been extensively studied [15, 17]. A RAM of time complexity $T$ with operations

[^0]from a set (of arithmetic and boolean operations) $O P$, and without indirect addressing, can be simulated by a computation tree of depth $O(T)$ with operations from the set $O P$. (See, e.g., [13].) This implies that our lower bound holds for RAMs without indirect addressing. In a companion paper [11], we show that a similar lower-bound holds for RAMs with indirect addressing.
To the best of our knowledge, prior to this work, no nontrivial lower bounds were known on the depth of computation trees with (i) operations from the set $\{+,-, *, /, \bmod \}$, and (ii) a constant number of integer inputs. Perhaps, one reason for the lack of progress in this area is that this set of operations does not possess nice algebraic properties. It is worth pointing out that any decision problem with an $n$-bit input can be solved by a computation tree of depth $O(n)$, that uses only the comparison operation. In addition, since the length of numbers is not restricted in the computation, even the weaker uniform model, that is, RAM without indirect addressing, can simulate any PSPACE-computation in polynomial time [3, 14, 17]. Moreover, it is known that hard problems, for example, factoring, can be solved on such a RAM, in linear time [16].
For the model of algebraic computation trees (i.e., computation trees that use only algebraic operations, including,,$+-^{*}$, and //), good lower bound techniques are known when all the inputs are either real or rational numbers [2,21]. On the other hand, few results are known when the inputs are restricted to be integers (as in our case). Paul and Simon prove an $\Omega(n \log n)$ lower bound for sorting $n$ integers [13]. (See also [5].) Their result also applies to RAMs with indirect addressing. They also show that the sorting can be done in $O(n)$ steps if boolean operations are allowed.
Stockmeyer [18] proves a $\Theta(n)$ bound on the depth of any algebraic computation tree with the operations $\{+,-, *, /\}$, that decides if a given $n$-bit integer is odd. This implies a $\Theta(n)$ bound on the depth of any algebraic computation tree that decides if (i) $a$ divides $b$, or (ii) $\operatorname{gcd}(a, b)=1$, and on the depth of any algebraic computation tree $[2,19,20]$ that computes (i) $\operatorname{gcd}(a, b)$, (ii) $a \bmod b$, (iii) $\lfloor a / b\rfloor$, or (iv) bitwise $\bigcirc$ of $a$ and $b$, for $O \in\{$ and, or, exclusive-or $\}$; for all $n$-bit integers $a$ and $b$.

The nature of the mod operation, which is the main object of study in this paper, is examined in [1], [7] and [8]. Moran et al. [12] prove tight bounds on the depth of decision trees with arbitrary queries (including queries involving the mod operation). However, these bounds are nontrivial only when the number of inputs is nonconstant.

The paper is organized as follows: Section 2 includes some preliminary definitions. Sections 3 and 4 are devoted to the proof of the $\Omega(\log \log n) \operatorname{lower}$ bound on the depth of any computation tree with operations $\{+,-, *, /, \bmod \}$, that decides if $a$ and $b$ are relatively prime for all pairs of $n$-bit integers $a>b>0$. The proof is presented in two parts. First, in Section 3, we prove a nonconstant lower bound on the depth of any computation tree that tests relative primality, that is, no fixed, finite depth computation tree can solve the relative primality problem for all pairs of integers. Then, the $\Omega(\log \log n)$ bound is obtained in Section 4 by a careful analysis of the proof in Section 3. Finally, in Section 5 we summarize our results and list some open problems.

## 2. Preliminaries

In this section, we first recall the definition of the computation tree model. Then, we define some properties of polynomials and rational expressions.

Finally, we define a lexicographic order on the set of bivariate polynomials and prove some of its properties.
2.1. The Computation Tree Model. We assume that the reader is familiar with the computation tree model. (See, e.g., [2] and [20].) Below, we briefly recall this model, and define some additional terminology used throughout the paper in relation to the model.
A computation tree $T$ for a two input problem is a tree with labeled vertices. The label of vertex $\nu$ is denoted $f_{\nu}$. The tree $T$ has four types of vertices:
(1) Input vertices. The input vertices are the vertices in the first two levels of $T$. Each of these two levels has exactly one vertex. The two input vertices are labeled by the input variables (i.e., for input $a, b$, we have $f_{r}=a$ and $f_{s}=b$, where $r$ is the root and $s$ is its only child).
(2) Computation vertices. Each computation vertex $\nu$ is labeled with a binary operation $f_{\nu}=g \circ h$, and has only one child. Throughout this paper, $g, h \in \mathscr{\not} \cup\left\{f_{\mu} \mid \mu\right.$ is an ancestor of $\nu$ in $\left.T\right\}$ and $O \in O P$, where ' 6 is the set of available constants, and $O P$ is the set of available operations. In this paper, $O P=\{+,-, *, /, \bmod \}$. The set $\not \mathscr{L}^{2}$ will be restricted to either the set of rationals (2), or the set $\{0,1\}$.
(3) Comparison vertices. Each comparison vertex $\nu$ is labeled with $g: h$, where, again, $g, h \in \mathscr{\&} \cup\left\{f_{\mu} \mid \mu\right.$ is an ancestor of $\nu$ in $\left.T\right\}$. Each comparison vertex has two children.
(4) Output vertices. The output vertices are the leaves of $T$. Each leaf $\nu$ of $T$ is labeled with an element from the set $\{0,1\}$.

The computation for input $(a, b$ ) starts at the root of the tree $T$. When it arrives at a computation vertex $\nu$, the function $f_{\nu}=g \circ h$ is evaluated at the input ( $a, b$ ) by computing $g \circ h$, and then the computation proceeds to the only child of $\nu$. When the computation arrives at a comparison vertex labeled with $g: h$, the functions $g$ and $h$ are evaluated. The computation proceeds to the left child if $g<h$ at the point ( $a, b$ ), and to the right child, otherwise. The computation terminates at a leaf by producing the value of the label associated with it as the output.

A computation tree is said to solve a decision problem, if it produces the correct answer for each instance of the problem.
We remark that when $O P=\{+,-, *, /\}$, we can associate a rational expression $r_{\nu}(x, y) \in \underline{Z}(x, y)$, to each vertex $\nu$, which is either a computation vertex or a leaf. This label will have the following interpretation: For all inputs $(a, b)$, if the computation on the tree $T$ with input ( $a, b$ ) arrives at the vertex $\nu$, then $f_{\nu}=r_{\nu}(a, b)$.
2.2. Polynomials and Rational Expressions. In the sequel, we consider the degree and the height of polynomials and rational expressions.

The degree of a polynomial $P(x, y)$ with respect to a variable $x$, denoted $\operatorname{deg}_{x}(P)$, is the maximum exponent of $x$ appearing in any monomial of $P(x, y)$.

The degree of $P$, denoted $\operatorname{deg}(P)$, is $\max \left\{\operatorname{deg}_{x}(P), \operatorname{deg}_{y}(P)\right\}$. The height of $P$, denoted $\operatorname{hgt}(P)$, is the maximum among the absolute values of the coefficients of $P$.

For a set $\Lambda$ of polynomials, the degree of $\Lambda$, denoted $\operatorname{deg}(\Lambda)$, is defined by $\operatorname{deg}(\Lambda)=\max _{P \in \Lambda} \operatorname{deg}(P)$. Similarly, the height of $\Lambda$, denoted $\operatorname{hgt}(\Lambda)$, is $\operatorname{hgt}(\Lambda)=\max _{P \in \Lambda} \operatorname{hgt}(P)$.

For a rational expression $R(x, y)=P(x, y) / Q(x, y)$, where $P$ and $Q$ are bivariate polynomials, define the degree of $R$ to be the larger of the degrees of $P$ and $Q$. Similarly, define the height of $R$ to be the larger of the heights of $P$ and $Q$. Notice that in our definition of the degree and the height of rational expressions cancellations are not allowed. For example, the degree of $R(x, y)$ $=P(x, y) / P(x, y)$ will be the degree of $P$ and not zero, and the height of $R$ will be the height of $P$ and not one.

Lemma 2.1. Let $P(x, y)$ and $Q(x, y)$ be two bivariate polynomials. Then, for $\circ \in\{+,-\}, \operatorname{deg}(P \bigcirc Q) \leq \max \{\operatorname{deg}(P), \quad \operatorname{deg}(Q)\}$ and $h g t(P \bigcirc Q) \leq h g t(P)+\operatorname{hgt}(Q) ; \quad \operatorname{deg}(P \bigcirc Q) \leq \operatorname{deg}(P)+\operatorname{deg}(Q) \quad$ and $\operatorname{hgt}(P \bigcirc Q) \leq(1+\operatorname{deg}(P))(1+\operatorname{deg}(Q)) \operatorname{hg} t(P) \operatorname{hg} t(Q)$.

Proof. We only prove the bound on $\operatorname{hgt}(P \cdot Q)$. Observe that when we multiply two bivariate polynomials, each of the coefficients of the product is the sum of at most $(1+\operatorname{deg}(P))(1+\operatorname{deg}(Q))$ terms, each of them being the product of a coefficient in $P$ by a coefficient in $Q$. The bound on $\operatorname{hgt}(P \bigcirc Q)$ follows.

The other bounds are also straightforward.
Lemma 2.2. Let $R(x, y)=P_{1}(x, y) / P_{2}(x, y)$ and $S(x, y)=$ $Q_{1}(x, y) / Q_{2}(x, y)$ be two bivariate rational expressions. Then, for $\circ \in\{+,-\}, \operatorname{deg}(R \circ S) \leq \operatorname{deg}(R)+\operatorname{deg}(S)$ and $\operatorname{hgt}(R \circ S) \leq 2(1+$ $\operatorname{deg}(R))(1+\operatorname{deg}(S)) h g t(R) h g t(S) ; \operatorname{deg}(R \bigcirc S) \leq \operatorname{deg}(R)+\operatorname{deg}(S)$ and $h g t(R \bigcirc S) \leq(1+\operatorname{deg}(R))(1+\operatorname{deg}(S)) h g t(R) \operatorname{hgt}(S)$.

Proof. The bounds follow from Lemma 2.1 and from the fact that for $\bigcirc \in\{+,-\}, R \bigcirc S=P_{1} Q_{2} \bigcirc Q_{1} P_{2} / P_{2} Q_{2}$.
2.3. A Lexicographic Order on the Bivariate Polynomials. We define a lexicographic order on the set of the bivariate polynomials. For this purpose, we use the following lexicographic order on the set of bivariate monomials.

Definition 1. For two monomials $c x^{i} y^{j}$ and $d x^{k} y^{l}, c x^{l} y^{j}>d x^{k} y^{l}$ if either (1) $i>k$ or (2) $i=k$ and $j>l$ or (3) $i=k, j=l$ and $|c|>|d|$.

We say that a polynomial is written in its normal form if it is written as a minimal sum of monomials, and these monomials are sorted in descending lexicographic order. Throughout this paper, we assume that all polynomials are written in their normal form.

Definition 2. For two bivariate polynomials $P(x, y)$ and $Q(x, y)$, $P(x, y)>Q(x, y)$ if, when written in their normal forms, there exists some $i \geq 1$, such that (the $i$ th monomial in $P$ ) $>$ (the $i$ th monomial in $Q$ ), and all the monomials preceding it are identical in both $P$ and $Q$.

Given a polynomial $P(x, y)$, let the leading monomial of $P(x, y)$ be the first monomial in the normal form of $P(x, y)$. Let the leading coefficient of $P(x, y)$ be the coefficient of this monomial.

Below, we relate the lexicographic order defined on the polynomials, and the order among their values at certain points.

Lemma 2.3. For each bivariate polynomial $P(x, y)$, there exist positive integers $\pi_{1}(P)$ and $\pi_{2}(P)$ such that for all $(a, b)$ satisfying $a>b^{\pi_{1}(P)}$ and $b>\pi_{2}(P)$, the sign of $P(a, b)$ is the same as the sign of the leading coefficient of $P(x, y)$. Furthermore, $\pi_{1}(P) \leq \operatorname{deg}_{y}(P)+1$, and $\pi_{2}(P) \leq$ $2 M / L$, where $L$ is the leading coefficient of $P$ and $M$ is the height of $P$.

Proof. Let $P(x, y)=\sum_{k=0}^{m} L_{k} x^{l_{k}} y^{j_{k}}$, where $P(x, y)$ is written in its normal form, and $L_{k}$ is the coefficient of the $k$ th monomial ( $L_{0}=L$ ). Denote $t_{k}(x, y)=x^{t_{k}} y^{J_{k}}$. Let $\pi_{1}(P)=1+\max _{0 \leq k \leq m-1}\left\{j_{k+1}-j_{k}\right\}$. Clearly, $\pi_{1}(P) \leq \operatorname{deg}_{y}(P)+1$. From the lexicographic order it follows that $t_{k+1}(x, y) / t_{k}(x, y)=x^{2} y^{j}$, where either $i<0$ and $j<\pi_{1}(P)$ or $i=0$ and $j<0$. Thus, for all positive $(a, b)$, if $a>b^{\pi_{1},(P)}$ then $t_{k+1}(x, y) / t_{k}(x, y)<$ $1 / b$, and hence, $t_{k}(x, y) / t_{0}(x, y)<1 / b^{k}$. Suppose that $L>0$, we show that for all ( $a, b$ ) satisfying $a>b^{\pi_{1}(P)}$ and $b>\pi_{2}(P), P(a, b)$ is also positive. For all positive $(a, b)$, such that $a>b^{\pi_{i}(P)}$.

$$
\begin{aligned}
P(a, b) & \geq L t_{0}(a, b)-\sum_{k=1}^{m}\left|L_{k}\right| x^{t_{k}} y^{J_{k}} \\
& >L t_{0}(a, b)\left(1-\sum_{k=1}^{m} \frac{\left|L_{k}\right|}{L b^{k}}\right) .
\end{aligned}
$$

To complete the proof, we show that for $b>2 M / L,\left(1-\sum_{k=1}^{m}\left|L_{k}\right| / L b^{k}\right)$ $>0$ or, equivalently, $\sum_{k=1}^{m}\left|L_{k}\right| / L b^{k}<1$. This latter inequality follows from

$$
\begin{aligned}
\sum_{k=1}^{m} \frac{\left|L_{k}\right|}{L b^{k}} & <\frac{M}{L} \sum_{k=1}^{m} b^{-k} \\
& <\frac{M}{L} \sum_{k=1}^{m}\left(\frac{L}{2 M}\right)^{k}<\frac{2 M}{2(2 M-L)}<1
\end{aligned}
$$

Similarly, we can prove the Lemma for the case $L<0$.
From Lemma 2.3, it follows that for any two polynomials $Q(x, y)$ and $R(x, y)$ there exist positive integers $\pi_{1}(Q-R)$ and $\pi_{2}(Q-R)$ such that for all $(a, b)$ satisfying $a>b^{\pi_{1}(Q-R)}$ and $b>\pi_{2}(Q-R)$ either always $Q(a, b)$ $<R(a, b)$ or always $Q(a, b) \geq R(a, b)$.

## 3. The $\omega(1)$ Lower Bound for an Arbitrary Set of Constants

In this section, we prove a nonconstant lower bound on the depth of any computation tree with $O P=\{+,-, *, /, \bmod \}$, that computes the gcd of all pairs of $n$-bit integers. We assume that all constants explicitly involved in any operation performed in the tree are rational numbers. In the next section, we restrict the constants explicitly involved in any operation to be " 0 " and " 1 ", and prove an $\Omega(\log \log n)$ lower bound by a careful analysis of the proof given below.

Theorem 3.1. There is no (finite depth) computation tree with $O P=$ $\{+,-, *, /, \bmod \}$, that decides if $a$ and $b$ are relatively prime, for all pairs of integers $a>b>0$.

We begin with some notation and definitions.

Definition 3. Let $r, \alpha_{1}, \alpha_{2}$, and $\alpha_{3}$ be nonnegative integers. Let $\Delta=$ $\left(\delta_{1}, \delta_{2}, \ldots, \delta_{r}\right)$ and $\Lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{r}\right)$ be $r$-dimensional vectors of positive integers. For positive integers $u_{0}, u_{1}, u_{r}$, and $u_{r+1}$, the pair $\left(u_{0}, u_{1}\right)$ is $\left\langle r, \alpha_{1}, \alpha_{2}, \alpha_{3}, \Delta, \Lambda\right\rangle$-generated by the pair ( $u_{r}, u_{r+1}$ ) if there exist positive integers $u_{2}, u_{3}, \ldots, u_{r-1}$ such that:

$$
\begin{align*}
u_{0} & =\lambda_{1}\left(u_{1}\right)^{\delta_{1}}+u_{2},  \tag{1}\\
u_{1} & =\lambda_{2}\left(u_{2}\right)^{\delta_{2}}+u_{3}, \\
& \vdots \\
u_{t} & =\lambda_{t+1}\left(u_{t+1}\right)^{\delta_{t+1}}+u_{t+2}, \\
& \vdots  \tag{2}\\
u_{r-1} & =\lambda_{r}\left(u_{r}\right)^{\delta_{r}}+u_{r+1}, \\
u_{r} & >\left(u_{r+1}\right)^{\alpha_{1}},  \tag{3}\\
u_{r+1} & >\alpha_{2}, \\
u_{r} & \equiv u_{r+1} \equiv 1 \quad\left(\bmod \alpha_{3}\right) .
\end{align*}
$$

In this case, $\left(u_{r}, u_{r+1}\right)$ is the $\left\langle r, \alpha_{1}, \alpha_{2}, \alpha_{3}, \Delta, \Lambda\right\rangle$-generator of $\left(u_{0}, u_{1}\right)$, and $u_{2}, u_{3}, \ldots, u_{r+1}$ is the $\left\langle r, \alpha_{1}, \alpha_{2}, \alpha_{3}, \Delta, \Lambda\right\rangle$-generating sequence for ( $u_{0}, u_{1}$ ).

Notice that eqs. (1) and (2) imply that $u_{0}>u_{1}>u_{2}>u_{3}>\cdots>u_{r}>$ $u_{r+1}$.
Definition 4. Let $S\left(r, \alpha_{1}, \alpha_{2}, \alpha_{3}, \Delta, \Lambda\right)$ denote the following set of ordered pairs of positive integers:

$$
\begin{align*}
& \left\{\left(u_{0}, u_{1}\right) \text { : there exist integers } u_{r}, u_{r+1} \text { such that }\left(u_{0}, u_{1}\right)\right. \\
&  \tag{4}\\
& \text { is } \left.\left\langle r, \alpha_{1}, \alpha_{2}, \alpha_{3}, \Delta, \Lambda\right\rangle \text {-generated by }\left(u_{r}, u_{r+1}\right)\right\} .
\end{align*}
$$

For convenience, we omit the null vectors $\Delta$ and $\Lambda$ whenever $r=0$. In this case, the set $S\left(0, \alpha_{1}, \alpha_{2}, \alpha_{3}\right)$ consists of all pairs $\left(u_{0}, u_{1}\right)$ such that $u_{0}>\left(u_{1}\right)^{\alpha_{1}}$, $u_{1}>\alpha_{2}, u_{0} \equiv u_{1} \equiv 1\left(\bmod \alpha_{3}\right)$ (in accordance with the above definition).
Perhaps the most important characteristic of the above definitions is its similarity to the Euclidean algorithm for solving the gcd problem. As an immediate consequence of the definition, we get the two properties stated below. These properties are the key to our proof strategy.

Lemma 3.2. The Correspondence Property. There is an one-to-one correspondence between the elements of the sets $S\left(r, \alpha_{1}, \alpha_{2}, \alpha_{3}, \Delta, \Lambda\right)$ and $S\left(0, \alpha_{1}, \alpha_{2}, \alpha_{3}\right)$. Specifically, each pair $\left(u_{0}, u_{1}\right) \in S\left(r, \alpha_{1}, \alpha_{2}, \alpha_{3}, \Delta, \Lambda\right)$ corresponds to the unique pair $\left(u_{r}, u_{r+1}\right) \in S\left(0, \alpha_{1}, \alpha_{2}, \alpha_{3}\right)$ such that ( $u_{r}, u_{r+1}$ ) is the $\left\langle r, \alpha_{1}, \alpha_{2}, \alpha_{3}, \Delta, \Lambda\right\rangle$-generator of $\left(u_{0}, u_{1}\right)$. Furthermore, if $\left(u_{0}, u_{1}\right)$ corresponds to $\left(u_{r}, u_{r+1}\right)$, then $\operatorname{gcd}\left(u_{0}, u_{1}\right)=\operatorname{gcd}\left(u_{r}, u_{r+1}\right)$.
Proof. Let $a_{2}>a_{3}>\cdots>a_{r+1}$ and $b_{2}>b_{3}>\cdots>b_{r+1}$, be the generating sequences for ( $a_{0}, a_{1}$ ) and ( $b_{0}, b_{1}$ ), respectively. It is easy to check that if $\left(a_{i}, a_{i+1}\right) \neq\left(b_{i}, b_{i+1}\right)$ for some $0 \leq i \leq r$, then $\left(a_{j}, a_{j+1}\right) \neq\left(b_{j}, b_{j+1}\right)$ for any $j, 0 \leq j \leq r$. The assertion about the gcd's follows from the Euclidean algorithm.
Lemma 3.3. The Containment Property. Let $\Delta^{\prime}$ and $\Lambda^{\prime}$ be $(r+1)$ dimensional vectors of positive integers, obtained from r-dimensional
vectors $\Delta$ and $\Lambda$ by appending positive integers $\delta$ and $\lambda$, respectively. Then, $S\left(r+1,1, \alpha_{2}, \alpha_{3}, \Delta^{\prime}, \Lambda^{\prime}\right) \subseteq S\left(r, \alpha_{1}, \alpha_{2}, \alpha_{3}, \Delta, \Lambda\right)$, provided $\delta \geq \alpha_{1}$ and $\lambda \equiv 0\left(\bmod \alpha_{3}\right)$.

Proof. Suppose that $\left(a_{0}, a_{1}\right) \in S\left(r+1,1, \alpha_{2}, \alpha_{3}, \Delta^{\prime}, \Lambda^{\prime}\right)$, and let $a_{2}>a_{3}$ $>\cdots>a_{r}>a_{r+1}>a_{t+2}$ be its generating sequence. By definition, $a_{r}=$ $\lambda a_{r+1}^{\delta}+a_{r+2}$. Therefore, $\bar{a}_{r} \equiv 1\left(\bmod \alpha_{3}\right)$, and $a_{r}>a_{r+1}^{\alpha_{1}}$. In addition, $a_{r+1}$ $>a_{r+2}^{\alpha_{1}}>\alpha_{2}$. Hence, $\left(a_{0}, a_{1}\right) \in S\left(r, \alpha_{1}, \alpha_{2}, \alpha_{3}, \Delta, \Lambda\right)$.
Lemma 3.4. $S\left(0, \alpha_{1}, \alpha_{2}, \alpha_{3}\right)$ contains two pairs $\left(a_{0}, a_{1}\right)$ and $\left(b_{0}, b_{1}\right)$, such that $\operatorname{gcd}\left(a_{0}, a_{1}\right) \neq 1$ and $\operatorname{gcd}\left(b_{0}, b_{1}\right)=1$.

Proof. Let $e$ be the least exponent such that $\left(1+\alpha_{3}\right)^{e}>\alpha_{2}$. Define $\left(a_{0}, a_{1}\right)=\left(\left(1+\alpha_{3}\right)^{(e+1) \alpha_{1}}, \quad\left(1+\alpha_{3}\right)^{e}\right), \quad$ and $\left(b_{0}, b_{1}\right)^{2}=(1+$ $\left.\alpha_{3}\left(1+\alpha_{3}\right)^{(e+1) \alpha_{1}},\left(1+\alpha_{3}\right)^{e}\right)$. Clearly, $\operatorname{gcd}\left(a_{0}, a_{1}\right)=\left(1+\alpha_{3}\right)^{e} \neq 1$, and $\operatorname{gcd}\left(b_{0}, b_{1}\right)=1$.

The proof of Theorem 3.1 is based on the following lemma:
Lemma 3.5. Let $T$ be a computation tree with the operations $\{+,-, *, /, \bmod \}$, that decides if $a$ and $b$ are relatively prime, for all integers $a>b>0$. Then, there is a path $\mathbb{P}$ from the root of $T$ to a leaf, and a subset $\xi^{\prime}$ of inputs, with the following properties:
(1) $\mathscr{F}=S\left(r, \alpha_{1}, \alpha_{2}, \alpha_{3}, \Delta, \Lambda\right)$, for some $r, \alpha_{1}, \alpha_{2}, \alpha_{3}, \Delta$, and $\Lambda$; and
(2) For each input $(a, b) \in 4$, the computation follows the path

Before proving Lemma 3.5. we show how it can be used to prove Theorem 3.1 .

Proof of Theorem 3.1. Suppose that we are given a computation tree $T$ with the operations $\{+,-, *, /, \bmod \}$, that decides if $a$ and $b$ are relatively prime, for all integers $a>b>0$. By Lemma 3.5, there is a path from the root of $T$ to a leaf, and a set of inputs if $=S\left(r, \alpha_{1}, \alpha_{2}, \alpha_{3}, \Delta, \Lambda\right)$, such that for each input $(a, b) \in \mathscr{F}$ the computation follows the the path $\mathscr{P}$. Let $\nu$ be the leaf at the end of the path $\mathscr{y}$. By the definition of a computation tree, the output for each input whose computation terminates at the leaf $\nu$ is the same as the label of $\nu$. But this contradicts Lemma 3.4, which asserts that the set $S\left(0, \alpha_{1}, \alpha_{2}, \alpha_{3}\right)$, and hence (by the Correspondence Property) the set $\mathscr{F}$, consists of some pairs that are relatively prime, and some that are not. Hence, the tree $T$ does not decide the relative primality question for each pair of integer inputs.

The most involved part of this section is the proof of Lemma 3.5 given below.

Proof of Lemma 3.5. Let us denote the vertices on the path $\mathscr{P}$ by $v_{1}, v_{2}, \ldots, v_{l}$, in that order, where $v_{1}$ is the root of the tree $T, v_{i}$ is a child of $v_{t-1}$, and $v_{l}$ is a leaf of the tree $T$. We define the path $I p$ and the set $f$ inductively, starting with the path $v_{1}, v_{2}, v_{3}\left(v_{1}\right.$ and $v_{2}$ are the input vertices and $v_{3}$ is the only child of $v_{2}$ ), and the set $y^{(2)}=S(0,1,0,1)$ (which consists of all pairs $(a, b)$, where $a>b>0$ ). As part of the induction hypothesis, we maintain some additional properties of the path and set under consideration. These properties are described below.

Suppose that we have (a) selected a prefix of $\mathscr{P}$, which starts at $v_{1}$, and ends at a vertex $v_{i+1}$, and (b) constructed the set $\mathscr{S}^{(t)}=$ $S\left(r^{(i)}, \alpha_{1}^{(i)}, \alpha_{2}^{(i)}, \alpha_{3}^{(i)}, \Delta^{(i)}, \Lambda^{(i)}\right)$, with the following properties:
(1) For each input $(a, b) \in \mathscr{F}^{(i)}$, the computation follows the path from the root to $v_{i+1}$.
(2) For each computation vertex $\nu$ on the path from the root to the vertex $v_{\imath+1}$, excluding the vertex $v_{t+1}$, there is a pair of bivariate polynomials $\left(F_{\nu}^{l}(x, y), G_{\nu}^{l}(x, y)\right)$ with integer coefficients, such that for each input $(a, b) \in \mathscr{S}^{(t)}, G_{\nu}^{l}(u, v) \neq 0$, and $f_{\nu}(a, b)=F_{\nu}^{i}(u, v) / G_{\nu}^{l}(u, v)$, where $(u, v)$ is the $\left\langle r^{(2)}, \alpha_{1}^{(i)}, \alpha_{2}^{(i)}, \alpha_{3}^{(i)}, \Delta^{(i)}, \Lambda^{(i)}\right\rangle$-generator of $(a, b)$.
We construct the set $\mathscr{S}^{(t+1)} \subseteq \mathscr{\mathscr { L }}^{(2)}$ such that Property 2 is satisfied also for the vertex $v_{i+1}$ and each input $(a, b) \in \mathscr{S}^{(t+1)}$. We also select an outgoing edge of $v_{t+1}$ and prove that, for each input $(a, b) \in \mathscr{F}^{(i+1)}$, the computation follows this edge.

For the proof, we maintain two additional properties of the polynomials ( $\left.F_{\nu}^{l}(x, y), G_{\nu}^{l}(x, y)\right)$ and the input set $\mathscr{H}^{(i)}$. These properties are:
(3) The leading coefficient of each of the polynomials $G_{\nu}^{u}(x, y)$ is positive.
(4) For each polynomial $F_{\nu}^{l}(x, y)$ and each $(a, b) \in \mathscr{S}^{(l)}$ the sign of $F_{\nu}^{l}(u, v)$ (where $(u, v)$ is the $\left\langle r^{(\lambda)}, \alpha_{1}^{(t)}, \alpha_{2}^{(l)}, \alpha_{3}^{(1)}, \Delta^{(l)}, \Lambda^{(1)}\right\rangle$-generator of $(a, b)$ ) is the same as the sign of the leading coefficient of $F_{\nu}^{\prime}(x, y)$. This also holds for all polynomials $G_{v}^{l}(x, y)$. (That is, $G_{p}^{l}(u, v)>0$.)
By the definition of the tree $T$, either the value $f_{v_{r+1}}=g \circ h$ is computed, or the comparison $g: h$ is resolved, at the vertex $v_{i+1}$. Here, $g, h \in \mathcal{Z} \cup f_{v} \mid v_{\text {, }}$ is a computation vertex, $j \leq i\}$ and $\circ \in\{+,-, *, /, \bmod \}$. We use the following notation in the rest of this proof:

$$
\begin{aligned}
& \left(P_{1}(x, y), P_{2}(x, y)\right) \\
& \quad= \begin{cases}(\text { numerator of } g, \text { denominator of } g) & \text { if } g \in \mathscr{z}, \\
\left(F_{\nu}^{l}(x, y), G_{v}^{i}(x, y)\right) & \text { if } g=f_{v},\end{cases}
\end{aligned}
$$

and

$$
\begin{aligned}
& \left(Q_{1}(x, y), Q_{2}(x, y)\right) \\
& \quad=\left\{\begin{array}{lll}
(\text { numerator of } h, \text { denominator of } h) & \text { if } & h \in 2 \\
\left(F_{\nu}^{i}(x, y), G_{\nu}^{l}(x, y)\right) & \text { if } & h=f_{\nu}
\end{array}\right.
\end{aligned}
$$

Finally, let

$$
P(x, y)=P_{1}(x, y) Q_{2}(x, y), Q(x, y)=P_{2}(x, y) Q_{1}(x, y)
$$

and

$$
H(x, y)=P_{2}(x, y) Q_{2}(x, y)
$$

The proof is based on a case-by-case analysis. In each case, we will define the next vertex $v_{i+2}$ on the path : $\overline{\mathscr{F}}$, the parameters $r^{(i+1)}, \alpha_{1}^{(i+1)}, \alpha_{2}^{(i+1)}$. $\alpha_{3}^{(t+1)}, \Delta^{(t+1)}, \Lambda^{(t+1)}$, and the polynomials ( $\left.F_{v_{j}}^{t+1}(x, y), G_{v_{j}}^{t+1}(x, y)\right)$, for each computation vertex $v_{j} \in\left\{v_{1}, v_{2}, \ldots, v_{t+1}\right\}$. Some of these parameters will be
defined explicitly, while those not specified explicitly are assumed to take the value of the corresponding parameter with superscript (i). After specifying these parameters, the set $\mathscr{S}^{(1+1)}$ will be defined to be $S\left(r^{(i+1)}, \alpha_{1}^{(1+1)}\right.$. $\left.\alpha_{2}^{(l+1)}, \alpha_{3}^{(l+1)}, \Delta^{(l+1)}, \Lambda^{(l+1)}\right)$.
We note two things. First. our construction is such that the set $\mathscr{I}^{(a+1)}$ is a subset of $\mathscr{H}^{(2)}$. Second, the only case where $r^{(t+1)} \neq r^{(i)}$; that is, the dimensions of $\Delta^{(i+1)}$ and $\Lambda^{(i+1)}$ are not the same as the dimensions of $\Delta^{(i)}$ and $\Lambda^{(t)}$, is in case $v_{i+1}$ is a mod vertex and some power of $y$ appears in the leading monomial of $Q(x, y)$ (the last case of the proof).

Let us first resolve the case when $v_{l+1}$ is a comparison vertex. Let $B(x, y)=P(x, y)-Q(x, y) \neq 0$. Then, Lemma 2.3 guarantees the existence of two positive integers $\pi_{1}(B)$ and $\pi_{2}(B)$, and $\bullet \in\{<,>\}$, such that for all pairs ( $a, b$ ), where

$$
\begin{gathered}
a>b^{\pi_{1}(B)}, \quad \text { and } \quad b>\pi_{2}(B), \\
\frac{P_{1}(a, b)}{P_{2}(a, b)} \bullet \frac{Q_{1}(a, b)}{Q_{2}(a, b)} .
\end{gathered}
$$

Thus, for all pairs $(a, b)$ with this property, that arrive at the vertex $v_{1+1}$, the next vertex $v_{t+2}$ is either left-child of $v_{t+1}$ if $\bullet=<$, or the right-child of $v_{t+1}$ if $\bullet=>$. Define $\alpha_{1}^{(1+1)}=\max \left(\alpha_{1}^{(1)}, \pi_{1}(B)\right)$ and $\alpha_{2}^{(i+1)}=\max \left(\alpha_{2}^{(1)}, \pi_{2}(B)\right)$. Let $\mathscr{H}^{(i+1)}=S\left(r^{(i+1)}, \alpha_{1}^{(i+1)}, \alpha_{2}^{(i+1)}, \alpha_{3}^{(i+1)}, \Delta^{(i+1)}, \Lambda^{(i+1)}\right)$. Clearly, $\mathscr{y}^{(i+1)}$ $\subseteq \mathscr{F}^{(i)}$, and for each $(a, b) \in \mathscr{Y}^{(1+1)}$ and each $\left(F_{v_{j}}^{t+1}(x, y), G_{v_{j}}^{l+1}(x, y)\right)$, Properties 1-4 are satisfied.
Next, consider the case when $v_{i+1}$ is a computation vertex. In this case, the only child of $v_{i+1}$ is chosen as $v_{i+2}$. However, the choice of the set $\mathscr{T}^{(i+1)}$ strongly depends on the particular operation ${ }^{\circ}$ performed at $v_{1+1}$.

Suppose that $O \in\{+,-\}$. This case is very similar to the case of a comparison vertex discussed above. Following the argument in that case, let $B(x, y)=P(x, y) \bigcirc Q(x, y)$. Define $\alpha_{1}^{(t+1)}=\max \left(\alpha_{1}^{(1)}, \pi_{1}(B)\right)$ and $\alpha_{2}^{(i+1)}=$ $\max \left(\alpha_{2}^{(l)}, \pi_{2}(B)\right)$. Let $\mathscr{S}^{(l+1)}=S\left(r^{(t+1)}, \alpha_{1}^{(t+1)}, \alpha_{2}^{(l+1)}, \alpha_{3}^{(l+1)}, \Delta^{(l+1)}, \Lambda^{(i+1}\right)$, and $F\left({ }_{v+1}^{(+1}(x, y), \quad G_{v_{t+1}}^{i+1}(x, y)\right)=(B(x, y), \quad H(x, y))$. Clearly, $\dot{y}^{(i+1)} \subseteq$ $\mathscr{\mathscr { L }}^{(l)}$, and for each $(a, b) \in \mathscr{P}^{(t+1)}$ and each $\left(F_{v}^{l+1}(x, y), G_{v}^{t+1}(x, y)\right)$, Properties 1-4 are satisfied.
Suppose that $\underline{O}=*$. This is the simplest case. We just let $\left(F_{v_{1+1}}^{l+1}(x, y)\right.$, $\left.G_{v_{i+1}}^{l+1}(x, y)\right)=\left(\overline{P_{1}(x, y)} Q_{1}(x, y), H(x, y)\right)$. Define $\mathscr{S}^{(t+1)}=\mathscr{y}^{(t)}$. Clearly. for each $(a, b) \in \mathscr{S}^{(l+1)}$ and each $\left(F_{v_{j}}^{l+1}(x, y), G_{v_{j}}^{t+1}(x, y)\right)$, Properties 1-4 are satisfied.
Next, suppose that $O=1$. Let $\rho$ be the sign of the leading coefficient of $Q_{1}(x, y)$. Define $\left(F_{v_{i+1}}^{t+1}(x, y), G_{v_{i+1}}^{l+1}(x, y)\right)=(\rho P(x, y), \rho Q(x, y))$, and $y^{(t+1)}=\mathscr{P}^{(t)}$. This is the only case where $G_{v_{i+1}}^{t+1}(x, y)$ is not a product of $G_{v_{j}}^{u+1}(x, y)$ 's, for $j \leq i$. Nevertheless, $G_{v_{i+1}}(u, v) \neq 0$ for any $(u, v)$ that is the $\left\langle r^{(i+1)}, \alpha_{1}^{(i+1)}, \alpha_{2}^{(i)}, \alpha_{3}^{(i+1)}, \Delta^{(i+1)}, \Lambda^{(i+1)}\right\rangle$-generator of some $(a, b) \in$ $y^{(l+1)}$, because $T$ is a well-defined computation tree that does not contain any division by zero. Clearly, for each $(a, b) \in \mathscr{F}^{(l+1)}$ and each ( $F_{v_{j}}^{t+1}(x, y)$, $\left.G_{v,}^{t+1}(x, y)\right)$, Properties 1-4 are satisfied.

The only remaining case is when $O=$ mod. The rest of this section is devoted to this case.

Before we continue, let us recall the definition of the mod operation. The mod operation is defined in the terms of the floor operation. For a real number $r,\lfloor r\rfloor$ is the greatest integer $\leq r$. For two rational numbers $a$ and $b$, where $b \neq 0, a \bmod b=a-|b|\lfloor a| | b \mid\rfloor$. Note that $0 \leq(a \bmod b)<|b|$.

In the following discussion, we repeatedly use the fact that for polynomials $P_{1}(x, y), P_{2}(x, y), Q_{1}(x, y)$, and $Q_{2}(x, y)$, a rational function $R(x, y)$, and any two integers $(u, v)$,

$$
\frac{P_{1}(u, v)}{P_{2}(u, v)} \equiv R(u, v) \quad\left(\bmod \frac{Q_{1}(u, v)}{Q_{2}(u, v)}\right)
$$

if an only if $P(u, v) \equiv R(u, v) H(u, v)(\bmod Q(u, v))$. (Recall that $P(x, y)$ $=P_{1}(x, y) Q_{2}(x, y), \quad Q(x, y)=P_{2}(x, y) Q_{1}(x, y), \quad$ and $\quad H(x, y)=$ $\left.P_{2}(x, y) Q_{2}(x, y).\right)$
Recall that for each $(a, b) \in \mathscr{S}^{(i)}$,

$$
f_{v_{i+1}}(a, b)=\frac{P_{1}(u, v)}{P_{2}(u, v)} \bmod \frac{Q_{1}(u, v)}{Q_{2}(u, v)},
$$

where $(u, v)$ is the $\left\langle r^{(i)}, \alpha_{1}^{(i)}, \alpha_{2}^{(i)}, \alpha_{3}^{(i)}, \Delta^{(i)}, \Lambda^{(i)}\right\rangle$-generator of $(a, b)$. In view of the above definition, we may assume, without loss of generality, that both the operands of any mod operation are nonnegative. Then, Properties 3 and 4 imply that the leading coefficients of $P(x, y)$ and $Q(x, y)$ are positive. We now show a way to construct $\mathscr{\mathscr { L }}^{(t+1)} \subseteq \mathscr{Y}^{(t)}$ such that for each input $(a, b) \in$ $\mathscr{S}^{(i)}$ the value of $f_{v_{i+1}}$ is given by $F_{v_{t+1}}^{l+1}(\hat{u}, \hat{v}) / G_{v_{l+1}}^{l+1}(\hat{u}, \hat{v})$, where the $(\hat{u}, \hat{v})$ is the $\left\langle r^{(i+1)}, \alpha_{1}^{(i+1)}, \alpha_{2}^{(i)}, \alpha_{3}^{(i+1)}, \quad \Delta^{(i+1)}, \Lambda^{(i+1)}\right\rangle$-generator of $(a, b)$ and $\left(F_{v_{t+1}}^{i+1}(x, y), G_{v_{t+1}}^{i+1}(x, y)\right)$ is a pair of bivariate polynomials.
Let $d_{x}=\operatorname{deg}_{x}(Q), d_{y}=\operatorname{deg}_{y}(Q)$, and let $L x^{d^{\prime}} y^{l}$ be the leading monomial of $Q(x, y)$. We consider the following four cases in order: (1) $P(x, y)<$ $Q(x, y)$; (2) $Q(x, y)$ is a constant, that is, $d_{x}=d_{y}=0$; (3) No power of $y$ appears in the leading monomial of $Q(x, y)$, that is, $l=0$; and (4) $l>0$.

Case 1. $P(x, y)<Q(x, y)$. Let $B(x, y)=Q(x, y)-P(x, y)$. Since $B(x, y)>0$, Lemma 2.3 guarantees the existence of two positive integers $\pi_{1}(B)$, and $\pi_{2}(B)$ such that for each $(u, v) \in S\left(0, \pi_{1}(B), \pi_{2}(B), 1\right), B(u, v)$ $>0$. Observe that $B(u, v)>0$ implies that $Q(u, v)>P(u, v)$. Thus,

$$
\frac{Q_{1}(u, v)}{Q_{2}(u, v)}>\frac{P_{1}(u, v)}{P_{2}(u, v)} \geq 0 .
$$

We conclude that for each $(u, v) \in S\left(0, \pi_{1}(B), \pi_{2}(B), 1\right)$,

$$
\frac{P_{1}(u, v)}{P_{2}(u, v)} \bmod \frac{Q_{1}(u, v)}{Q_{2}(u, v)}=\frac{P_{1}(u, v)}{P_{2}(u, v)} .
$$

Let $\alpha_{1}^{(i+1)}=\max \left(\alpha_{1}^{(i)}, \quad \pi_{1}(B)\right)$ and $\alpha_{2}^{(i+1)}=\max \left(\alpha_{2}^{(i)}, \pi_{2}(B)\right)$. Define $\mathscr{J}^{(l+1)}=S\left(r^{(t+1)}, \alpha_{1}^{(i+1)}, \alpha_{2}^{(i+1)}, \alpha_{3}^{(i+1)}, \Delta^{(i+1)}, \Lambda^{(t+1)}\right)$, and $\left(F_{v_{t+1}}^{i+1}(x, y)\right.$, $\left.G_{v_{1+1}}^{t+1}(x, y)\right)=\left(P_{1}(x, y), P_{2}(x, y)\right)$. Clearly, $\mathscr{J}^{(l+1)} \subseteq \mathscr{H}^{(l)}$, and for each $(a, b) \in \mathscr{Y}^{(i+1)}$ and each $\left(F_{v_{j}}^{t+1}(x, y), G_{v_{j}}^{t+1}(x, y)\right)$, Properties 1-4 are satisfied.

Case 2. $Q(x, y)$ is the constant (and, therefore, the positive integer) $L$. Recall that all coefficients of $P(x, y)$ are integers. Let $P(1,1)=c L+\beta$,
where $c$ is an integer and $\beta$ is a nonnegative integer such that $0 \leq \beta<L$. Let $\alpha_{3}^{(t+1)}=L \alpha_{3}^{(t)}$. Then, for each $(u, v) \in S\left(0, \alpha_{1}^{(I)}, \alpha_{2}^{(t)}, \alpha_{3}^{(t+1)}\right), P(u, v)=$ $n_{u v} L+\beta$, where $n_{u v}$ is an integer that depends on the pair $(u, v)$. (Recall that $u \equiv v \equiv 1\left(\bmod \alpha_{3}^{\left({ }^{(+1)}\right)}\right)$.) Dividing by $H(u, v)\left(=P_{2}(u, v) Q_{2}(u, v)\right)$ we get

$$
\frac{P_{1}(u, v)}{P_{2}(u, v)}=n_{u v} \frac{L}{H(u, v)}+\frac{\beta}{H(u, v)}
$$

Substituting for $L=Q(u, v)\left(=P_{2}(u, v) Q_{1}(u, v)\right)$. We get

$$
\frac{P_{1}(u, v)}{P_{2}(u, v)}=n_{u v} \frac{Q_{1}(u, v)}{Q_{2}(u, v)}+\frac{\beta}{H(u, v)}
$$

Since $0 \leq \beta<L$, Property 3 implies that

$$
0 \leq \frac{\beta}{H(u, v)}<\frac{L}{H(u, v)}=\frac{Q_{1}(u, v)}{Q_{2}(u, v)}
$$

We conclude that for each $(u, v) \in S\left(0, \alpha_{1}^{(1)}, \alpha_{2}^{(1)}, \alpha_{3}^{(1+1)}\right)$,

$$
\frac{P_{1}(u, v)}{P_{2}(u, v)} \bmod \frac{Q_{1}(u, v)}{Q_{2}(u, v)}=\frac{\beta}{H(u, v)}
$$

Define $f^{(l+1)}=S\left(r^{(l+1)}, \quad \alpha_{1}^{(l+1)}, \quad \alpha_{2}^{(l+1)}, \quad \alpha_{3}^{(l+1)}, \quad \Delta^{(l+1)}, \quad \Lambda^{(l+1)}\right), \quad$ and $\left(F_{v_{i+1}}^{l+1}(x, y), G_{v_{t+1}}^{t+1}(x, y)\right)=(\beta, H(x, y))$. Clearly, $\mathscr{f}^{(l+1)} \subseteq y^{(t)}$, and for each $(a, b) \in \mathscr{F}^{(t+1)}$ and each $\left(F_{v_{j}}^{t+1}(x, y), G_{v_{j}}^{t+1}(x, y)\right)$, Properties 1-4 are satisfied.

Case 3. The leading monomial of $Q(x, y)$ is $L x^{d_{x}}$, that is, no power of $y$ appears in the leading monomial of $Q(x, y)$. Divide $P(x, y)$ by $Q(x, y)$ as polynomials in $x$. Corollary 4.5 of the following section implies that $P(x, y)$ $=L^{-d}(A(x, y) Q(x, y)+R(x, y))$, where (i) $d=\operatorname{deg}_{x}(P)-\operatorname{deg}_{x}(Q)+$ 1. (ii) all the coefficients of $A(x, y)$ and $R(x, y)$ are integers, and (iii) $\operatorname{deg}_{x}(R)<\operatorname{deg}_{x}(Q)$. Thus, $R<Q$.

As in Case 2, let $A(1,1)=c \mathcal{L}^{d}+\beta$, where $c$ is an integer and $\beta$ is a nonnegative integer such that $0 \leq \beta<L^{d}$. Let $\alpha_{3}^{(I+1)}=L^{d} \alpha_{3}^{(I)}$. Then, for each $(u, v) \in S\left(0, \alpha_{1}^{(L)}, \alpha_{2}^{(l)}, \alpha_{3}^{(l)}\right)$,

$$
A(u, v) \equiv \beta \quad\left(\bmod L^{d}\right)
$$

Hence, for each such pair $(u, v)$,

$$
P(u, v) \equiv L^{-d}(\beta Q(u, v)+R(u, v)) \quad(\bmod Q(u, v))
$$

Dividing by $H(u, v)\left(=P_{2}(u, v) Q_{2}(u, v)\right)$, we get

$$
\frac{P_{1}(u, v)}{P_{2}(u, v)} \equiv \frac{\beta Q(u, v)+R(u, v)}{L^{d} P_{2}(u, v) Q_{2}(u, v)} \quad\left(\bmod \frac{Q_{1}(u, v)}{Q_{2}(u, v)}\right)
$$

We distinguish between two subcases:
Subcase 3.1. $\beta>0$. Consider the polynomial $L^{-d}(\beta Q(x, y)+R(x, y))$. Since $\operatorname{deg}_{x}(R)<\operatorname{deg}_{x}(Q)$ the leading coefficient of this polynomial is $\beta / L^{d}$ times the leading coefficient of $Q(x, y)$ (which equals $L$ ). Let $B(x, y)=$ $Q(x, y)-L^{-d}(\beta Q(x, y)+R(x, y))$. The leading coefficient of $B(x, y)$ is $\left(1-\beta / L^{d}\right) L$. Since $0<\beta / L^{d}<1$, the leading coefficient of $B(x, y)$ is
positive. Using Lemma 2.3, let $\pi_{1}=\max \left\{\pi_{1}(B), \pi_{1}(\beta Q+R)\right\}, \pi_{2}=$ $\max \left\{\pi_{2}(B), \pi_{2}(\beta Q+R)\right\}$. Then, $0<L^{-d}(\beta Q(u, v)+R(u, v))<Q(u, v)$, for all $u>v^{\pi_{1}}$, and $v>\pi_{2}$. This implies that

$$
0<\frac{\beta Q(u, v)+R(u, v)}{L^{d} P_{2}(u, v) Q_{2}(u, v)}<\frac{Q_{1}(u, v)}{Q_{2}(u, v)} .
$$

We conclude that for each such $(u, v)$,

$$
\frac{P_{1}(u, v)}{P_{2}(u, v)} \bmod \frac{Q_{1}(u, v)}{Q_{2}(u, v)}=\frac{\beta Q(u, v)+R(u, v)}{L^{d} P_{2}(u, v) Q_{2}(u, v)}
$$

Let $\alpha_{1}^{(i+1)}=\max \left(\alpha_{1}^{(1)}, \pi_{1}\right)$, and $\alpha_{2}^{(i+1)}=\max \left(\alpha_{2}^{(t)}, \pi_{2}\right)$. Define $\quad \rho^{(i+1)}=$ $S\left(r^{(l+1)}, \alpha_{1}^{(l+1)}, \alpha_{2}^{(i+1)}, \alpha_{3}^{(l+1)}, \Delta^{(l+1)}, \Lambda^{(l+1)}\right)$, and ( $\left.F_{v_{i+1}}^{l+1}(x, y), G_{v_{i+1}}^{l+1}(x, y)\right)$ $=\left(\beta Q(x, y)+R(x, y), L^{d} P_{2}(x, y) Q_{2}(x, y)\right)$. Clearly, $\mathscr{J}^{(t+1)} \subseteq \mathscr{y}^{(l)}$, and for each $(a, b) \in \mathscr{y}^{(2+1)}$ and each $\left(F_{v_{J}}^{t+1}(x, y), G_{v_{j}}^{t+1}(x, y)\right)$, Properties 1-4 are satisfied.

Subcase 3.2. $\beta=0$. Define $\tilde{R}(x, y)$ as follows:
$\tilde{R}(x, y)$
$= \begin{cases}R(x, y) & \text { if the leading coefficient of } R(x, y) \geq 0, \\ L^{d} Q(x, y)+R(x, y) & \text { otherwise } .\end{cases}$
The leading coefficients of the polynomials $\tilde{R}(x, y)$ and $L^{d} Q(x, y) \tilde{\tilde{R}}(x, y)$ are positive. Using Lemma 2.3, let $\pi_{1}=\max _{\tilde{R}}\left\{\pi_{1}(\tilde{R}), \pi_{1}\left(L^{d} Q-\tilde{R}\right)\right\}, \pi_{2}=$ $\max \left\{\pi_{2}(\tilde{R}), \pi_{2}\left(L^{d} Q-\tilde{R}\right)\right\}$. Then, $0 \leq \tilde{R}(u, v)<L^{d} Q(u, v)$, for all $\bar{u}>$ $v^{\pi_{1}}$, and $v>\pi_{2}$. This implies that

$$
0 \leq \frac{\tilde{R}(u, v)}{L^{d} P_{2}(u, v) Q_{2}(u, v)}<\frac{Q_{1}(u, v)}{Q_{2}(u, v)} .
$$

We conclude that for each such $(u, v)$,

$$
\frac{P_{1}(u, v)}{P_{2}(u, v)} \bmod \frac{Q_{1}(u, v)}{Q_{2}(u, v)}=\frac{\tilde{R}(u, v)}{L^{d} P_{2}(u, v) Q_{2}(u, v)} .
$$

Let $\alpha_{1}^{(i+1)}=\max \left(\alpha_{1}^{(i)}, \pi_{1}\right)$, and $\alpha_{2}^{(i+1)}=\max \left(\alpha_{2}^{(i)}, \pi_{2}\right)$. Define $\mathscr{H}^{(i+1)}=$ $S\left(r^{(i+1)}, \alpha_{1}^{(i+1)}, \alpha_{2}^{(i+1)}, \alpha_{3}^{(i+1)}, \Delta^{(i+1)}, \Lambda^{(i+1)}\right)$, and ( $\left.F_{v_{t+1}}^{i+1}(x, y), G_{v_{i+1}}^{i+1}(x, y)\right)$ $=\left(\tilde{R}(x, y), L^{d} P_{2}(x, y) Q_{2}(x, y)\right)$. Clearly, $f^{(i+1)} \subseteq y^{(i)}$, and for each $(a, b) \in \mathscr{F}^{(1+1)}$ and each $\left(F_{v_{j}}^{i+1}(x, y), G_{v_{j}}^{i+1}(x, y)\right)$, Properties 1-4 are satisfied.

Case 4. The leading monomial of $Q(x, y)$ is $L x^{d} \cdot y^{l}$. Our goal is to reduce this case to Case 3 where no powers of $y$ appear in the leading monomial. We introduce a new indeterminate $z$ and substitute $x$ using it. We substitute $x$ by $\alpha_{3}^{(i)} y^{\alpha_{1}^{(i)}}+z$. Consider the polynomial $\hat{Q}(y, z)=Q\left(\alpha_{3}^{(2)} y^{\alpha_{1}^{(1)}}\right.$ $+z, y)$. Observe that the leading monomial in $\hat{Q}(y, z)$ is a constant times a power of $y$, that is, no power of $z$ appears in the leading monomial of $\hat{Q}(y, z)$. Thus, we have reduced this case to Case 3 with only two differences: (a) instead of the set $\mathscr{y}^{(i)}$ of inputs there, we have the set $\hat{\mathscr{Y}}=S\left(r^{(i+1)}, 1\right.$,
$\left.\alpha_{2}^{(l)}, \alpha_{3}^{(t)}, \Delta^{(l+1)}, \Lambda^{(t+1)}\right)$, where $r^{(t+1)}=r^{(t)}+1 ; \Delta^{(l+1)}$ and $\Lambda^{(i+1)}$ are the ( $r+1$ )-dimensional vectors obtained by appending $\alpha_{1}^{(i)}$ and $\alpha_{3}^{(1)}$ to $\Delta^{(i)}$ and $\Lambda^{(i)}$, respectively; (b) instead of the polynomials ( $F_{\nu}^{i}(x, y), G_{\nu}^{l}(x, y)$ ), we have the polynomials $\left(F_{\nu}^{\prime}(y, z), G_{\nu}^{\prime}(y, z)\right)=\left(F_{\nu}^{l}\left(\alpha_{3}^{(2)} y^{\alpha_{i}^{(i)}}+z, y\right), G_{\nu}^{l}\left(\alpha_{3}^{(l)} y^{\alpha_{1}^{(1)}}+\right.\right.$ $z, y)$ ).

By the Containment Property, $\hat{f} \subseteq \mathscr{P}^{(1)}$. Hence, by an argument similar to that given in Case 3, we can define the parameters $\alpha_{j}^{(1+1)}$, for $j=1,2,3$ and consequently the set $\mathscr{Y}^{(2+1)} \subseteq \hat{\mathscr{Y}}$, and the polynomials $\left(F_{v}^{l+1}(y, z)\right.$, $\left.G_{v_{j}}^{i+1}(y, z)\right)$, for $j=1, \ldots, i+1$, that satisfy Properties $1-4$.
4. The $\Omega(\log \log n)$ Lower Bound for the Constants $\{0,1\}$

In this section, we prove an $\Omega(\log \log n)$ lower bound on the depth of any computation tree with $O P=\{+,-, *, /, \bmod \}$, that computes the gcd of all pairs of $n$-bit integers. We assume that " 0 " and " 1 " are the only constants explicitly involved in any operation performed in the tree (and that any other constant must be computed). In the following proofs, we refer to the proofs in the previous section.

In order to prove an $\Omega(\log \log n)$ lower bound, we need a modified version of Lemma 3.4 and upper bounds on the parameters in the proof of Lemma 3.5.

Lemma 4.1. Let $\alpha_{1}, \alpha_{2}, \alpha_{3}$, and $t$ be positive integers such that $\alpha_{1}<t$, and $\alpha_{2}, \alpha_{3}<2^{t}$. Then the set $S\left(0, \alpha_{1}, \alpha_{2}, \alpha_{3}\right) \cap\{(u, v): 0<u, v<$ $\left.2^{2 t(t+1)}\right\}$ contains two pairs $\left(a_{0}, a_{1}\right)$ and $\left(b_{0}, b_{1}\right)$, such that $\operatorname{gcd}\left(a_{0}, a_{1}\right) \neq 1$ and $\operatorname{gcd}\left(b_{0}, b_{1}\right)=1$.

Proof. In order to prove this lemma, it is sufficient to prove each of the numbers $a_{0}, a_{1}, b_{0}$, and $b_{1}$ (constructed in the proof of Lemma 3.4), is less than $2^{2 t(t+1)}$. If $e$ is the least exponent such that $\left(1+\alpha_{3}\right)^{e}>\alpha_{2}$, then $\left(1+\alpha_{3}\right)^{e}<2^{2 t}$. The desired upper bounds are an immediate consequence of this observation.

Lemma 4.2. Let $T$ be a computation tree of depth $h$ that decides if a and $b$ are relatively prime, for all integers $2^{n}>a>b>0$. Then, there is a path $\mathscr{P}$ from the root of $T$ to a leaf, and a subset $\mathscr{F}$ of inputs, with the following properties:
(1) $\mathscr{I}=S\left(r, \alpha_{1}, \alpha_{2}, \alpha_{3}, \Delta, \Lambda\right) \cap\left\{(a, b): 0<a, b<2^{n}\right\}$, for some positive integers $r, \alpha_{1}, \alpha_{2}, \alpha_{3}, \delta_{1}, \delta_{2}, \ldots, \delta_{r}, \lambda_{1}, \lambda_{2}, \ldots, \lambda_{r}$, where $\Delta=\left(\delta_{1}, \delta_{2}, \ldots, \delta_{r}\right)$, and $\Lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{r}\right)$;
(2) For each input $(a, b) \in \mathscr{Y}$, the computation follows the path $\mathscr{P}$;
(3) For each computation vertex $\nu$ on the path $\mathscr{P}$, there is a pair of bivariate polynomials $\left(F_{\nu}(x, y), G_{\nu}(x, y)\right)$ with integer coefficients, such that for each input $(a, b) \in \mathscr{Y}, G_{\nu}(u, v) \neq 0$, and $f_{\nu}(a, b)=$ $F_{\nu}(u, v) / G_{\nu}(u, v)$, where $(u, v)$ is the $\left\langle r, \alpha_{1}, \alpha_{2}, \alpha_{3}, \Delta, \Lambda\right\rangle$-generator of ( $a, b$ ); that is, the value computed at $\nu$ on input $(a, b) \in \mathscr{F}$, is the value of the rational expression $F_{\nu}(x, y) / G_{\nu}(x, y)$ at $(u, v)$; and
(4) Let $\Sigma=\left\{F_{\nu}(x, y), G_{\nu}(x, y) \mid \nu \in \mathscr{P}\right\}$. Define $D$ and $M$ to be the degree and the height of $\Sigma$, respectively. Then, $r \leq h, \max \left\{\alpha_{1}, D\right\}<2^{2^{+h}}$, and $\max \left\{\alpha_{2}, \alpha_{3}, \mathrm{M}\right\}<2^{2^{2+4}}$.
Before proving Lemma 4.2, we show how it can be used to prove the main theorem of this section.

Theorem 4.3. Any computation tree with $O P=\{+,-, *, /$, mod $\}$, that decides if $a$ and $b$ are relatively prime, for all integers $2^{n}>a>b>0$, must have depth $\Omega(\log \log n)$.
Proof. Suppose that we are given a computation tree $T$ of depth $h<$ $1 / 4 \log \log \left(n^{1 / 5}\right)$, with $O P=\{+,-, *, /, \bmod \}$, that decides if $a$ and $b$ are relatively prime, for all for all integers $2^{n}>a>b>0$. By Lemma 4.2, we have the following: (i) there is a path $\mathscr{\mathscr { P }}$ from the root of $T$ to a leaf $\nu$, and a set of inputs $\mathscr{P}=S\left(r, \alpha_{1}, \alpha_{2}, \alpha_{3}, \Delta, \Lambda\right) \cap\left\{(a, b): 0<a, b<2^{n}\right\}$, such that for each input $(a, b) \in \mathscr{Y}$, the computation follows the path $\mathscr{P}$; (ii) each pair in $\mathscr{H}$ is relatively prime if the label $l \in\{0,1\}$ of $\nu$ is one; otherwise, none of the pairs in $\mathscr{F}^{\prime}$ is relatively prime; (iii) $\alpha_{1}<2^{2^{4 h}}=n^{1 / 5}, \alpha_{2}, \alpha_{3}<2^{2^{2+h}}=$ $2^{n^{1 / 5}}, \operatorname{hgt}\left(F_{\nu}(x, y) / G_{\nu}(x, y)\right)<2^{n^{1 / 5}}$, and $\operatorname{deg}\left(F_{\nu}(x, y) / G_{\nu}(x, y)\right)<n^{1 / 5}$.
Our goal is to arrive at a contradiction using Lemma 4.1.
Towards this end, let $t=n^{1 / 5}-1$. We claim that each pair $(u, v) \in$ $S\left(0, \alpha_{1}, \alpha_{2}, \alpha_{3}\right) \cap\left\{(u, v): 1 \leq u, v<2^{2 t(t+1)}\right\}$ generates a pair $(a, b) \in \mathscr{S}=$ $\bar{S}\left(r, \alpha_{1}, \alpha_{2}, \alpha_{3}, \Delta, \Lambda\right)=S\left(r, \alpha_{1}, \alpha_{2}, \alpha_{3}, \Delta, \Lambda\right) \cap\left\{(a, b): 0<u, v<2^{n}\right\}$. Notice that the inputs $a$ and $b$ are "computed" by the first two vertices of the tree. If $(u, v)$ is the generator of $(a, b)$, then, by Lemma 4.2, $a$ and $b$ are polynomials in $u$ and $v$ of height and degree less than $2^{n^{1.5}}$ and $n^{1 / 5}$, respectively. This implies that the number of monomials in each of these polynomials is at most $n^{2 / 5}$ and that the value of each monomial is at most $2^{n^{1 / 5}}\left(2^{2 n^{2 / 5}}\right)^{2 n^{1 / 5}}$. Therefore, $a, b \leq n^{2 / 5} 2^{n^{1 / 5}} 2^{2 n^{2 / 5}} 2 n^{1,5}=n^{2 / 5} 2^{4 n^{4 / 5}}<2^{n}$, for large enough $n$.
But assertion (ii) in the first paragraph of this proof, together with the Correspondence Property, contradict Lemma 4.1 which asserts that some pairs in the set $(u, v) \in S\left(0, \alpha_{1}, \alpha_{2}, \alpha_{3}\right) \cap\left\{(u, v): 1 \leq u, v<2^{2 t(t+1)}\right\}$ are relatively prime, and some are not.

Proof of Lemma 4.2. As in the proof of Lemma 3.5, we denote the vertices on the path $\mathscr{P}$ by $v_{1}, v_{2}, \ldots, v_{l}$, in that order, where $v_{1}$ is the root of the tree $T, v_{i}$ is a child of $v_{i-1}$, and $v_{l}$ is a leaf of the tree $T$. In the proof of Lemma 3.5, the path $\mathscr{P}$ and the set $\mathscr{F}$ were defined inductively, starting with the path $v_{1}, v_{2}, v_{3}$ and the set $\mathscr{y}^{(2)}=S(0,1,0,1)$ (which consists of all pairs ( $a, b$ ), where $a>b>0$ ). Following that proof, suppose that (a) we have selected a prefix of $\mathscr{P}$, which starts at $v_{1}$, and ends a vertex $v_{t+1}$, and (b) constructed the set $\mathscr{S}^{(i)}=S\left(r^{(i)}, \alpha_{1}^{(i)}, \alpha_{2}^{(i)}, \alpha_{3}^{(i)}, \Delta^{(i)}, \Lambda^{(i)}\right)$ with the following properties:
(1) For each input $(a, b) \in \mathscr{J}^{(i)}$, the computation follows the path from the root to $v_{i+1}$;
(2) For each computation vertex $\nu$ on the path from the root to the vertex $v_{t+1}$, excluding the vertex $v_{t+1}$, there is a pair of bivariate polynomials $\left(F_{\nu}^{i}(x, y)\right.$, $\left.G_{\nu}^{l}(x, y)\right)$ with integer coefficients, such that for each input $(a, b) \in \mathscr{S}(t)$, $G_{\nu}^{l}(u, v) \neq 0$, and $f_{\nu}(a, b)=F_{\nu}^{l}(u, v) / G_{v}^{l}(u, v)$, where $(u, v)$ is the $\left\langle r^{(i)}\right.$, $\left.\alpha_{1}^{(i)}, \alpha_{2}^{(i)}, \alpha_{3}^{(i)}, \Delta^{(t)}, \Lambda^{(i)}\right\rangle$-generator of $(a, b)$; and
(3) The leading coefficient of each of the polynomials $G_{v}^{t}(x, y)$ is positive.
(4) For each polynomial $F_{\nu}^{i}(x, y)$ and each $(a, b) \in \mathscr{S}^{(i)}$ the sign of $F_{\nu}^{i}(u, v)$ (where $(u, v)$ is the $\left\langle r^{(L)}, \alpha_{1}^{(2)}, \alpha_{2}^{(i)}, \alpha_{3}^{(i)}, \Delta^{(t)}, \Lambda^{(i)}\right\rangle$-generator of $(a, b)$ ) is the same as the sign of the leading coefficient of $F_{\nu}^{i}(x, y)$. This also holds for all polynomials $G_{\nu}^{l}(x, y)$ (i.e., $G_{\nu}^{i}(x, v)>0$ ).
(5) Let $\Sigma_{t}=\left\{F_{v}^{l}(x, y), G_{v}^{l}(x, y) \mid j \leq i\right\}$. Define $D_{i}=\operatorname{deg}\left(\Sigma_{l}\right)+2$ and $M_{l}=\operatorname{hgt}\left(\Sigma_{i}\right)$. Then, $r^{(l)} \leq i, \max \left\{\alpha_{1}^{(t)}, D_{l}\right\}<2^{2^{+i}}$, and $\max \left\{\alpha_{2}^{(l)}, \alpha_{3}^{(l)}\right.$, $\left.M_{i}\right\}<2^{2^{2^{2}}}$.

As in the proof of Lemma 3.5, we construct the set $\mathscr{H}^{(t+1)} \subseteq \mathscr{F}^{(t)}$ such that Property 2 is satisfied also for the vertex $v_{l+1}$ and each input $(a, b) \in \mathscr{f}^{(l+1)}$. We also select an outgoing edge of $v_{t+1}$ and prove that for each input $(a, b) \in f^{(t+1)}$ the computation follows this edge. It is easy to check that $r^{(t+1)} \leq i+1$. Therefore, in order to complete this proof, it is sufficient to show that the following two inequalities hold:

$$
\begin{gather*}
\max \left\{\alpha_{1}^{(t+1)}, D_{t+1}\right\}<2^{2^{4 t+1)}}  \tag{i}\\
\max \left\{\alpha_{2}^{(t+1)}, \alpha_{3}^{(l+1)}, M_{t+1}\right\}<2^{2^{2+l t+1)}} \tag{ii}
\end{gather*}
$$

Now we follow the various cases in the proof of Lemma 3.5, and argue that Inequalities (i) and (ii) hold in each of them. Note that these inequalities hold for $v_{1}$ and $v_{2}$ because $v_{1}$ and $v_{2}$ are input vertices. (See the definition of a computation tree in Section 2.) In our arguments we repeatedly use Lemmas 2.1 and 2.2 .

Let us first resolve the case when $v_{t+1}$ is a comparison vertex. From the proof of Lemma 3.5, $D_{i+1}=D_{i}, M_{t+1}=M_{1}, \alpha_{1}^{(l+1)}=\max \left(\alpha_{1}^{(l)}, \pi_{1}(P-\right.$ $Q)$ ), $\alpha_{2}^{(l+1)}=\max \left(\alpha_{2}^{(l)}, \pi_{2}(P-Q)\right)$, and $\alpha_{3}^{(l+1)}=\alpha_{3}^{(l)}$. Recall that each of $P$ and $Q$ is a product of two polynomials of degree less than $D_{1}$, and height at most $M_{i}$. Therefore, $\operatorname{deg}(P), \operatorname{deg}(Q)<2 D_{i}$ and $\operatorname{hgt}(P), \operatorname{hgt}(Q) \leq D_{i}^{2} M_{i}^{2}$. Now, Lemma 2.3 implies that $\pi_{1}(P-Q) \leq 2 D_{t}<2^{2^{4 t+1)}}$, and $\pi_{2}(P-Q)$ $\leq 2 M_{i}^{2} D_{t}^{2}<2^{2^{2+1+11}}$. Clearly, inequalities (i) and (ii) hold in this case.
Next, consider the case when $v_{1+1}$ is a computation vertex. The following possibilities may arise:

Suppose that $\bigcirc \in\{+,-\}$. The degree of $P \bigcirc Q$ is less than $2 D_{l}$, and its height is bounded by $2 M_{i}^{2} D_{i}^{2}$. From the proof of Lemma 3.5, it is clear that $D_{l+1}<2 D_{l}, \quad M_{i+1} \leq 2 M_{l}^{2} D_{i}^{2}, \alpha_{1}^{(l+1)}=\max \left(\alpha_{1}^{(l)}, \quad \pi_{1}(P \bigcirc Q)\right), \quad \alpha_{2}^{(l+1)}=$ $\max \left(\alpha_{2}^{(l)}, \pi_{2}(P \bigcirc Q)\right)$, and $\alpha_{3}^{(t+1)}=\alpha_{3}^{(t)}$. By an argument similar to the one given in the previous case, inequalities (i) and (ii) also hold in this case.

Suppose that $O=\{*, /\}$. From the proof of Lemma 3.5, it follows that: $D_{t+1}<2 D_{i}, \overline{M_{l+1}=M_{l}^{2}} D_{t}^{2}, \alpha_{J}^{(t+1)}=\alpha_{j}^{(i)}$, for $j=1,2,3$. Therefore, inequalities (i) and (ii) hold in this case.
The only remaining case is when $O=$ mod. The rest of this section is devoted to this case.

Case 1. $P(x, y)<Q(x, y)$. From the proof of Lemma 3.5, it follows that $D_{t+1}=D_{i}, M_{t+1}=M_{1}, \alpha_{1}^{(t+1)}=\max \left(\alpha_{1}^{(t)}, \pi_{1}(Q-P)\right), \alpha_{2}^{(t+1)}=\max \left(\alpha_{2}^{(t)}\right.$, $\pi_{2}(Q-P)$ ), and $\alpha_{3}^{(l+1)}=\alpha_{3}^{(2)}$. By an argument similar to that in the case of the comparison vertex, inequalities (i) and (ii) hold in this case.

Case 2. $Q(x, y)$ is the constant (and, therefore, the positive integer) $L$. Since $L$ is the product of two constants of height at most $M_{1}, L \leq M_{t}^{2}$. From the proof of Lemma $3.5 \alpha_{1}^{(t+1)}=\alpha_{1}^{(l)}, \alpha_{2}^{(l+1)}=\alpha_{2}^{(i)}, D_{l+1}<2 D_{l}, M_{i+1} \leq$ $M_{1}^{2} D_{1}^{2}$, and $\alpha_{3}^{(t+1)}=L \alpha_{3}^{(t)} \leq M_{t}^{2} \alpha_{3}^{(l)}$. Therefore, inequalities (i) and (ii) hold in this case.

Case 3. The leading monomial of $Q(x, y)$ is $L x^{d_{x}}$, that is, no power of $y$ appears in the leading monomial of $Q(x, y)$. In this case, we work with the bounds $\tilde{D}$ and $\tilde{M}$ instead of $D_{i}$ and $M_{i}$, respectively. This is done in order to simplify the arguments in Case 4. For now, it is convenient to assume that $\tilde{D}=D_{i}$ and $\tilde{M}=M_{i}$.

Observe that $L \leq \tilde{D} \tilde{M}^{2}$, and $\operatorname{deg}_{x}(Q)\left(=d_{x}\right), \operatorname{deg}_{y}(Q) \leq 2 \tilde{D}-2$. By Corollary 4.5, $\operatorname{deg}(R)<4 \tilde{D}^{2}$, and $\operatorname{hgt}(R) \leq(2 \tilde{D})^{2 \tilde{D}}\left(\tilde{D}^{2} \tilde{M}^{2}\right)^{2 \tilde{D}}$.
From the proof of Lemma 3.5, it follows that $\alpha_{3}^{(i+1)}=L^{d_{*}} \alpha_{3}^{(i)}<$ ( $\left.\tilde{D} \tilde{M}^{2}\right)^{2 \tilde{D}} \alpha_{3}^{(i)}$. Therefore, $\alpha_{3}^{(i+1)}$ satisfies inequality (ii) in this case.
In Subcase 3.1, $\alpha_{1}^{(i+1)}=\max \left\{\alpha_{1}^{(t)}, \quad \pi_{1}(B), \quad \pi_{1}(\beta Q+R)\right\}, \quad \alpha_{2}^{(t+1)}=$ $\max \left\{\alpha_{2}^{(I)}, \pi_{2}(B), \pi_{2}(\beta Q+R)\right\}$, and two new polynomials, $\beta Q(x, y)+$ $R(x, y)$ and $L^{d} P_{2}(x, y) Q_{2}(x, y)$ are added to the set $\Sigma_{t+1}$. The degree and height of each of these polynomials can be bounded as follows:
(1) $\operatorname{deg}(\beta Q+R)<4 \tilde{D}^{2}$, and $\operatorname{hgt}(\beta Q+R) \leq L^{d} \operatorname{hgt}(Q)+\operatorname{hgt}(R)<$ $L^{d} \tilde{D}^{2} \tilde{M}^{2}+(2 \tilde{D})^{2 \tilde{D}}\left(\tilde{D}^{2} \tilde{M}^{2}\right)^{2 \tilde{D}}$.
(2) $\operatorname{deg}\left(L^{d} P_{2} Q_{2}\right)<2 \tilde{D}$, and $\operatorname{hgt}\left(L^{d} P_{2} Q_{2}\right)=L^{d} \operatorname{hgt}\left(P_{2} Q_{2}\right)<L^{d} \tilde{D}^{2} \tilde{M}^{2}$.
(3) Recall that $L^{d} B(x, y)=L^{d} Q(x, y)-(\beta Q(x, y)-R(x, y))$. Therefore, $\operatorname{deg}\left(L^{d} B\right)<4 \tilde{D}^{2}$, and $\operatorname{hgt}\left(L^{d} B\right) \leq L^{d} \operatorname{hgt}(Q)+\operatorname{hgt}(R)<L^{d} \tilde{D}^{2} \tilde{M}^{2}$ $+(2 \tilde{D})^{2 \tilde{D}}\left(\tilde{D}^{2} \tilde{M}^{2}\right)^{2 \tilde{D}}$. This implies that $\pi_{1}(B)=\pi_{1}\left(L^{d} B\right) \leq 4 \tilde{D}^{2}$, and since $L^{d} B$ is a polynomial with integer coefficients also $\pi_{2}(B) \leq$ $2 \operatorname{hgt}\left(L^{d} B\right)$.

We conclude that inequalities (i) and (ii) hold in this case.
In Subcase $3.2 \alpha_{1}^{(I+1)} \equiv \max \left(\alpha_{1}^{(i)}, \pi_{1}\right), \alpha_{2}^{(I+1)}=\max \left(\alpha_{2}^{(l)}, \pi_{2}\right)$, where $\pi_{1}=$ $\max \left\{\pi_{1}(\tilde{R}), \pi_{1}\left(L^{d} Q-\tilde{R}\right)\right\}, \pi_{2}=\max \left\{\pi_{2}(\tilde{R}), \pi_{2}\left(L^{d} Q-\tilde{R}\right)\right\}$, and two new polynomials, $\tilde{R}(x, y)$ and $L^{d} P_{2}(x, y) Q_{2}(x, y)$ are added to the set $\Sigma_{i+1}$. Notice that $\operatorname{deg}(\tilde{R}), \operatorname{deg}\left(L^{d} Q-\tilde{R}\right)<4 \tilde{D}^{2}$, and $\operatorname{hgt}(R), \operatorname{hgt}(Q-R)<$ $L^{d} \tilde{D}^{2} \tilde{M}^{2}+(2 \tilde{D})^{2 \tilde{D}}\left(\tilde{D}^{2} \tilde{M}^{2}\right)^{2 \tilde{D}}$. Therefore, by an argument similar to that in Subcase 3.1, inequalities (i) and (ii) hold in this case.

Case 4. The leading monomial of $Q(x, y)$ is $L x^{d_{x}} y^{l}$. Recall that in order to reduce this case to Case 3 , we substitute $x$ by $\alpha_{3}^{(i)} y^{\delta}+z$ in all the polynomials of the set $\Sigma_{l}$, where $\delta \leq D_{i}$. Let $\Sigma$ be the set of polynomials (in variables $y$ and $z$ ) obtained by this substitution. Let $\tilde{D}=\operatorname{deg}(\tilde{\Sigma})+1$, and $\tilde{M}=\operatorname{hgt}(\tilde{\Sigma})$. It is easy to check that $\tilde{D}<D_{i}^{2}$ and $\tilde{M}<\left(\alpha_{3}^{(t)}\right)^{D_{i}-1} D_{t} M_{i}$. Then, the argument in Case 3 implies that the inequalities (i) and (ii) hold in this case.

In Case 3 of the above proof and in the previous section, we asserted bounds on the degree and the height of the remainder polynomial $R(x, y)$. For completeness, we prove these well-known bounds in the following lemma.

Lemma 4.4. Let $P(x, y)$ and $Q(x, y)$ be two bivariate polynomials with integer coefficients bounded in absolute value by $M$ and $N$, respectively. If $L x^{d}$ is the leading monomial of $Q(x, y)$, then $P(x, y)=$ $1 / L^{\delta+1} A(x, y) Q(x, y)+1 / L^{\delta+1} R(x, y)$, where $A(x, y)$ and $R(x, y)$ are polynomials with integer coefficients, $\operatorname{hgt~}^{2}(R) \leq\left(2+\operatorname{deg}_{y}(Q)\right)^{\delta+1} M N^{\delta+1}$, $\delta=\max \left\{-1, \operatorname{deg}_{x}(P)-\operatorname{deg}_{x}(Q)\right\}, \operatorname{deg}_{x}(R)<\operatorname{deg}_{x}(Q)\{=d\}, \operatorname{deg}_{y}(R)$ $\leq \operatorname{deg}_{y}(P)+\delta \operatorname{deg}_{y}(Q)$.
Proof. The proof is by induction on $\delta$. The hypothesis holds for the basis case $\delta=-1$ with $A(x, y)=0$ and $R(x, y)=P(x, y)$.

For the induction step, assume that the hypothesis holds for all $\delta<k$, for some $k>-1$. We prove it for $k$. Let $P(x, y)=p_{1}(y) x^{e}+p_{2}(y) x^{e-1}$ $+\cdots$, be such that $k=e-d$. Consider the polynomial $S(x, y)=$ $L P(x, y)-x^{k} p_{1}(y) Q(x, y) . \quad \operatorname{hgt}(S) \leq\left(2+\operatorname{deg}_{y}(Q)\right) M N, \quad \operatorname{deg}_{x}(S) \leq$ $\operatorname{deg}_{x}(P)-1$, and $\operatorname{deg}_{y}(S) \leq \operatorname{deg}_{y}(P)+\operatorname{deg}_{y}(Q)$.

Applying the hypothesis to the pair $S(x, y)$ and $Q(x, y)$, yields $S(x, y)=$ $\left(1 / L^{\delta}\right) A(x, y) Q(x, y)+\left(1 / L^{\delta}\right) R(x, y)$. Substituting for $S(x, y)$, we get $P(x, y)=1 / L^{\delta+1}\left(A(x, y)+L^{\delta} x^{k} p_{1}(y)\right) Q(x, y)+1 / L^{\delta+1} R(x, y)$. In addition, $\operatorname{hgt}(R) \leq\left(2+\operatorname{deg}_{y}(Q)\right)^{\delta}\left(\left(2+\operatorname{deg}_{y}(Q)\right) M N\right) N^{\delta}=(2+$ $\left.\operatorname{deg}_{y}(Q)\right)^{\delta+1} M N^{\delta+1}, \operatorname{deg}_{x}(R)<\operatorname{deg}_{x}(Q)\{=d\}$, and $\operatorname{deg}_{y}(R) \leq \operatorname{deg}_{y}(S)+$ $(\delta-1) \operatorname{deg}_{y}(Q)=\operatorname{deg}_{y}(P)+\delta \operatorname{deg}_{y}(Q)$.

Corollary 4.5. Let $P(x, y)$ and $Q(x, y)$ be two bivariate polynomials of degree less than an integer $D$, and integer coefficients bounded in absolute value by $M$. If $L x^{d}$ is the leading monomial of $Q(x, y)$, then $P(x, y)=1 / L^{\delta+1} A(x, y) Q(x, y)+1 / L^{\delta+1} R(x, y)$, where $A(x, y)$ and $R(x, y)$ are polynomials with integer coefficients, $\operatorname{hgt}(R) \leq(1+$ $D)^{D} M^{D+1}, \delta=\max \left\{-1, \operatorname{deg}_{x}(P)-\operatorname{deg}_{x}(Q)\right\}, \quad \operatorname{deg}_{x}(R)<\operatorname{deg}_{x}(Q)\{=$ $d\}, \operatorname{deg}_{y}(R)<D^{2}$.

## 5. Conclusion

We have proved an $\Omega(\log \log n)$ lower bound on the depth of any computation tree with operations from the set $\{+,-, *, /, \bmod \}$, that decides if $a$ and $b$ are relatively prime, for all pairs of $n$-bit integers $a, b$. We do not believe this bound to be tight, and a better lower bound for this problem would be interesting.
In a companion paper [11], we prove other lower bounds for a large class of problems using a similar technique. We also extend our technique to prove similar lower bounds on the time complexity of Random Access Machines; additional arguments are required to show that a RAM cannot use indirect addressing to speed up computations in these cases. In [10], we use some additional tools from approximation theory to prove lower bounds for approximating the square root.

Notice that the gcd problem can be written as an Integer Linear Program. Therefore, one of the consequences of our results is that there is no algorithm for the Integer Linear Programming problem, using operations only from the set $\{+,-, *, /, \bmod \}$, whose running time depends only on the number of variables and the number of constraints, and not on the absolute value of the coefficients.

Finally, we do not know of any techniques that give nontrivial lower bounds when the set of operations is extended to include all Boolean operations. Finding such a technique would be very interesting.
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