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ABSTRACT 
This p a p e r  d e s c r i b e s  a se t  of m e a s u r e m e n t s  

of the  m e m o r y  r e f e r e n c e  p a t t e r n s  of some pro-  
g rams .  The t e chn ique  used  to ob ta in  these  
m e a s u r e m e n t s  is unusua l ly  efficient.  The d a t a  
is p r e s e n t e d  in g raph ica l  fo rm to allow the  
r e a d e r  to "see ' how the  p r o g r a m  uses  m e m o r y .  
Cons tan t  use of a page  and sequent ia l  a c c e s s  of 
m e m o r y  are  eas i ly  observed.  An a t t e m p t  is 
m a d e  to classify the  p r o g r a m s  based  on t he i r  
r e f e r e n c i n g  behavior .  F rom this  analysis  it is 
h o p e d  t h a t  the  r e a d e r  will gain some  ins ights  as 
to the  e f fec t iveness  of var ious  m e m o r y  m a n a g e -  
m e n t  policies. 

1. Introduct ion 
P e r f o r m a n c e  and m e m o r y  r e f e r e n c e  pa t -  

t e r n s  of p r o g r a m s  is an issue t h a t  has  b e e n  stu-  
died for m a n y  years .  Over t ime, however,  the  
basic  a s s u m p t i o n s  for the  m e m o r y  m a n a g e -  
m e n t  a lgo r i t hms  and the  c h a r a c t e r i z a t i o n  of 
the  p r o g r a m s  run  u n d e r  these  a lgo r i t hms  can  
change .  This c an  be due to t echno log ica l  
a d v a n c e s  or to c h a n g e s  in the  workload on the  
c o m p u t e r s .  This p a p e r  shows the  p a t t e r n s  of 
r e f e r e n c e  of s e v e r a l  p rog rams .  Some of the  
p r o g r a m s  are  large in t h a t  t h e y  c o n s u m e  m u c h  
t ime  and  m e m o r y .  Other  p r o g r a m s  are  
inc luded  b e c a u s e  t h e y  are  u s e d  f r equen t ly  in 
the  e n v i r o n m e n t  being cons idered .  F r o m  this 
s t u d y  it is hoped  t h a t  the  r e a d e r  can  ge t  a 
b e t t e r  ins ight  into how large p r o g r a m s  may  
r e f e r e n c e  m e m o r y .  Of p a r t i c u l a r  i n t e r e s t  are  
the  r e su l t s  t h a t  the  inf luence of d a t a  pages  far  
exceeds  t h a t  of code  pages  for  large p r o g r a m s ,  
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and that rad ica l  c h a n g e s  in p r o g r a m  local i ty  
t e n d  to be quite inf requent .  

The mot iva t ion  for this  work was the  des i re  
to u n d e r s t a n d  the  i m p a c t  on m e m o r y  m a n a g e -  
m e n t  due to the inc rease  in size of app l ica t ions  
runn ing  on c o m p u t e r s .  Examples  of these  
app l ica t ions  are VLSI des ign  aids, image  pro-  
cess ing and symbol ic  c o m p u t a t i o n .  These pro-  
g r a m s  are  m u c h  too large to s t u d y  by s imula-  
tion: t h e y  m a y  run  for  a day and use m a n y  
m e g a b y t e s  of m e m o r y .  

The t r ac ing  t e chn ique  works  as follows. 
Per iodical ly ,  the  ope ra t ing  s y s t e m  inval idates  
all page  table  en t r i e s  of a u se r  p r o c e s s  being 
t r aced .  The ope ra t ing  s y s t e m  r e c o r d s  the  
i n fo rma t ion  abou t  e a c h  page faul t  which o c c u r s  
in an in te rna l  buffer.  A second  use r  p r o c e s s  
copies  da t a  f rom the  buffer  to s e c o n d a r y  
s torage .  After t rac ing ,  the  fau l ted  page  would 
t h e n  b e  va l ida ted  or  paged  in as app rop r i a t e .  
P rov ided  t h a t  the  per iod  be tween  inval idat ions  
is c h o s e n  appropr i a t e ly ,  the  g r e a t  m a j o r i t y  of 
i n s t ruc t i ons  do no t  fault  and h e n c e  the  m e a s -  
u red  p r o c e s s  is e x e c u t e d  at  nea r ly  full speed.  
A slow down f a c t o r  in the  p r o g r a m ' s  execu t ion  
of a b o u t  two to four  is typical .  This speed  is 
vastly better than that is achieved by conven- 
tiona] simulation. The record on secondary 
storage gives all pages touched by the process 
during the period between invalidations. This 
method is somewhat similar to the typical 
cooperation between a debugger and the 
operating system in setting and trapping 
breakpoints: the processor runs at full speed 
until something of interest happens. 

To gain insight, a series of studies was per- 
formed to detect how real programs use 
memory. The principle results presented here 
are strip charts showing page reference 
behavior on one axis and time on the other 
axis. F r o m  these  it is possible to see in visual 
fo rm how the  sampled  p r o g r a m s  r e f e r e n c e  
m e m o r y .  The use fu lness  of m a n y  m e m o r y  
m a n a g e m e n t  policies  c an  be eva lua ted  by sim- 
ply looking a t  the  char t s .  

The p lo t t ing  of page  r e f e r e n c e s  ve r sus  t ime  
is no t  new. In Chu and  O p d e r b e c k ' s  p a p e r  
[Chu76], s t r ~  c h a r t s  a re  p r e s e n t e d  for four  
p r o g r a m s .  ~urgev in  and Leroud ie r  [Bur76] 
showed a s t r ip  c h a r t  for a p r o g r a m .  Lau 
ILau79] shows s t r ip  c h a r t s  b o t h  b e f o r e  and 
a f te r  r e s t r u c t u r i n g  p r o g r a m s .  Alanko, Haikala  
and Kutvonen  [Ala80J also p r e s e n t  s t r ip  char t s .  
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These s t u d i e s  u sed  i n s t r u m e n t e d  s i m u l a t o r s ,  
however ,  and  d e a l t  only  with m u c h  s m a l l e r  p r o -  
g r a m s  e x e c u t i n g  for  m u c h  s h o r t e d  p e r i o d s  of 
t i m e  t h a n  t h o s e  r e p o r t e d  he re .  The p r e v i o u s  
p a p e r s  were  no t  c o n t e n t  to  ana lyze  the  s t r i p  
c h a r t s  a lone,  bu t  p r o c e e d e d  to p r o c e s s  the  
d a t a  f u r t h e r .  

F o u r  bas ic  c l a s s i f i c a t i o n s  of a c c e s s  p a t t e r n s  
have  b e e n  iden t i f i ed .  Each  typ i f i es  the  a c c e s s  
of a s e g m e n t  of m e m o r y  du r ing  a p h a s e  of exe -  
cu t i on  of a p r o g r a m .  An a c c e s s  is c a l l ed  total if 
n e a r l y  e v e r y  page  in i ts  log ica l  a d d r e s s  s p a c e  is 
t o u c h e d  f r equen t ly .  An a c c e s s  is sequential if 
the  p a g e s  a r e  u sed  in an a s c e n d i n g  or  d e s c e n d -  
ing s e q u e n c e .  This k ind  of p r o g r a m  would 
bene f i t  f r om having an o p e r a t i n g  s y s t e m  p r e -  
f e t c h  p a g e s  to be n e e d e d  soon and  p r e - r e l e a s e  
p a g e s  t h a t  have  b e e n  pa s sed .  Regular a c c e s s  is 
c h a r a c t e r i z e d  by c o n v e n t i o n a l  l oca l i t y  c h a r a c -  
t e r i s t i c s .  A l g o r i t h m s  l ike work ing  set ,  LRU and 
c lock  a r e  u sua l ly  ef fec t ive .  Final ly ,  an a c c e s s  is 
random if the  m e m o r y  r e f e r e n c e  s e q u e n c e  is 
n e a r l y  m e r n o r y l e s s  (in t he  s t a t i s t i c a l  sense ) .  
A l though  s o m e  s y n t h e t i c  p r o g r a m s  were  m e a s -  
u r e d  t h a t  e x h i b i t e d  a r a n d o m  a c c e s s  p a t t e r n ,  
t hose  r e s u l t s  a r e  no t  r e p o r t e d  h e r e  o e c a u s e  
th i s  s t u d y  focused  on r e a l  p r o g r a m s .  

To be  c l a s s i f i ed  as  be long ing  to one of t h e s e  
t ypes ,  a p r o g r a m  m u s t  e x h i b i t  t he  c o r r e s p o n d -  
ing b e h a v i o r  over  a s ign i f i can t  p o r t i o n  of 
m e m o r y  for  a s ign i f i can t  p e r i o d  of t ime .  The 
sca l e  of s ign i f i cance  h e r e  is t h a t  which would 
he lp  an o p e r a t i n g  s y s t e m  in s c h e d u l i n g  
m e m o r y .  A s e q u e n t i a l  s c a n  of a few t h o u s a n d  
b y t e s  t a k i n g  a few t e n s  of m i l l i s e c o n d s  is an 
exarnp' le of a c h a r a c t e r i s t i c  well below the  level  
of s ign i f i cance .  

To g e t  a g r a s p  on what  a r e  t i m e s  t h a t  a r e  
significant to a typical time-shared operating 
system, the departmental research machine 
was examined. This is viewed as a lower bound 
on the minimal resources given to a user. ]t is 
typical to get 3% of the processor during nor- 
mal working hours. Each active user's fair 
share of memory is nearly 200 kilobytes. A 
page of memory is not normally paged out 
sooner than 30 seconds of real time from its 
last reference. Hence, about a second of vir- 
tual processor time is about the right granular- 
ity for the operating system when handling a 
non-interactive process. This corresponds to a 
working  s e t  ~- of a b o u t  a mi l l ion  r e f e r e n c e s .  
These  v a l u e s  a r e  ve ry  c o n s e r v a t i v e :  the  
r e s e a r c h  c o m m u n i t y  in g e n e r a l  and  the  d e p a r t -  
m e n t  in p a r t i c u l a r  have  or  e x p e c t  to have  in 
the  n e a r  f u t u r e  s ign i f i can t ly  m o r e  p r o c e s s o r  
pq,wer and memory to be available to the indivi- 
dual users. 

The other bound on the resources is for use 
of a dedicated machine. A dedicated machine 
is common where some of these applications 
are run. Instead of 3% of the processor, the 
user gets the whole machine. The 30 second 
residency of a page is nearly an invariant since 
it is determined by secondary storage access 
time and operating system overhead. Hence, 
the -r here is more like 30 million references. 

The above classification scheme attempts 
to grasp the essential character of a program. 
For example, a program may be viewed as 
being total even though a small number of its 

p a g e s  a r e  n e v e r  used .  This c r i t e r i o n  in 
c l a s s i f i c a t i o n  is r e a s o n a b l e  in view of t h e  c h a n g -  
ing t e c h n o l o g y  of the  l a s t  few yea r s .  M e m o r i e s  
a re  b e c o m i n g  l a r g e r  and  less  cos t ly ,  while t h e  
a c c e s s  t i m e  to s e c o n d a r y  s t o r a g e  has  b e e n  
m o s t l y  c o n s t a n t .  Hence ,  if s o m e  p r o c e s s o r  or  
I /O t i m e  can  be saved,  i t  is wor th  t he  was t e  of a 
few p a g e s  of m e m o r y .  

All t he  p r o g r a m s  o b s e r v e d  a re  r ea l  a p p l i c a -  
t ions .  In s o m e  runs ,  t he  d a t a  p r o c e s s e d  by t h e  
p r o g r a m  is s y n t h e t i c ,  b u t  only where  t h e  
a c c e s s  p a t t e r n s  a r e  no t  d a t a  d e p e n d e n t .  S o m e  
p r o g r a m s  a re  l a rge  by  m o s t  s t a n d a r d s :  t h e y  
use up to 36 m e g a b y t e s  of d a t a  and cou ld  r u n  
for a day  or  m o r e  on a d e d i c a t e d  m a c h i n e .  One 
is a f r e q u e n t l y  used  p r o g r a m :  the  p a r s e r - c o d e  
g e n e r a t o r ,  o p t i m i z e r  and  l o a d e r  for  a c o m p i l e r .  
The p r o g r a m s  were  no t  s e l e c t e d  to  be t y p i c a l  of 
a p r o c e s s  mix  on a n o r m a l  t i m e - s h a r e d  c o m -  
p u t e r .  

This p a p e r  has  t h r e e  m o r e  s ec t ions .  The 
n e x t  s e c t i o n  d e s c r i b e s  br ie f ly  t he  h a r d w a r e ,  t he  
o p e r a t i n g  s y s t e m ,  and the  t e c h n i q u e  u s e d  to  
c a p t u r e  the d a t a .  It m a y  be s k i p p e d  by r e a d e r s  
no t  i n t e r e s t e d  in t h e s e  de t a i l s .  S e c t i o n  3 p r o -  
v ides  t he  r e s u l t s  and  an  a n a l y s i s  of wha t  t h e y  
m e a n .  The l a s t  s e c t i o n  is for  t he  conc lus ions .  

P.. Technical Details of the Data Collection 
This work is part of a project to upgrade a 

Berkeley version of the UNIX t Operating Sys- 
tem (VMUNIX) [Bab81]. VMUNIX is an extension 
of Bell Lab's UNIX/32V. It runs on the Digital 
Equipment Corporation VAX-II series comput- 
ers $, The measurements presented in this 
paper were done on a dedicated VAX-I 1/750. 

The measurement project included three 
p a r t s :  k e r n e l  mod i f i ca t i ons ,  t he  d e v e l o p m e n t  of 
a u s e r  p r o c e s s  to  move  d a t a  f rom buf fe r s  in t he  
kernel to secondary storage, and the 
modifications to the programs to be measm-ed. 
Each of these will be described in general 
terms below. The description is intended to 
serve as a guide to those who may want to 
implement this technique on their own system. 
All that is really needed to port this technique 
to another machine and operating system is 
paging hardware and sufficient cooperation 
between the operating system and the 
processes. Of course, a plotting device is also 
required, but the growing availability of bit 
addressable hard copy devices, sometimes 
called typesetting equipment, means that many 
sites now have plotters. 

There were two principal kernel 
modifications. The first change was to extract 
trace data at the time of a page fault. This 
data was placed in a circular buffer in the ker- 
nel address space, A second modification was 
to allow a process to issue a system call that 
invalidated all of its page table entries. 

The second part of the measurement tool 
was the monitoring process. Its primary func- 
tion was to copy the trace data onto permanent 
storage. It would periodically read the kernel 
buffer, block it and write it to tape (or disk). 

t UNIX is a trademark of Bell Laboratories. 
$ VAX and PDP are a trademarks of Digital Equip- 
ment Corporation 
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No processing of the data was performed. 

The final component of the tracing package 
was the program to be monitored. The traced 
program was usually a single process. The pro- 
gram source was modified, by the insertion of a 
one-line call, to execute a routine to setup the 
m e a s u r e m e n t  tool. At a roughly  per iodic  r a te  
in real  t ime,  the  m o n i t o r e d  p roce s s  would be 
i n t e r rup ted .  Software was added,  by inclus ion 
of some  object  code  at load t ime,  to handle  this 
i n t e r rup t .  This sof tware  issued the s y s t e m  call 
t h a t  c a u s e d  all pages  of the  p roce s s  to be 
inval idated.  The first  r e f e r e n c e  to e a c h  pro-  
g r a m  or da t a  page a f te r  this  would cause  a 
fault. The fault  would be t r aced ,  and  the  page 
would e i ther  be paged  in or the  page  table  
e n t r y  would s imply  be val idated.  Normally,  
only a single faul t  for a page  would o c c u r  
be tween  per iodic  i n t e r rup t s .  After some 
analysis,  the  per iod be tween  i n t e r r u p t s  was se t  
at  100 mil l iseconds.  

In s u m m a r y ,  the  pages  t o u c h e d  by the  
m o n i t o r e d  p roce s s  in each  100 mi l l i seconds  
per iod  of real  t ime  would be r e c o r d e d .  

Several  m ino r  ope ra t ing  s y s t e m  specific 
c o m m e n t s  m a y  be helpful for a r e a d e r  a l r eady  
famil iar  with VMUNIX. First,  the  s y s t e m  call 
t h a t  inval idated  the  pages  was an ex tens ion  of 
the "vadvise" s y s t e m  call. Second,  the  
m i n i m u m  per iod  of sof tware  g e n e r a t e d  in ter -  
r up t s  was one second.  This was modif ied to 
allow i n t e r r u p t s  to o c c u r  with the g r anu l a r i t y  of 
the line f r equency  (60 Hz on this  machine) .  
Third, a p r o c e s s  was allowed to " t ime s t amp"  
the t r aee  buffer. This was used  to r e c o r d  vir- 
tual  t ime  in the buffer  so as to be able to con-  
ve r t  the  t r a c e  d a t a  to v i r tual  t ime.  Finally, sys- 
t e m  calls were added  to allow the  t r a c ing  to be 
t u r n e d  on and off. 

In any  m e a s u r e m e n t  s tudy,  ove rhead  is 
always a problem.  The goal is this work was to 
allow subs tan t i a l  overhead ,  bu t  no t  to let  the  
ove rhead  domina te .  Most p r o c e s s e s  took  abou t  
two to four  t imes  the  execu t ion  t ime t h e y  used  
when  no t  t r aced .  This could have been  subs tan -  
tially l essened  by inval idat ing the i r  pages  every  
i00 mi l l i seconds  of vi r tual  ( ins tead  of real) 
t ime,  or by inc reas ing  the  rea l  t ime  be tween  
invalidations.  

Other  t r a c e  co l lec t ion  effor ts  in this  a rea  
have used  s imu la to r s  (mach ine  i n t e r p r e t e r s )  
in s t ead  of the  raw h a r d w a r e  a u g m e n t e d  by 
ope ra t ing  s y s t e m  s u p p o r t  [Chu76] [Bur76J 
[AlaS0] [Lau79]. S imula to r s  typica l ly  impose  a 
slowdown f ac to r  of be tween  20 and 100. The 
raw d a t a  t hey  p r o d u c e  has a m u c h  smal l e r  
g r anu la r i t y  and a g r e a t e r  volume.  The fine 
detai l  is no t  n e e d e d  for s tud ies  t h a t  focus  on 
the ope ra t ing  sys tem.  

3. Descr ip t ion  of t h e  P r o g r a m s  Measured  and  
Analysis of t h e  Trace Data 

More than a dozen programs were traced. 
The five most interesting of these are 
presented below. These programs were 
selected primarily because they were either 
very demanding on the memory of the machine 
or frequently used. 

Once the trace data was available, a series 
of data reduction programs was written. These 

inc luded  s imula to r s  of FI r0 ,  LRU, Belady ' s  MIN 
a lgor i thm [Be166], c l u s t e r e d  page- in  ex tens ions  
of the  above and sequent ia l  d e t e c t i o n  p r epag -  
ing policies. All of the  above were found to be 
u n s a t i s f a c t o r y  analysis  tools b e c a u s e  of the  
n u m b e r  of p a r a m e t e r s  n e c e s s a r y  to run  a s imu- 
lation. A c loud of n u m b e r s  was gene ra t ed .  
They provided  very  little insight  into how a pro-  
g r a m  used m e m o r y .  

The m e t h o d  of analysis  s e l ec t ed  is to 
p r e s e n t  the  page r e f e r e n c e  p a t t e r n  in the  
visual fo rm of a s t r ip  char t .  Each  scan  line 
r e p r e s e n t s  100 mi l l i seconds  of v i r tual  t ime  
Time runs  down the  page.  The o t h e r  axis is the  

age n u m b e r .  Pages  are  1024 by t e s  in size. 
ach dot  r e p r e s e n t s  one or m o r e  r e f e r e n c e s  for 

a page dur ing a i00 mi l l i second period.  Refer-  
ences  to the  s t ack  are  no t  shown. In some 
cases,  only a fragment ,  of the  c h a r t  is 
p r e sen ted .  The c h a r t s  are  not  all a t  the  same  
magnif ica t ion.  

In the  analysis  of the  p r o g r a m s ,  all conclu-  
sions are  m a d e  f rom knowing the  genera l  appli- 
ca t ion  of t h e p r o g r a m  and f rom examina t i on  of 
the char t .  They have no t  been  verified by 
examina t i on  of the  p r o g r a m s .  This is an advan-  
tage  of this t echn ique :  the  analysis  does  not  
requi re  de ta i led  knowledge of the  p r o g r a m s .  

Figure  1 r e p r e s e n t s  IMAGE (cal led exyiq by 
its au thor ) .  This is a p r o g r a m  t h a t  d e m o n -  
s t r a t e s  c e r t a i n  f e a t u r e s  of image  process ing .  It 
conve r t s  a r ed -g r een -b lue  style image  to a y-i-q 
style image.  It is wr i t t en  in C and has 15 pages  
of p r o g r a m  (as in all the  p r o g r a m s  examined ,  
the p r o g r a m  pages  p r e c e d e  da t a  pages  in vir- 
tual  m e m o r y ) .  Firs t  of all, no t ice  how little of 
the a d d r e s s  space  is used  for the  code  (less 
t h a n  one pe rcen t ) .  Second,  the  da t a  s e e m s  
quite well o rgan ized  for this  t ype  of p rocess ing .  
The working se t  is small  c o m p a r e d  to the  to ta l  
a m o u n t  of data.  What is a p p a r e n t l y  shown he re  
is a t e chn ique  c o m m o n l y  used  when p roces s ing  
two (or more )  d imensional ,  n o n - s p a r s e  
m a t r i c e s  [MeK69]. The m a t r i x  is subdiv ided  in 
s u b m a t r i c e s  by cu t t ing  the  m a t r i x  ver t ica l ly  
and hor izontal ly .  By adjus t ing  the  size of the  
s u b m a t r i c e s ,  a row or a c o l u m n  of the  original  
m a t r i x  can  be c o m p l e t e l y  r e s i d e n t  in m e m o r y  
by only loading the  s u b m a t r i c e s  needed .  Thus 
a m a t r i x  c an  be p r o c e s s e d  in e i the r  c o l u m n  or 
row o r d e r  on a m a c h i n e  with a phys ica l  
m e m o r y  m u c h  smal le r  t h a n  the  en t i r e  mat r ix .  
The a u t h o r  c lear ly  had  m e m o r y  p e r f o r m a n c e  in 
mind  when this  p r o g r a m  was coded.  On the  
char t ,  obse rve  t h a t  t h e r e  are  sha rp  c h a n g e s  in 
the  local i ty  of the  data ,  bu t  no t  in t h a t  of the  
code.  There  a r e  six s e g m e n t s  of da t a  t h a t  exhi- 
bit. s equen t i a l  behavior ,  while the  p r o c e d u r e  
s e g m e n t  is total .  

F igures  2 and 3 show a t r a c e  of a Fas t  
Four i e r  T r a n s f o r m  (FFT) p r o g r a m .  The first  
e ighty  s econds  are  u sed  to init ial ize the  matr ix .  
During the  ac tua l  t r a n s f o r m ,  the  initial phase s  
are a p p a r e n t l y  sequent ia l .  However,  the  per iod  
is so fast  t h a t  paging is imprac t i ca l .  This is a 
t e c h n o l o g y  inf luenced decision:  f a s t e r  paging 
devices  and slower p r o c e s s o r s  would m a k e  
some of this sequent ia l  a c c e s s  prof i tab le  to 
exploit.  At abou t  t h r e e  m i n u t e s  into the  execu-  
tion, the  working se t  d rops  to abou t  half of the  
pages.  However,  t he re  is a t r ans i t i on  where  all 
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data pages previously required are no longer 
needed and all the unneeded pages are now 
needed (eg. all the even pages are no longer 
needed but the odd numbered pages are all 
now needed). The only reasonable way to run 
this program is to give it all the memory it 
wants. The program is (probably) total after 
the initialization phase. 

Figure 4 is for VAXIMA. This is a VAX exten-  
sion of MACSYMA running  a d e m o n s t r a t i o n  
script .  This p r o g r a m  does symbol ic  c o m p u t a -  
t ion (eg. in tegra t ion ,  equa t ion  solving). It is 
wr i t t en  p r imar i ly  in LISP, bu t  has  some  C pr im-  
itives. Because  of the  list s t r u c t u r e  s to rage  of 
LISP, t he re  is no d i s t inc t ion  be tween  code and 
data. It is easy to observe that there is some 
sequential behavior in the upper addresses. 
Also, many pages are in nearly constant use. 
However, the outlying points here should dom- 
inate performance. Each of them represents a 
poten t ia l  fault  for a m e m o r y  m a n a g e m e n t  pol- 
my. This figure i l lus t ra tes  a po ten t ia l  p r o b l e m  
for the  visual analysis  t echn ique :  small  out lying 
dots  t end  to be ignored.  VAXIMA is r egu la r  
excep t  dur ing g a r b a g e  co l lec t ion  ( seconds  21- 
25) when it is to ta l  for c e r t a i n  s egmen t s .  

F igures  5 and 6 are  for SEARCH. This is a 
FORTRAN p r o g r a m  t h a t  s e a r c h e s  deep  space  
pho tog r aph i c  p la tes  for s t a r s  and galaxies.  It 
has 42 pages  of p r o g r a m .  Figure  5 shows the 
first 40 seconds .  The p a t t e r n  es tab l i shed  in the  
fifth s econd  con t inues  up t h r o u g h  the  four-  
t e e n t h  minu t e  shown in Figure  6. The p r o g r a m  
runs  for abou t  six hours  loosely r epea t i ng  the  
p a t t e r n  shown m m i n u t e s  f if teen t h r o u g h  
seventeen .  It is doing sof tware  paging of a 36 
m e g a b y t e  disk file. Note that ,  even t h o u g h  a 
definite low to high add re s s  sweep is visible in 
Figure 6, vir tual ly all pages  are  used  every  few 
seconds.  The hor izon ta l  lines a p p a r e n t l y  o c c u r  
when some fea tu re  is d e t e c t e d  in the  p i c tu re  
and m u s t  be evaluated .  This is a n o t h e r  pro-  
g r a m  tha t  r equ i res  t h a t  all its pages  be in 
m e m o r y  for efficiency.  It could  also be  a rgued  
tha t  this p r o g r a m  is r egu l a r  s ince the  per iods  
of total  use of m e m o r y  are  s e p a r a t e d  by a few 
seconds.  Again, this is a t e c h n o l o g y  inf luenced 
dis t inct ion.  

This address ing  p a t t e r n  is an a r t i f ac t  of the 
ope ra t ing  s y s t e m  pr imi t ives  p rov ided  by 
VMUNIX. Ideally, the  d a t a  file would be coupled  
into the  a d d r e s s  space  ins tead  of using 
sof tware paging. If files were coupled,  t hen  this 
p r o g r a m  would have sequent ia l  behav ior  for one 
or two segment s .  

F igures  7, 8 and 9 show t h r e e  p r o c e s s e s  of 
the "C Compiler".  The t h r e e  p r o c e s s e s  shown 
are the only ones that use significant amounts 
of time. it should be emphasized that the 
s t r u c t u r e  of this  c o m p i l e r  is an a r t i f ac t  of its 
c rea t ion :  it was built for the  PDP-11 c o m p u t e r  
which had a very  l imited add re s s  space.  

The lexical ana lyze r  t h r o u g h  code  gene ra -  
to r  p a r t  of the  compi l e r  is CCOM. Its plot  is 
shown in Figure  7. It uses  70 pages  of p rog ram.  
Although the re  are  sweeps t h r o u g h  small  sec-  
t ions of m e m o r y  here,  the  per iod  is short .  It 
may  be too shor t  a t ime per iod  to be useful  to 
an ope ra t ing  sys tem.  This t r a c e  is for a pa r t i c -  
ular ly large compi la t ion  of a p r o g r a m  t h a t  is 
abou t  1000 lines long. Smal le r  p r o g r a m s  

benef i t  even less by op t imiza t ions  based  on this 
sequent ia l i ty .  C C O M  should be cons ide red  
total.  

The code  o p t i m i z e r  is C2. Its plot  is shown 
in Figure  8. It uses  23 pages  of p rog ram.  
Al though p a r t  of the  m e m o r y  is used  sequen-  
tially, the  per iod  of use is a round  a second.  
This compi l a t ion  was p e r f o r m e d  on the  same  
p r o g r a m  used  for  CCOM. C2 m u s t  be viewed as 
total,  bu t  the  size of the  s e g m e n t  changes .  

The VMUNIX loader  is LD. Its plot  is shown 
in Figure 9. Note t h a t  t he re  are  two phases .  
This plot  is for the  loading of the  VMUNIX 
Operat ing S y s t e m  itself, and uses  m o r e  
m e m o r y  and runs  longer  t han  a typical  use of 
LD. Although some  sequent ia l i ty  exists, the 
p r o g r a m  s e e m s  mos t ly  total .  

Notice how dense ly  the  p a r t s  of a "C Com- 
pile" (CCOM, C2 and LD) use the  add res s  space.  
Since they  are  total ,  for these  p r o c e s s e s  swap- 
ping would be m o r e  effect ive than  paging. 

4. C o n c l u s i o n s  
This p a p e r  has  p r e s e n t e d  a t echn ique  to 

s t udy  the  m e m o r y  r e f e r e n c e  behavior  of p ro-  
g rams .  The t echn ique  is fairly simple to imple-  
m e n t  and is vas t ly  m o r e  eff icient  t han  m e t h o d s  
no rma l ly  used  to g a t h e r  m e m o r y  r e f e r e n c e  
data.  This da t a  is only su i ted  to s tud ies  of pag-  
ing or h ighe r  level m e m o r y  m a n a g e m e n t ,  and 
not  sui ted  for s tud ies  of cache  behavior .  

Data r e f e r e n c e s  a p p e a r  to s ignif icant ly 
d o m i n a t e  the  paging behav ior  of large pro-  
g rams .  By compar i son ,  the  code r e f e r e n c e s  
tend to be to a small area of memory and tend 
to cover this area very densely. Since data 
references dominate the paging behavior, this 
implies that restructuring efforts should focus 
on data restructuring and not on code restruc- 
turing [Fer76].  

The only p red ic t ive  m e m o r y  m a n a g e m e n t  
pol icy t h a t  was s o m e t i m e s  found to be useful 
was t h a t  of sequent ia l  access .  Of the  p r o g r a m s  
m e a s u r e d ,  only IMAGE and SEARCH (with files 
coup led  into the  a d d r e s s  space)  would be 
a m e n a b l e  to p red ic t ion .  IMAGE could be 
classified as a m u l t i - s e g m e n t  sequent ia l  p ro-  
gram.  What is impress ive  is the  d a t a  r e s t r u c -  
tur ing  a l r eady  used  by IMAGE and SEARCH. 
Both a p p a r e n t l y  use the  division of a m a t r i x  
into s u b m a t r i c e s  to r e d u c e  the  working set. 
The o t h e r  p r o g r a m s  basical ly  need  all pages  in 
m e m o r y  to get  good p e r f o r m a n c e .  Some 
r e d u c t i o n  in paging migh t  o c c u r  if l a rge r  pages  
or c lus te r ing  of pages  were used.  

A m a j o r  r e su l t  is the  absence  of local i ty 
chan~es  in the  r e f e r e n c e  p a t t e r n s  for the  pro-  
g r a m  pages (as opposed to the data pages). 
IMAGE, FFT and SEARCH seem to have no 
significant change in code locality. They do 
have changes in data locality. VAXIMA appears 
to change locality only during garbage collec- 
tion. LD and C2 exhibit only a small change in 
locality. CCOM has an initial phase that lasts 
for about five seconds, but after this there is no 
significant change. The conclusion is that with 
the l a rge r  t ime g r a n u l a r i t y  a p p r o p r i a t e  to 
m o d e r n  paging ope ra t ing  sys tems ,  changes  in 
code local i ty a p p e a r  to be insignificant.  It 
should be no t ed  tha t  the p r o g r a m s  m e a s u r e d  
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h e r e  had no t  b e e n  s t r u c t u r e d  to max imize  code  
locali ty,  bu t  an examina t i on  of the  c h a r t s  sug- 
ges t  t h a t  the  payoff  would not  have b e e n  large.  

Ideally, a c l eve r  and s imple pol icy should  be 
devised  t h a t  would d e t e c t  all t he  c h a r a c t e r i s -  
t ics  d i s cus sed  above and m a n a g e  m e m o r y  p rop-  
erly.  Failing tha t ,  i t  is des i r ab le  to iden t i fy  
p r imi t ives  t h a t  can  be p rov ided  by  the  o p e ra t -  
ing s y s t e m  to allow a p r o g r a m  to h int  a t  i ts 
e x p e c t e d  behavior .  The s t a n d a r d  VMUNIX 
Opera t ing  S y s t e m  prov ided  only one such  
o p p o r t u n i t y  at  the  t ime  of this  s tudy:  a h in t  
could  be given t h a t  t he  behav io r  would be 
a nom a lous  and page  r e p l a c e m e n t  should 
b e c o m e  r a ndom.  This was ve ry  ef fec t ive ly  used  
by LISP dur ing  ga rbage  col lect ion.  An exper i -  
m e n t a l  ve r s ion  of VMUNIX now also allows the  
h int  t h a t  a p r o g r a m  is abou t  to  exh ib i t  s equen-  
tial behavior .  

Based  on the  da t a  p r e s e n t e d  he re ,  the  fol- 
lowing s e e m s  to  be a good cho ice  for  pr imi t ives .  
P r o g r a m s  m a y  be r e g u l a r  (have some local i ty) ,  
r a n d o m  (no local i ty) ,  s equen t i a l  ( a scend ing  or 
descend ing )  or to ta l  (very  ineff ic ient  to r u n  
unless  all pages  can  be m e m o r y  r e s iden t ) .  The 
whole p r o g r a m  or  only a s e g m e n t  of the  
a d d r e s s  space  or  only a phase  in the  p r o g r a m ' s  
l i fe t ime m a y  exhib i t  the  h i n t e d  behavior .  
Opera t ing  s y s t e m s  should  be equ ipped  to  han-  
dle h in ts  f r om p r o g r a m s  as to the  type  of t h e i r  
m e m o r y  r e f e r e n c i n g  behavior .  It is e x p e c t e d  
t h a t  such  hints  would be p rov ided  only for 
highly used  p r o g r a m s  and for  p r o g r a m s  with 
specia l  p e r f o r m a n c e  p rob lems .  
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