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The type of cognitive system (CS) studied here has four 

basic parts: (1) a set of interacting elementary productions, called 
classifiers, (2) a performance algorithm that directs the action of 
the system in the environment, (3) a simple learning algorithm 
that keeps a record of each classifier's success in bringing about 
rewards, and (4) a more complex learning algorithm, called the 
Eenetic alEorithm , that modifies the set of classifiers so that 
variants of good classifiers persist and new, potentially better 
ones are created in a provably efficient manner. 

The genetic algorithm can be shown to provide a selective 
pressure toward classifiers of appropriate generality by 
attending to each classifier's frequency of use (too particular 
classifiers will be infrequently used) and its consistency in 
predicting rewards (too general classifiers will predict 
inaccurately). Also, the genetic algorithm can be shown to build 
new classifiers based on the estimated value not of the entire 
classifier but of particular combinations of attributes within the 
classifiers. This information about the value of combinations of 
attr ibutes can be found in the set of M classifiers in memory 
(each length n) through counting (ranking) the number of 
classifiers that have a particular combination of attributes. The 
counting never actually takes place, however; the genetic 
algorithm automatically selects high valued (high-ranking) 
attr ibute combinations. Furthermore, each time the genetic 
algorithm operates, it reranks M2-2 n/2 combinations 
appropriately and uses these adjusted rankings to build new 
classifiers. This efficient maintenance and use of information is a 
feature of the genetic algorithm called DztrLnsi, c paralLeLi.sm. 

Two "proof-of-principle" experiments are reported. One 
experiment shows CS's performance in a maze when it has only 
the ability to adjust |he predictions about ensuing rewards of 
classifiers (similar to adjusting the 'weigi~t' of each classifier) vs. 
when the power of the genetic algorithm is added. Criterion was 
achieved an order of magnitude more rapidly when the genetic 
algorithm was operative. A second experiment examines transfer 
of learning. Placed in a more difficult maze, CS with experience 
in the simpler maze reaches criterion an order of magnitude more 
rapidly than CS without prior experience. 

The CS is constructed with classifiers that act as condition- 
action productions; they broadcast tTtessaEes and respond to 
certain classes of messages broadcast by other classifiers. The 
resulting system is therefore cortzp(ztatiiotzalL~y complete, a feature 
which allows it to develop appropriately in a wide range of 
environments. And, through the addZtiono.l use of the predictions 
attached to the classifiers, the system automatically generates an 
experience-based cognitive map, allowing it the capacity to look 
ahead and to apportion credit during non-rewarded intervals. 
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Abstract 
A system embodying a knowledge-directed approach to 

unsupervised learning is examined in this paper. This approach 
is based on the premise that knowledge of new situations is 
acquired and interpreted in terms of the previous knowledge 
brought to the learning situation, in particular, our system is 
provided with a general characterization of action-oriented 
competit ive games. This frame of reference is used to construct 
an interpretation for the patterns of human activity that are 
observed in games of baseball. 

Multiple levels of knowledge and processing are used to 
proceed through various levels of description of the observed 
human behavior. Hypothesis Generation shifts the pattern 
description from observed physical actions such as "catch" and 
"run" to inferred goals and causal relationships of the players 
executing those actions. Hypothesis Generalization abstracts 
generalized classes of events and schemata that represent 
concepts such as "hit" and "out". Hypothesis Evaluation closes 
the loop in the learning process by verifying or rejecting the 
various hypotheses. Knowledge encoded as schemata direct 
these processes; there are schemata for inferring competitive 
and cooperative goals and causal relationships of players. 

An important aspect of time system is its ability to use 
acquired knowledge. The multi-level organization facilitates the 
integration of the new information into the existing knowledge 
structure. Also, both the initial knowledge and the acquired 
knowledge are represented uniformly as schemata (production 
rules). Acquired schemata, then, are available to assist in 
interpret ing and predicting future events. This ability 
demonstrates the effectiveness of our knowledge-directed 
approach to learning. 

I. Introduction 
|n this paper we outline the major points of a computer 

system embodying a knowledge-directed approach to learning. 
The rnotivation for this approach comes from our daily 
experience; it seems that when faced with a learning situation 
(e.g., understanding sequences of apparently novel events) one 
does not rely solely on statistical learning techniques. Rather, 
one uses various levels of knowledge and processing to focus in 
a h igh ly  directed fashion on what is important in the 
observations. This direction is provided by the predispositions, 
or frames [1, 2], used to interpret those observations. 

In particular, our system is provided with a general 
characterization of action-oriented competitive games, it uses 
that frame of reference in order to construct an interpretat ion 
for the patterns of human activity in the observed games of 
baseball. These behavior patterns are described in terms of four 
at tr ibutes:  actor, acti.on, loc~tiotz, and tittle. The goal of the 
sys tem is to acquire a hierarchical network of schemata and 
concepts  that represent  an understanding of the obse rved  
activity at various levels of abstraction. The general ized 
schemata and concepts capture the relationships be tween  the 
actions of the players and the goals intended by those actions. A 
key objective of our research is to allow the acquired schemata 
to aid in tile further understanding of the observed pat terns  of 
behavior.  This learning process requires both general knowledge 
of the goals and causal relationships in competitive action- 
or iented games as well as knowledge about particular physical 
actions. 
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