
Natural Languase - Goldman, Balzer, & Wile 

Although it has not been discussed in this paper, the 
formalization of rules relating linguistic form to domain structure 
is of importance to the generation as well as to the analysis of a 
natural language. The ease of technology transfer from linguistic 
analysis to generation tasks is dependent on the extent to which 
linguistic knowledge is encoded in a data format rather than a 
procedural format. Since production rules can formally isolate 
the dependence of language form on domain structure, they 
serve to separate knowledge from use in the desired way. 
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Part ia l  Matching in Pa t te rn -D i rec ted  In ference 

The Role of Partial and Best Matches in Knowledge Systems 
Frederick Hayes-Roth 

The Rand Corporation Santa Monicap CA 90.406 
Partial matching is a comparison of two or more descriptions 

that identifies their similarities. Determining which of several 
descriptions is most similar Io one description of interest is called 
the best match problem. Partial and best matches underlie 
several knowledge system functions, including: analogical 
reasoning, inductive inference, predicate discovery, pat tern- 
directed inference, semantic interpretation, and speech and image 
understanding. Because partial matching is both combinatorial 
and i l l-structured, admissible algorithms are elusive. Economical 
solutions require very effective use of conslraints that, 
apparently, can be provided Only by globally organized 
knowledge bases. Examples of such organizations are provided, 
and promising avenues of research are proposed. 

Production Systems with Feedback 
Steven W. Zucker 

Department of Electrical Engineering 
McGill University Montreal, H3C 3G] Canada 

Production systems provide a methodology for using 
knowledge embedded in (condition A action) pairs. An action is 
performed when its conditions match the state of a current data 
base. When multiple conditions match the data base 
simultaneously, however, the problem arises of which productions 
should be executed. Such multiple matches can derive from 
ambiguity and uncertainty in the data base and condition 
patterns. One solution to this multiple matching problem is to 
extend the production system with a form of feedback. This 
paper describes the implementation of feedback directed toward 
global data base consistency. Specific examples are chosen from 
a low-level vision system. 

The Production System: Architecture and Abstraction 
Stanley J. Rosenschein 

Technion--lsrael Institute of Technology 
Haifa, Israel 

The use of production systems as the primary method for 
encoding knowledge in large knowledge-based systems is 
discussed at two levels; their suitability as an architecture that 
can be efficiently supported and their appropriateness as a 
language of expression. Questions of efficiency are posed in the 
framework of a broad class of pattern-directed rewri te systems. 
Factors governing efficiency are discussed informally, and the 
usefulness of production systems as an information processing 
abstraction is examined critically. In this regard, several 
problems suggested by work on lexically motivated inference are 
described. It is argued that the use of a particular class of 
production systems demands a more detailed justification in 
domain-specific terms than is often given. 
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