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Abstract

it is shown that human beings have a modest
capability for abstract thought ranging from 100
Kilobytes to 10 Megabytes. Accordingly, present
artificial intelligence programs approximating 100
Kilobytes are roughly equal to the low end of
human capabilities and should be capable of
duplicating human reasoning abilities. Further-
more, it should be possible for a 1 Megabyte
program to enable a computer to function in or-
dinary English with a substantial range of ac-
tivities, making larger programs possible in
English with the preface in a normal computer
language.

All present systems for evaluating artificial intel-
ligence programs suffer from an inability to compare their
results with human processes for performing the same
work. Accordingly, the estimated size for a human-like
computer program has been best approached prior to the
present by computing the number of cells and synapses in
the human brain and then producing a rough ballpark es—
timate for the comparable computer program. The need
for such clumsy approaches should be drastically reduced
by the procedures outlined herewith. It will be shown that
the brain capacity for abstract thought in the average per-
son is the relatively modest value of 130 Kilobytes of RAM
together with, of course, quite a bit of pattern recognition
capability which is not measured in the same terms.
However, by extrapolating through the measured memory
of graduating students to those with doctorates in science
or the equivalent expertise in other fields, the approximate
figure is quite different: 3 Megabytes. Accordingly, it is
very difficult for a small team of programmers to write
programs of sufficient complexity to appear humanlike if
the standard for that success is that the programs shall be
as smart as they are and the method is the conventional
one of writing the entire program in a conventional Al lan-
guage such as LISP. However, if the standard is not that
one but the variant of writing a program sufficiently smart
to compete with a production line worker with a ninth
grade education then the small team of programmers
usually involved in the average project is quite sufficient.
Indeed, there is a movement to make 130 Kilobyte
programs medium sized ones especially in the artificial in-
telligence field. Accordingly, it may be that industrial
robots with only modest minicomputers operating them
may soon displace the large bulk of the average
workforce. The problem in pattern recognition which
seems the only barrier to this displacement may or may
not prove a long term one. (The problem of pattern
recognition among strings of data, series of pulses, has
apparently been completely solved by “string comparators”
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which utilize high speed number crunching, and it may be
that this procedure will prove adaptable to two-
dimensional patterns.){1].

Measuring Human Capabilities

The capacity of the human brain can be measured by
the procedure of determining the maximum vocabulary for
the test subject and then using the established relation-
ship of Zipf to determine from the vocabulary the total
number of words in the subject’'s memory bank. The pro-
cedure will be further detailed; for now let us take the ex-
ample of a person who had a memory size of 80,000
words and a vocabulary of 8000 differently spelled words,
the typical 1.Q. 100 person, in which each word represents
thirteen bits. In the corresponding case of an 1.Q. 140
person with a doctorate or equivalent mental ability, the
memory size would be a minimum of 1,500,000 words with
a vocabulary of 150,000 differently spelled words. Each
word would then represent eighteen bits.

The ratio of total vocabulary words to total mental
storage capability is very close to ten as a consistent fac-
tor in English and other languages measured. Zipf [2,3] is
responsible for this relationship, which derives from the
application of information theory to the way languages are
constructed and used. In particular he concludes that
words in a sample of optimally written text occur with a
frequency x/n, where n is the number of the word
proceeding from the most frequently used word (n=1) to
the least (n=8000) and x is a common multiplying factor.
Thus, we have, for the total body of words in a given cal-
culation:

8000

z x/n = 1.00 (solve for x) (1)

n=1
This calculation reflects the undoubted fact that the total
of afl words used in the text, whether unique or repeated,
is one text the same size as itself. Since we are solving
the equation for the case of a vocabulary of 8000 words
we know that is the upper limit of the summation. When
evaluated numerically on a computer the value of x is
found to be x = .10455357

Having found x, if we wish to find now the total
number of words in the text sample we set up the equa-
tion:

8000
(/x) § 8000/n = Number of words (2)
n=1
so that the least frequently appearing word will appear ex—
actly once and the other words will appear as many times
as their frequency dictates. Using the identity of Eq. (1)
we have the new statement,

8000(1.00)
—=8000/x=8000/.10455=76515totalwords.

[A correction so that each word appears an integral num-~
ber of times reduces this figure to 73147].

Thus, the computation provides the total memory
size under the assumption that English is a perfect lan-
guage, which, in measurements reported by Zipf, it seems
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to approximate fairly closely. A more general measure-
ment is possible, though with less accuracy, by determin-
ing the presence or absence of words which occur infre-
quently in the vocabulary and relating their presence to
whether or not a chunk of memory large enough to in-
clude that word has been stored. The word “matchless”
occurs roughly once per 140,000 words [4] in measured
counts and thus, should not be found, on average, in the
vocabulary of the average person. It is not [5]

For the L.Q. 140 person, the figure of 1,500,000 can
only be used as a minimum because there are not many
more than the 150,000 words of the measured vocabulary
of college graduates [6]. The Unabridged Dictionary lists
as entries about 450,000 but many are in fields which are
not relevant to, for example, computer engineering and
accordingly the simplifications which might otherwise be
possible by using an ideal vocabulary simply cannot be
achieved short of inventing this new vocabulary on the
spot. Much progress has been made in that particular
field by abbreviations such as HMOS, JFET, and EEPROM
but the field still cannot be regarded as using the sort of
finely tuned ideal language that basic English seems to be.
Accordingly the fact that a person knows 150,000 words
does not mean that he might not be able to learn and use
even a million if the words were useful to him.

The question of memory is obviously one of the
more crucial ones in determining human capabilities.
Many cases are known of people with poor memories,
enough so it will not be necessary to give an iltustration;
the converse case is more interesting. George Meany,
former president of the AFL-CIO, claimed that he never

forgot anything and his station in life would tend to give
weight to his claim. If so, his memory bank would have
contained the colossal total of 432 million words just
counting his working hours at sixty words per minute of
conversation. The statements of John Dean to the Water-
gate investigating committee verify that people, at least
some people, are capable of dredging up substantially ver—
batim the entire texts of conversations years before and
not considered important at the time. (Compare [7] to [8]
for Mr. Dean.) Thus, it would not be extreme to feel that a
ten million word total memory would reflect the ap-
proximate maximum of the human mind’s capabilities, with
a corresponding vocabulary of a million words.

The method of measuring the vocabulary of the
average person, one with L.Q. of 100 deserves a special
note because it was not done with the same procedures
as Seashore and Eckerson [6] who determined what per-
centage of a random sample of the Unabridged Dictionary
was known to the test subject and from there deduced his
total vocabulary by muitiplying by the ratio of size be-
tween the sample of the dictionary. The method used for
average subjects was to measure the words missed by
one-half of people taking' an 1.Q. test and then determine
the number of words which are more frequently used in
English and then assume that the person knows all of the
more frequently used words -and none of the less fre-
quently used words. The Wechsler reference [5] gives the
words in the test and their relative recognition factors, and
Thorndike and Lorge [4] then give the number of words
more frequently used than the chosen one. In view of the
scarcity of published vocabulary measurements on normal
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adults (psychotics and the mentally impaired have been
adequately studied) this figure of 8000 words will have to
do.

As as aside, it will be important to clear up the
otherwise puzzling question of how it happens that people
seem to measure so differently in mental capabilities when
Thomas Jefferson assured us that we were all born equal.
The answer is twofold. The work of Zipf shows that a
person with an 8000 word vocabulary has a fully complete
basis on which to construct varied and grammatical sen-
tences in an unending variety. Indeed, the structure of the
language so produced is identical to the structures used
by the person with ten times greater measured
capabilities. As an example, the word “the” occurs at
precisely the correct frequency in communication from an
average person. In short, a person would not display his
limitation in conversation or in writing, once he has
passed the 8000 word vocabulary mark.

The second part of the answer is that, aithough
people can determine things about vocabulary of others by
asking these people direct questions about it, this is rather
impolite; especially between strangers and only then does
it count. It will be left to the reader as an exercise to
determine the percentage of people who know the mean-
ing of the word “reluctant.”

Implications for Artificial Intelligence

it is clear from the conclusions of this paper that
there is a very great chance for human-like computer
programs in the next decade. It may well be that there
are enough to them to make automation an overpowering
fact of life for the average person in the workplace, result-
ing in drastic civil disruption. One hundred and thirty
kilobyte programs are going to be a dime a dozen once
written and put on ROMs. "In fact, they fit neatly on single
one-Megabit ROMs now nearing production and at a cost
which will probably approach 89 cents or so in full scale
production. Thus, the figure “dime a dozen” is indeed
frighteningly accurate. Only the pattern recognition
problem remains, and that only in two dimensions as of
last Fall.

The conclusion for the leadership and scientific
community of this paper seems less drastic. It seems un-
likely that any major artificial intelligence effort will
succeed in the production of more than a few ten-
Megabyte programs if such efforts take traditional ap-
proaches; thus, for the next decade, the scientific com-
munity should remain in charge and at work. Indeed, the
program DENDRAL [9], which analyzes mass spectrometer
data to determine the chemical composition of test sub-
stances, seems to be the first case of an artificial intel-
ligence program competitive with a person with a doc-
torate. In fact, it sometimes does better then such people
and sometimes worse, in competitive analysis tests.

The work on meta-DENDRAL [10] (a program to
produce DENDRAL type programs by automation) seems to"’
be going slowly enough so that the next twenty years will
still see human beings in charge, but the potential is clear
for programs in the hundred-Megabyte range and nothing
in the hardware development field would even cause a
slowdown of such progress. (Optical disks can already
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hold programs in the Gigabyte size range if they are
written.) It seems, however, that it takes a vast amount of
intelligence to produce a relatively small increase in such
values as status or ability to control others or salary. Ac-
cordingly, one can hope for a future in which the John
Deans and the George Meanys of the world lose control to
advanced robots only very slowly over many decades.

There remains only one uncertainty, but it is a large
one. Now that is is clear that ordinary people make do
with less than a Megabyte of memory for all functions it is
clear that a one-Megabyte computer program designed to
teach a computer to function in English is entirely reason-
able. Such a program, and there seems no theoretical
reason to require even difficult computer languages
(perhaps BASIC might serve), would eliminate the require-
ment that the bulk of the program be in a computer lan-
guage at all and thus it could be completed in about a
year or so. Such a ten-Megabyte program, in such a short
time, would be either a fantastic opportunity or a fantastic
amount of trouble, probably both.
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In Prolog programs, arguments are often used to ex-
change information between relations. This kind of com-
munication is tedious when a large amount of information
has to be passed around. One way of solving the problem
is to add assertions {unit clauses) to the knowledge base
in execution time. These assertions are maintained as
"global data structures.” They are typically managed by
the addition and deletion of clauses. However, most of
the Prolog implementations offer little support for these
operations. In C-Prolog [1], for example, a clause can only
be added as the first or last clause of a relation. It would
be useful if one could manipulate clauses in the same way
as one manipulates lists. For example, sorting the asser-
tions in the working memory of an expert system may
lead the problem solver to follow a "better” path in the
search space. In many applications, the working memory
is build up incrementally. Thus, the insertion sort is a
natural sorting method. The sorting may be combined
with the addition of assertions using an assertcl{C) rela-
tion. A C-Prolog implementation of the articl(C) relation is
given below.

/ nnnnnn KERERRR Rk FERRRARXRRER TR IR Rhddeh Rkt
* assertcl(C) inserts a clause into the workspace. *
* The ordering of the clauses is defined by the *

* worse(C1, C2) relation, which holds when C1 is
* less than C2 according to a certain ordering.

ek ek ek Rk d R R AR R Rk Rk Rtk e ek bk R v dede ek SRRkt dkfokhoktk

assertcl(Incl) -
make-rel(Name, Arity, Incl),
sbc(Name, Arity, Incl, [], Stack),
asserta(Incl).
restore(Stack).

/***********************************************************

* Clauses that are not "worse” than the clause to *
* be inserted are saved in a list : *
* r(a) %*
* r(b) *
* r(c) *
* are saved as [r(a), r(b), r(c)]
R R T o r T T R TR T T A R T R L e L e L T
sbc(Name, Arity, Incl, Instack, Outstack) .~

make-rel(Name, Arity, WMc1),

( call(WMc1) ->

{ worse(WMct, Incl1)->

Qutstack = Instack;
( retract{WMc1),
sbc(Name, Arity, Inc1, Instack, Interstack),
Outstack = [WMc1 | Insterstack] ) );
Qutstack = Instack ).

/n-n- %k KxRAEHRNANLRRIR TRk ®

* restore a list backwards

restore([])
restore([X|Xs]) :-
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