
Disambiguation through Deduction). A related task of importance is parsing and ~ransZur~oa~%on oA 
sentences to "data base language." This is a poln~ where we have oeen aole to uLiliz~ eAistl:]6 
programs. Thus we have written a simple Swedish grammar for Bill Wood,s network parser and il, order 
to increase efficiency developed a compiler for the parser. TnAs co~i~ler ~enerates a L~P ~rogra~ 
which is equivalent to a given grammar. In parallel we nave our own wor~ on ;arsers ~o%n for nabural 
and programming languages; the latter, e.g., im connection With the work oZ fats Nordstro,~, Who u~e~ 
LISP %o give a formal Oefinition o£ the semantics of SIMULA. A project on the applieO level, where 
small data base methods are employed, aims at facilitating the co,,munication between an ecolo~ls~ 
and a large Oats base containing environmental data uy means of a ~lexlDle query language. 

Most important for the possibility O~ concentration on essential proole~s is the support u~ 
appropriate programming systems anO general program modules. Tnu~ we nave devotes a co~sloer~ule 
part of our resources on work in these areas. 

The main effort on the base level is the development of ~-OppsaAa-LISP ~or IbM 3o0/~70 
performed by Jaak Urmi in co-operation with the Uppsala Computer Center. Tnis is an interactive 
paged LISP system including compiler, oreaK and editing facilitxes as in t~,e orxginal dog-&lot, 
though some features of INTERLISP might not be incorporated. OoN=vPpsala-~ISP is prese~,~A~ actxve 
and used within our group and will be released during the spring. 

An improved version of Mats Norstrom's FORTRAN implemented LISP ~nter~reter, formerly repot%co o~, 
in AISB Newsletter MaY 72 and up to now dlstributeO ~o more than 7~ places, is now co~pleteo anu 
will be documented in the near future. Further projects on the base level are a language P&AO~, wxuA, 
BASIO-resembling syntax and containing the symbol and list hanullng Zacxlities of LISP, and an 
experimental recursive language REC. 

On the intermediate level we are developing support ~or small ~ a b a  base applications w~t~ 
emphasis on program generators and manipulators rather than general program, s. A major package here 
is FCDB which is a program generator for management o£ and deuuction in a oats base DUllt xroii, 
preOicate calculus formulas. (Maral~son: PGD8 - A Program wnlcn venerates Procedures for Maintainln~ 
a Data Base of Formulas in Preaicate Calculus.) Other programs ,QaKe reouctions of automatically 
generated functions using substitution and partAal evaluation, remove recursion (Riscb: ~M~G - a 
Program for Automatic Recursion Removal in LISP) or support flexlnle input/output of property lists. 

Another line of research represented at Datalogilaboratoriet in ~ps~la ls programming support 
for conventional languages such as FORTRAN, etc. There is also a special group for SOClO-C2Der~]etlc 
research which is Oeveloping a simulation system for social processes. Tnzs system is cnaracterizeu 
by being modular, not completely numerical, sel~-organizing, and using several levels o~ 
description. 

A Nordic Summer School will be held a~ Da~alogilaDoratoriet, Oppsala University, June 3 = l~ on 
the topic of methods for small data bases. Lectures are neld in ScanOinavian languages and are open 
to Nordic graduate students and other persons with corresponuing background. 

E. THE NIH HEURISTICS LABORATORY 
by 
C. L. Chang 
Division of Computer Research and Technology 

The Heuristics Laboratory had a very fruitful year. More than twenty paper8 were eitner puoi~sneo or 
accepted, about three papers per man-year. Most problems unoertaxen oy the staZZ of tne Laboratory 
are concerne~ With the application of computers to biomedical Zielus. Sinc~ ~nese problems are large 
and difficult, efficient and heuristic methods are needeO to solve them. Therelore, tne activities 
of the Laboratory are creative and at the frontlet oZ computer application, and are diZlerent zro,Q 
those routinely implementing existing methods anO systems. The projects worked upon by ~ne 
Heuristics Laboratory during the fiscal year are summarised as ~ollows: 
(The names of members of the Laboratory involved in each project are listeu in parentnesis.~ 

A NEW D~SIGN FOR CHEMICAL STRUCTURE SEARCH (Houes}: 
We are collaborating with the Walter Reed Army Institute o~ Research (WRA~R) on t:~e design o~ 

a chemical SUbStructure system in conjunction witn the conversion ol toe obsolete ~AIR s)sbem 
from a second generation to a third generation computer. The new system will allow search, trig 
on-llne for both structure and substructure, and will accomooate a Aile whose compounOs can 
number An the millions. There are two basic new elements in our aes~n. ~irst ~s the 
estanlisbment o£ a system of structure fragment screens. We nave developeQ a uniform, iterat%ve 
method for determining a complete set of screens Zrom single atoms to qulte large fragments. 
~econO, is a new use o£ bash coding which £or the first time brings to dear the full speed o~ 
random access on substructure searching. These two elements nave ~een integrated into a ra~%on~ 
framework based on new theoretical work on tne discrimination power of scree:~s, we nave ooLaloeO 
an elegant and practical design whose perlormance is versatile, predictable and efficient, and ~:, 
improvement over other chemical search systemics. Preliminary results on estaOlisning screen%zig 
fragments nave been gratifying. 

~e 

MASS SPtCTRAL S~ARCH (Heller): 
As of september l, 1973 the NIH MASS Spec Search System t~SSS) was oXZicially put on the 

international G~ computer network by the Onited Kingdom Spec Data Ce:,tre. NIH's roAe ~n toe 
future will be that of a consultant for tne system. A copy o% the system remains at A~IH i~, 
internal use anO furt~er research and development. 

iNTERPRETATION OF MASS SPECTROMETRY DATA (Slagle, Onang and neller): 
A program was developed to reorganize a large file ol mass spectral aura. From the dls~lay oz 

the reorganized dataj we were able to define new groups of compounds oy t**e presences anu tile 
absences of certain mass spectral peaks. So far, we nave ~oou results for ~our groups: 

tbiolesters, sulfoxides a aromatic caroamates, and amino esters. The ~e~Inition rules for tnese 
Kroups have been tested intensively, anO Zounu to be able to oiscrimlnate a compound in t**e 
groups from other compounOs not in 5be groups. 

MLAB- AN ON-LINE MODELING LABORATORY (Knott): 
BLAB has been further developed, de have spent consideraole Llme promotiDg nLA~ ana 

collaborating with users in setting up~odels ana applying %net,. The ~nlra coition ca the mLAU 
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manual has been prepared. Using MLAB Jointly with Jean-Marie ~etelslager, we Rave ob~alneu sonic 
results on hormone hir~ding. 

MICROBIOLOGY DATA BANK (Norton): 
collaborating with Dr. KrlchevsKy of NZDR, we revised the program for inputting data to the 

microbiology data ~anK to give considerably more extensive 0%agnostlc messages in cases of 
deviations from the specified input format which it will not ~orgive. 

TZSSUE TYPINa COMPUTE~I AID3 (Dixon and Norton}: 
We are collabora~ing wl~h Dr. Kayhoe of N~AID on the evaluation oZ the 1330 trays usln~ the 

tissue-typlng program. The results demonstrateo new patterns of serum-antigen specificity on t;~e 
NIH tray. That is, the program enabled many "false pointers" prevlously lnterpreteo as "nolse" or 
laboratory error to be interpreted systematically in terms of (somet%~,es weak} serum rea¢%zons ~o 
a n t i g e n s  d e t e r m i n a n t s .  

COMPUTER MODEL OF THE HUMAN MENSTRUAL CXCLE (Dixon}: 
we are collaborating with Dr. Gargille of NIGHD On ~he mooelln~ of the human menstrual cycle. 

A Computer model wrlt%en in the DYNAMO language simulates the process of ovulatlon and the 
variation of hormones during the human menstrual cycle. Last year the model old a gooO job of 
simulating the normal cycle and a dynamic mechanism for atresla was postulated and put into the 
model, This year the model was completely rewritten. Many awKwara equatlons were streamlineu anu 
the whole model was made simpler ann easier to understand. This new version of the moOel w~s 
called MARK~. A simulation of pregnancy was also inClUded in MA~. A statistlcal version oZ the 
model called MARK5 was also written. MARK5 can De run for many cycles and statistics o~ nor~on~ 
levels at various times during the cycle can be collectea &utoma~lcally. ~ARA6 was also writ~eo. 
This is a version of MARK5 which uses a larger time interval (DT) so long runs can be maOe at 
less expense. A set of about i0 Validity tests was then prepareu. The mouel passed half toe 
validity tests without change. ~oOi~ications were then made to the model to get %t to pass the 
rest of the tests. This work is still in progress. 

COMPUTER INFERENCE AND LEARNING (Dixon}: 
The goal of this project is to develop a program to discover relationships in numerical oats. 

It is hoped that this program will be of practical use to research workers In all ~leids zor 
automatic analysis of experimental data. The basic idea is to improve the standard tecnnlque oz 
linear multiple regression analysis bY using products Of preulctors as 1~ they were new 
P r e d i c t o r s .  One m i g h t  c a l l  t h i s  t e c n n i q u e  n o n - l i n e a r  r e g r e s s i o n  a n a l y s i s .  ~ e u r i s t i c s  a r e  
n e c e s s a r y  t o  r e d u c e  t h e  v e r y  l a r g e  n u m b e r  o f  p o s s i b l e  c o m b i n a t i o n s  %o a r e a s o n a C l e  numoero  
basic program called AGi02 was written. AGiOR does a mul~lple regression analysis on a given data 
set by the stepwise method. All products o~ predictors are used. The mouels thus obtained are 
tested on a portion of the data not used in the regression analysis. Tbls is calleo ~ne ac~u test 
- hence the name of the program. A number of auxiliary programs nave been written to collect, 
fabricate and manipulate data sets for this progra~. There are now i0 oats sets on wnlc~ to te~ 
%hls program. They include blood pressure data, tissue typing oats, stock market averages, a 
computer simulated vehicle, a computer simulated radio, ~aDles o~ random numbers, as well ~s 
others. The ACID2 program is in a primitive condition. No neuristlcs are used at present. It is 
hoped that the model will De able to learn its own heuristics. ~ut preliminary results inoic~te 
that non-llnear regression works better than linear regression. 

AUTOMATIC PROGRAM-VERIFICATION (Slagle, Chang, aria Lee~: 
The application of theorem proving tecnniques to program ver%Xica~ion was considered. ~ new 

and direct technique for proving programs correct was obtalneu. Progress in this ~%elu may 
eventually enable us to test whether software is reliable or not. 

AUTOMATIC PATTERN RECOGNITION (Slagle, Chang and Lee}: 
An algorithm for finding prototypes for a nearest neignoor classifier was ~evelopeO. T~e 

algorithm was applied to ~i~ cases of liver disease, and only 3~ prototypes were f~unu necessary 
to achieve i00~ of correct diagnosis. 

In addition, many clustering algorithms were tes~eO. The snort spanning pain algorithm, was 
~ound to De simpler and comparable with the minimum spanning tree metnou. 

PROFESSIONAL ACTIVITIES~ 
J. R. Slagle participated in the National Znstl~u~e of EOucat%on Planning Gonference on 

Productivity and Efficiency in Education in the United Sta~es. ~e gave a COmputer science seminar at 
IBM Research Center at Yorktown Helgnts, the State University o£ Net york at Albany, ano tne 
University of Texas at Austin. 

C. L. Chang gave seminars at the Rutgers Unlversi~y, IBM Rese&rcn Center at Xor~to~n Weights, ano 
IBM Research Laboratory at San Jose. He taught wlt~ ~lagle a DG~T course on pattern recognition. 

Jo K° Dixon taught two DCRT courses on neuristlc programming. 
3. R. Heller gave a lecture at the NATO ASI on "Computer Represe~tation &no ~anlpulation o~ 

Chemical Information" in Holland, and a talk in the GODATA meeting in FreiDurg, ~ermany. 
L. Hodes gave a seminar at the Unlversity of Marylano. 
G° Do Knott taught MLA~ and graphics courses in bURro He ~as written 6 months worth of INT~¥AG~ 

articles on various topics. Also, he taught the computer science component Of %he Computers in 
Clinical Medicine program sponsored by DCRT. 

L° Norton participated in a government-wiqe briefing on D~ syste~s~ giving a i/R ncur talk on 
his indexing system. 

PUBLICATIONS~ 
i. Chang, C. l., "Pattern Recognition by Plecewise Linear Discrim%nan~ Yunctions," I~E Trans. 

C o m p u t e r ,  V o l ,  C-mR, NO. 9, PP. 859-~62~ S e p t .  1973. 
~.  C h a n g ,  C° L. " F i n d i n g  P r o t o t y p e s  f o r  N e a r e s t  N e i g h b o r ,  G l a s s i ~ l e r s ° "  To a p p e a r  i n  I S ~  ~ r a n s °  

on  C o m p u t e r s .  
3. Heller, S. R.~ '*Computer Tecnniques for Interpreting Mass spectra." ~o appear i~ ~ATO AdZ 

P r o c e e d i n g .  
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~. Holler, S. R., C. L. Chang, anO K. Chu, "The Interpretation of Mass spectrometry data uslng 
Cluster Analysis," Analytical Chemistry, May, i~7~. 

~. Neller, S. R., R. J. Feldmann, H. M. Fales, a n d  G. W, A. ~ilne, "A Conversational MS Search 
System. IV. the Evolution of a System," J. Chem. Doc. 13, 130, 1~73. 

6. Heller, S, R., R. Katz, and A. E. Jacobson, "A MO Study o~ Norephr~ne and Dopamine," ~ol. 
Pbarm., 9, ~6-~6, (1973). 

7. Heller, S. R., D. Koniver, H. M. Fales, and G. *. A. Mllne, "A Conversational M~ Search 
System. Ill. Display and Plotting of Spectra and Dissimilarity Comparison." In press. 

~. Nooes, ~. "Semiautomatic Optimization of ~xternal ~eam Raoiation Treatment Planning," 
Radiology, Vol. iiO, NO. i, pp, 191-196, Jan. 197k. 

9. Knott, G. D., "A numbering System for Comolnatlons," CAC~, Vol. 17, ~o. i, pp. ~5-~6, dan. 
197K. 

iO. Knott, G. D., "Hashing Functions." To appear in the British Oomputer Journal. 
ii. Krichevsky and L. Norton, "Storage and Manipulation of Data by Computers for Determinative 

Bacteriology." To appear in Int. J. of Systematic Bacteriology. 
12. KricbevsKy, and L. Norton, "An On-Line Query ~rogram for 4nteractxng warn ~acteriolo~cal 

Data," Proc. of First Int. Congress for Sacteriology. 
i~. Krichevs~y, and L. Norton, "The World's Gulture Collections as a n  InZormation System," ~roc. 

of 2nd Int. Conference on Culture Collections. 
i~. Lee, R. C. T., a n d  C. L. Chang, "Appllcatlon of Minimum ~pann%n~ Trees to Information 

Storage," PrOd. of Int. Symposium on domputers a n d  Chinese InputlOutput Systems, AUg. i~73. 
15. Lee, R. C. T., C, L. Chang, a n d  R. J. ,aldinger, "An l~,proveO Program-Synthesizing Algor~tnm 

a n d  its Correctness," JCACM, Vol. 17, No. ~, pp. 211-217, April 19(~. 
16. Slagle, J. R., "Automatic Theorem Proving for Theories wit~ Simplifiers, Commutativit~, ano 

Associativity." To appear in JA~. 
17. Slagle, J. R., "Theorem Proving, Automated." To appear in ~ncyclopeuia 0£ Computer science. 
18. Slagle, J. R., C. L. Chang, and R. C. T. Lee, "Experiments w~tn ~ome Cluster Analysis 

Algorithms." To appear in Pattern ~ecognitlon. 
19. Slagle, J .  R., J. Dixon, and T. Jones, "List Processing." To appear in ~ncyclopeaia o~ 

Computer Science. 
20. Slagle, J, R., anO L, Norton, "Experiments with an Automatlc Theorem ~rover having Partial 

Ordering Inference Rules," CACM, 16, pp. 682-660, NOV. 1973. 
21. Slagle, J. R., and L. Norton, "Automated Theorem-Proving £or the ~neorles of ~artiaA and 

Total Ordering," To a p p e a r  in Computer Journal. 

AI PROJECTS SPONSORED ~¥ THE NATIONAL SCISNCK FOUNDATION 
6 

[Ed~ Note: The following project summaries are reprinted from the "Summary of Awards" booklet 
published for fiscal year 1973 by the National Science Foundation's Division of Computer ~esearcn, 
formerly called the Office of Computing Activities.] 

Ca 
PATTERN ANALYSIS AND RECOGNITION 
Walter Freiber£er 
Div° of Applied Math 
Brown University 6O 

This project continues research in the area of pattern analysts ano Pattern recognition. ~opics 
included are: 

i) line pattern analysis, 
2) statistical inference as pattern reoognitlon, 
3) statistical geometry, 
4) stochastic feature selection, 
5) stochastic elastic Oe£ormatlon models, 
6) pattern analysis in modelling cerebral activities, and 
7) analysis o~ biological growth patterns. 

PROOF PRCCEDURES IN PREDICATE CA&COLUS AND TYPE T~OR¥ 
Peter B. Andrews, Donald W. Loveland 
Dept. of Mathematics 
Carne~ie-Mellon 0. 6c 

Investigations in matllematical lo~ic centering on proof proceOures in predicate calculus and type 
theory are being continued. The primary goals of these investigations are t~e development o~ 
efficient proof procedures for computer implementation and the oetter unuerstanuln~ o~ existing 
procedures. 

MECHANICAL PROBLEM SOLVING 
R. ~. BanerJi, O. W. Ernst 
Divlslon of £ngineering 
Case Western ~eserve U. 60 

This project Oeals with the automatic discovery of heuristics in problems anO the automatic proo~ 
for straight-£orward theorems involving many definitions. Specific actlvitles incluoe: 

a) toe development of an algorithm which will find invariant properties o~ states in a problem 
from the descriptions of problems, 

b) the determination of additional general properties of solution techniques through the 
analYsiS of solutions to discrete problems occurring in opera%ions research and artl%icial 
intelligence, 

c) the development of a computer program which incorporates the results o~ the above, 
d) the development of metnods for breaking theorems into independent parts, and 
e) the extension of the theorem-proving methods developed to nigher-order logic. 
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